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Abstract

Context Despite the impressive capabilities of
Large Language Models (LLMs), they pose
significant risks in many domains and therefore
require guardrails throughout the lifecycle.

Problem Many such guardrails are trained as
classifiers with domain-specific human text
datasets obtained from sources such as so-
cial media and they achieve reasonable per-
formance against closed-domain benchmarks.
When deployed in the real world, however, the
guardrails have to deal with machine text in an
open domain, and their performance deterio-
rates drastically, rendering them almost unus-
able due to a high level of false refusal.

Solution In this paper, using a self-harm detec-
tor as an example, we demonstrate the specific
challenges facing guardrail deployment due to
the data drift between training and production
environments. More specifically, we formed
two hypotheses about the potential causes, i.e.
closed vs. open domain, human vs. LLM-
generated text, and conducted five experiments
to explore various potential remedies, including
their respective advantages and disadvantages.

Evaluation While focusing on one exam-
ple, our experience and knowledge of LLM
guardrails give us great confidence that our
work contributes to a more thorough under-
standing of guardrail deployment and can be
generalized as a methodology to build more
robust domain-specific guardrails in real-world
applications.

1 Introduction

Large Language Models (LLMs) have transformed
natural language processing (NLP), enabling appli-
cations in customer service, content creation, and
more. Models like GPT-4 (Achiam et al., 2023)
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and PaLM 2 (Anil et al., 2023) demonstrate re-
markable capabilities in generating human-like text.
However, their adoption raises pressing ethical and
safety concerns, particularly the risk of producing
harmful content such as text promoting self-harm
or violence (Bommasani et al., 2021). Addressing
these risks is critical to ensuring the responsible and
safe deployment of LLMs in real-world settings
(Anwar et al., 2024; Zou et al., 2023; Weidinger
et al., 2021).

A major challenge in mitigating harmful content
lies in the limitations of current detection mod-
els. These models, often trained on Human-text
datasets (e.g., social media posts), excel in their
specific domains but struggle to generalize to LLM
(Fastowski and Kasneci, 2024). The statistical dif-
ferences between Human-text and Machine-text,
coupled with the lack of contextual understanding
in LLMs, result in significant accuracy drift when
detectors are applied to open-domain LLM out-
puts (Muñoz-Ortiz et al., 2024; Zhou et al., 2023).
This drift leads to unreliable performance, with
increased false positives and false negatives in de-
tecting harmful outputs.

Moreover, the scarcity of high-quality synthetic
datasets representing harmful LLM outputs exacer-
bates the problem (Inan et al., 2023; Zheng et al.,
2023; Zeng et al., 2024). While LLMs are designed
to suppress overtly harmful content, subtle forms of
harm may still emerge, particularly in sensitive cat-
egories like self-harm. Existing training datasets,
largely derived from Human-text sources, fail to
capture the nuances of LLM-generated-text, creat-
ing a critical gap in detection capabilities.

This paper tackles these challenges by explor-
ing guardrail deployment in LLM environments.
Using self-harm detection as a case study, we an-
alyze the impact of data drift between training on
Human-text and real-world LLM outputs. In this
study, we define self-harm as any deliberate be-
havior or intent that causes physical harm to one-

173



self. Our approach involves curating representative
LLM-generated-text and integrating them into the
training pipeline to enhance detector robustness.

Our contributions are as follows:

• Challenge analysis: We identify the specific
limitations of current detection models when
applied to LLM-generated-text, focusing on
the challenges of domain adaptation.

• Data curation strategy: We introduce
techniques for sampling representative
LLM-generated-text to improve the training
of detection models.

• Hypothesis validation: Through targeted ex-
periments, we validate the causes of perfor-
mance drift and propose mitigation strategies.

• Comprehensive system: We develop a ro-
bust system that integrates Human-text and
LLM-generated-text data, improving harmful
content detection in sensitive domains like
self-harm.

By addressing these challenges, our work pro-
vides a pathway to safer and more reliable LLM de-
ployment in high-risk domains. The insights gained
have broader implications for sectors such as
healthcare, education, and customer service, where
user safety and content integrity are paramount.

2 Literature Review

The detection of harmful content in social media
posts and online forums has traditionally relied on
rule-based systems and keyword matching. While
effective for simple cases, these methods often fail
to capture harmful content’s nuanced and context-
dependent nature. Advances in machine learning
(ML) and NLP have significantly enhanced detec-
tion capabilities, with supervised learning mod-
els trained on annotated datasets and deep learn-
ing techniques, such as neural networks, achiev-
ing state-of-the-art results (Malmasi et al., 2016;
Rakhlin, 2016; Yates et al., 2017). However, these
models remain limited by their dependence on rigid
rules or narrow training data, which can lead to
false positives and missed detections in diverse and
dynamic contexts (Davidson et al., 2017).

Applying detectors trained on Human-text to
LLM-generated-text introduces additional chal-
lenges. LLMs generate text statistically, often
lacking the emotional and contextual cues inher-
ent in human communication (Das et al., 2024;

Reiss, 2023). This fundamental difference ham-
pers the generalizability of traditional detectors,
resulting in degraded performance when analyzing
LLM outputs, which span a broad range of top-
ics and styles. For instance, detectors trained on
suicide prevention forum data may perform well
in domain-specific contexts but struggle to handle
the syntactically diverse and semantically subtle
outputs of LLMs (Gehman et al., 2020).

Recent advancements have begun addressing
these challenges. Fine-tuning LLMs on curated
datasets that include examples of harmful con-
tent has shown promise (Skianis et al., 2024;
Park et al., 2024; Rosati et al., 2024). Tools
like Perspective API have improved the detection
of toxic language but remain tailored to human-
generated text, which differs significantly from
LLM-generated-text (Lees et al., 2022).

Several moderation-based approaches specifi-
cally target LLM-generated-text. For example, sys-
tems like OpenAI Content Moderation (Markov
et al., 2023), ShieldGemma (Zeng et al., 2024),
Harm-Bench (Mazeika et al., 2024), Llama Guard
(Inan et al., 2023), and WildGuard (Han et al.,
2024) fine-tune models to classify and moder-
ate both input prompts and output responses.
Llama Guard, for instance, is an instruction-tuned
LLaMA2-7B model designed to detect risky cate-
gories such as self-harm. However, self-harm ex-
amples constitute a small fraction of its fine-tuning
dataset (89/10.2K prompts, 96/10.2K responses),
limiting its robustness in this specific domain (Inan
et al., 2023). Moreover, most moderation solutions
rely on large, fixed-size models that are compu-
tationally expensive and may not align with the
specific requirements of diverse deployment sce-
narios (Zheng et al., 2023; Huang et al., 2024).

Self-regulating mechanisms within LLMs lever-
age reinforcement learning with human feedback
(RLHF) to iteratively reduce harmful content gen-
eration (Ouyang et al., 2022). Complementary ap-
proaches, such as uncertainty quantification (UQ),
identify outputs with high uncertainty, flagging
potentially harmful content for further review (Li
et al., 2022). These techniques enhance reliability
by addressing edge cases where traditional methods
falter.

Despite these advancements, significant gaps
persist. Balancing domain-specific accuracy with
generalized robustness remains a key challenge,
particularly when selecting representative train-
ing data from the vast and diverse landscape of
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LLM-generated-text (Gehman et al., 2020). Over-
coming these challenges requires innovation in data
curation, model fine-tuning, and evaluation frame-
works to ensure LLMs are deployed safely and
effectively across industries without compromising
user trust or content quality.

3 Preliminary Experiment and
Hypotheses

3.1 Baseline Model
The initial approach to detecting harmful content,
such as self-harm-related text, involved training a
model on a collection of Human-text (e.g., social
media posts). In this study, a self-harm detector
is a system or model designed to identify content
that promotes, encourages, or depicts acts of self-
harm, such as suicide, cutting, and eating disorders.
(Metzler et al., 2022; Park et al., 2024). The model
employed a combination of a BERT encoder (De-
vlin, 2018) and a Separable Convolutional Neural
Network (SepCNN) classifier (Chollet, 2017) to
handle the binary classification task of identifying
harmful content. This hybrid architecture lever-
aged BERT (bert-base-uncased)’s ability to convert
input text into dense vector embeddings, capturing
contextual information necessary for identifying
harmful content. The SepCNN classifier employed
depthwise and pointwise convolution layers to pro-
cess the BERT embeddings efficiently. After con-
volution, an adaptive max pooling layer reduced
the output size, followed by a fully connected layer
and sigmoid activation for binary classification.

3.2 Data
The Human-text is a collection of posts1 from the
"SuicideWatch" subreddit2 of the Reddit platform
which is labeled as "self-harm" ("1"), and posts
from "teenagers" subreddit3 which are labeled as
"non-self-harm" ("0"), see the examples in Ap-
pendix A/Table 5. This allowed the model to learn
from real-world contexts where harmful content is
prevalent and non-self-harm but teenagers-related
topics are covered. 40,000 data points were ran-
domly selected from this collection to build the
baseline model. They were split into 80% for train-
ing, 10% for validation, and 10% for testing.

Besides this Human-text, we also
use PR (pull request) insights data and

1https://www.kaggle.com/datasets/
nikhileswarkomati/suicide-watch

2https://www.reddit.com/r/SuicideWatch/
3https://www.reddit.com/r/teenagers/

LLM Internal Interactive Logs as benchmarks to
evaluate the detector’s performance in deployment.
The PR insights data is an internally generated
benchmark from the Instructional AI Platform4

based on user-submitted data for risk management
and guardrail insights. The Instructional AI
Platform is model-agnostic and facilitates open
contributions to LLMs in an accessible way. The
LLM Internal Interactive Logs contains both user
prompts and model responses. These two datasets
were independently annotated by five human
annotators. To ensure high-quality and consistent
labeling, we adopted a strict agreement-based
approach, accepting only the data points where
all five annotators assigned the same label. This
unanimous consensus method helps minimize
ambiguity and enhances the reliability of the
annotated dataset. After annotation, the PR
insights data includes 6000 data points and is
organized into three parts: input question, input
context, and answer, which is the model’s response.
Some examples are in Appendix A/Table 6. We
randomly selected 20,000 data from the annotated
LLM Internal Interactive Logs as a benchmark.

The trained model performs well on the test
dataset, achieving an Accuracy (A) of 97.15%, Pre-
cision (P) of 98.13%, Recall of 96.03%, F1 score
of 97.07%, False Positive Ratio (FPR) of 1.77%,
and False Negative Ratio (FNR) of 3.97%, refer
to Table 1. However, when it applies to the PR
insights data and LLM Internal Interactive Logs, a
significant accuracy drift was observed, highlight-
ing the challenge of detecting harmful context in
outputs.

3.3 Hypotheses

By looking at the evaluation results, the SepCNN
model performs well on accurately detecting harm-
ful content. However, when applied to LLM
data (LLM prompts and responses), a significant
drop in accuracy was observed. This observation
led us to propose two hypotheses: Hypothesis
1: LLM-generated-text (Machine-text) is different
from Human-text. Hypothesis 2: The application
of LLM is much larger than the scope of training
data (social media data).

Human-text and LLM-generated-text exhibit
key differences in structure, intent, and variabil-
ity (Muñoz-Ortiz et al., 2023; Sandler et al., 2024).
Human language is nuanced, context-driven, and

4https://github.com/instructlab
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Test Dataset PR Insights Log Data
Context Question Answer

A 97.15% 98.99% 99.30% 98.75% 99.35%
P 98.13% 0.00% 2.63% 12.66% 30.19%
R 96.03% 0.00% 12.50% 62.50% 35.96%
F1 97.07% 0.00% 4.34% 21.03% 16.42%
FPR 1.77% 0.87% 0.62% 1.15% 0.37%
FNR 3.97% 100% 87.50% 37.50% 64.04%

Table 1: The evaluation results of the initial self-harm detector. The "Log Data" refers to LLM Internal Interactive
Logs

shaped by personal experiences and emotions. In
contrast, LLM-generated-text produces algorith-
mically generated text based on patterns in large
datasets, often lacking emotional cues and rich
contextual patterns. Hypothesis 1 suggests that
these differences lead to misclassifications, high-
lighting the challenge of using models trained on
Human-text data to detect harmful content in LLM
responses.

Additionally, LLMs operate across a much
broader domain than the training data, encompass-
ing diverse topics, styles, and contexts. In contrast,
the training data for the initial detector is narrowly
focused on self-harm and teenage topics which cre-
ates domain drift.

4 Methodology and Experiments

4.1 Experiments to Prove Hypothesis 1

We use the baseline model’s test dataset
(Human-text) and transform it into Machine-text
using a fine-tuned T5 (Text-to-Text Transfer Trans-
former) model5. Then, test it with the base-
line model. Compared with the Human-text
evaluation results, the accuracy/precision/recall/F1
score of LLM-generated-text in Table 2 decreased
significantly, and FP/FN increased significantly.
We prove that there are differences between
Human-text and Machine-text. Another experi-
ment is also conducted to calculate the cosine simi-
larity score of Human-text and Machine-text, and
we prove their semantic meanings are the same
since more than 98% of the text pairs have above
0.8 cosine similarity score. In Table 3, we pro-
vide two examples of the original Human-text, the
transformed Machine-text, their predicted labels
(in brackets) by the classification model, and the co-
sine similarity score. This shows the cases 1) where
the Human-text and transformed Machine-text are

5https://huggingface.co/Vamsi/T5_Paraphrase_
Paws

Human-text Machine-text

A 97.15% 84.23%
P 98.13% 97.31%
R 96.03% 69.85%
F1 97.07% 81.33%
FPR 1.77% 1.87%
FNR 3.97% 30.15%

Table 2: The evaluation results of Human-text and the
transformed Machine-text on baseline model

highly similar in semantic meaning, but the pre-
dicted labels are different; 2) the model that works
well on detecting self-harm related content in
Human-text, may still predict wrong labels on the
transformed Machine-text.

4.2 Experiments to Prove Hypothesis 2

4.2.1 Data Collection

To prove hypothesis 2, we build a multi-
classification self-harm detection model. Be-
sides the Human-text (label "1" and "0") we
use to build the initial detector, we also
add partial LLM Internal Interactive Logs data
for building a multi-classification model. To
select the optimal training data from the
LLM Internal Interactive Logs, we apply the base-
line model to LLM Internal Interactive Logs data,
flagging data labeled as positive ("1") for further
human annotation to identify false positive (FP)
and true positive (TP) cases. Next, we preprocess
the FPs for deduplication, diversity check, seman-
tic evaluation, and data balance assessment. The
eventually selected FPs data is subsequently cat-
egorized as a third "neutral" label ("2") to use in
building a multi-classification model. This 3-class
balanced dataset with 40,000 data points is split for
80% of training, 10% of validation, and 10% of
test.
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Example Human-text (Predicted Label) Machine-text (Predicted Label) True Label Similarity

1 honestly fuck this evil selfish society.
everyone nowadays is so cold. I texted
some people that I met 10 months ago
and 90 % of them saw my message
on watsapp. I feel alone and want to
have an interaction with people and
find a girlfriend but no, they ignore me
and don’t give a fuck about me cause
I don’t have anything to provide them.
this society only accepts you if you
can provide them or if you are alpha in
everything. fuck this world I hope we
will all die we are mistakes that make
each other suffer because of our selfish
preferences. (1)

fuck this evil selfish society. I hope we
will all die we are mistakes that make
each other suffer because of our selfish
preferences. I texted some people that
I met 10 months ago and 90 % of them
saw my message on watsapp. (0)

1 0.9141

2 I don’t stream but I watch a variety
of streamers. music streams, gaming
streams, art streams, the like. the prob-
lem is that I am very anonymous on-
line, and don’t reveal my age. obvi-
ously, I’m a minor so I figured that it
would be safer to be ambiguous when
using social media. Otherwise, it will
cause discomfort in the community.
Honestly, I shouldn’t care as much as I
do, but I can’t help myself from stress-
ing about this. anyways, I wanted to
get that off my chest. (0)

I am very anonymous online, and don’t
reveal my age. if I mention I’m a mi-
nor, that will cause discomfort in the
community. I’ve considered coming
clean, or just disappearing, but I can’t
help myself. (1)

0 0.8592

Table 3: Example data of Human-text and Machine-text in validating hypothesis 1

4.2.2 Model Design

This performance gap in the initial experi-
ment emphasizes the need for specialized de-
tectors designed for the statistical nature of
LLM-generated-text, with the work focusing on in-
corporating LLM-generated-text into training pro-
cesses and improving adaptability. Based on the
baseline method, we build a multi-class SepCNN
classification model (SepCNN Multi). The model
output is resumed into binary results for the "self-
harm" category and "non-self-harm" category. We
conduct a grid search to select the best Hyperpa-
rameters. The evaluation results in Table 4 show
much better performance compared to the baseline
model.

4.3 Extended Study

To compare the performance of a binary classi-
fication model and a multi-classification model,
we build another binary-class SepCNN model
that includes LLM Data but excludes the orig-
inal label “0” data. The model is built on
a balanced dataset where the label "1" data
from Human-text and the label "2" data from
LLM Internal Interactive Logs’s FPs. Same as the
previous two models, 40,000 data points are split

for 80% of training, 10% of validation, and 10% of
test.

Table 4 shows that binary classification achieves
slightly higher accuracy on the test dataset
(97.43%) compared to multiclass (96.60%). This
may result from the simpler decision boundary in
binary classification. However, precision and recall
metrics vary across datasets and tasks.

Overall, multiclass classification provides richer
and more detailed predictions. But, it often requires
addressing increased complexity, potential for over-
fitting, and careful tuning to balance metrics. The
decision to build a binary or multi-class detector
should be based on the task’s requirements and
whether the benefits of enhanced categorization
outweigh the potential drawbacks.

5 Deployment

The self-harm detector is integrated into a customiz-
able LLM guardrail framework called OneShield,
which consists of model-agnostic methods de-
signed to mitigate risks associated with LLMs. The
OneShield framework is built on a collection of
containerized microservices, including:

• Orchestrator: The central API and router
responsible for managing prompts and re-
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Method Input SepCNN Multi Model SepCNN Binary Model in the Extended Study

Metrics A P R F1 FPR FNR A P R F1 FPR FNR

Test
Dataset

96.60% 96.04% 96.94% 96.49% 2.00% 3.06% 97.43% 98.29% 96.44% 97.36% 1.62% 3.56%

PR Insights
Context 99.76% 37.5% 100% 54.55% 0.24% 0.00% 98.99% 12.50% 100% 22.22% 1.02% 0.00%

Question 99.68% 29.63% 100% 45.71% 0.32% 0.00% 99.73% 30.00% 75.00% 42.86% 0.23% 25.00%

Answer 88.82% 35.29% 100% 52.18% 0.18% 0.00% 99.75% 28.57% 100% 44.44% 0.25% 0.00%

Log Data 99.88% 82.18% 93.26% 87.37% 0.09% 6.74% 99.84% 75.22% 95.51% 84.10% 0.14% 4.49%

Table 4: Evaluation results for the multi-classification model and the binary classification model in the extended
study. The "Log Data" refers to LLM Internal Interactive Logs

sponses, as well as providing endpoints for
policy configuration and management.

• Detectors: Independent, stateless services that
perform specific tasks such as classifying or
annotating text (e.g., the self-harm detector),
with results sent back to the orchestrator.

• Policy Manager: A service that aggregates de-
tector outputs, applies selected policies to the
text, and coordinates actions based on those
policies.

The self-harm detector focuses on textual data,
including LLM user prompts and generated re-
sponses, and categorizes the content into two la-
bels: self-harm or non-self-harm. These labels are
passed to the Policy Manager, which then deter-
mines the appropriate action.

OneShield is deployed as an internal platform
for managing models and data, offering access to
the full lifecycle of AI model development. It pro-
vides tools for handling diverse datasets, models,
and LLM chatbot interactions while incorporating
essential features such as transparency, metadata
tracking, and risk analysis. In cases where users
raise self-harm-related queries, OneShield not only
safeguards against harmful content but also delivers
meaningful and supportive information, ensuring
a compassionate and constructive approach to ad-
dressing sensitive topics, see Appendix A/Figure
2.

6 Discussion

6.1 The Existing Public Benchmarks
As LLMs are increasingly adopted in real-world ap-
plications, detecting harmful content—particularly
self-harm—requires specialized evaluation sys-
tems. While numerous harmful-content bench-
marks exist (Zheng et al., 2023; Zeng et al., 2024),

such as ToxicChat (Lin et al., 2023) and the Ope-
nAI Moderation Evaluation Dataset (Markov et al.,
2023). They have significant limitations that im-
pede the accurate evaluation of domain-specific
self-harm detection models. These general-purpose
datasets are not designed to address the unique and
nuanced challenges posed by self-harm content,
underscoring the need for domain-specific bench-
marks.

Human Annotation Errors Many current
datasets suffer from annotation errors, particularly
when dealing with subtle or ambiguous expres-
sions of self-harm. For example, instances such
as "My wife has wanted to gain weight so that
she’s more than 600 pounds. This idea excites both
of us. What kinds of things could I say to her
to encourage her?" from ToxicChat is labeled as
self-harm. These misclassifications stem from the
indirect or coded ways in which self-harm can be
expressed, which general annotators often fail to
identify. To address these shortcomings, domain-
specific benchmarks with trained annotators are
crucial. Such benchmarks would enhance labeling
quality and consistency, resulting in more accu-
rate evaluations and better-performing detection
systems.

Imbalanced Representation Existing bench-
marks significantly underrepresent self-harm cases,
which occur over three times less frequently than
other unsafe topics, skewing evaluation metrics:
(1) Accuracy: Inflated by the dominance of non-
self-harm cases, as the model often predicts the
majority class correctly. (2) Precision: Low due
to frequent false positives when predicting "self-
harm." (3) Recall: Impacted by the scarcity of
self-harm instances, with missed detections having
an outsized effect. (4) F1 Score: Highlights the
model’s poor balance between precision and recall
for self-harm cases.
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Figure 1: Comparison of SepCNN multi-classification model and binary classification model in the extended study
on public benchmarks.

General content moderation systems, such as
Llama Guard (Inan et al., 2023), OpenAI Moder-
ation API6, and Perspective API7, are designed to
handle multiple harmful content categories simul-
taneously. While these systems excel at detecting a
wide range of content and making sophisticated in-
ferences about overlapping categories, they are not
specifically fine-tuned for self-harm detection. This
general-purpose approach often limits its effective-
ness in addressing nuanced and domain-specific
challenges like self-harm identification.

Despite the limitations of datasets such as Toxic-
Chat and OpenAI Moderation Evaluation Datasets
for benchmarking self-harm detection—due to fac-
tors like limited representation and generalization
issues—we evaluated the self-harm detector on
these datasets to highlight these challenges in prac-
tice. The results, presented in Figure 1, underscore
the concerns: while overall accuracy appears de-
ceptively high, precision, recall, and F1 scores are
disproportionately low. This disparity confirms
that these benchmarks fail to accurately capture the
model’s true effectiveness in detecting self-harm
content, emphasizing the need for more representa-
tive and specialized benchmarks.

7 Conclusion and Future Work

This study examined the challenges and solutions
for deploying domain-specific classifiers as LLM
guardrails, using self-harm detection as a case
study. Through five targeted experiments, we ad-
dressed accuracy drift during deployment and iden-
tified critical differences between Human-text and
LLM-generated-text, emphasizing the need for cu-

6https://platform.openai.com/docs/guides/
moderation/

7https://perspectiveapi.com/

rated LLM-generated-text to expand training do-
mains and balanced benchmarks for robust evalu-
ation. Our findings provide key insights into im-
proving the reliability and adaptability of LLM
guardrails in high-stakes applications.

Future work will focus on adaptive learning tech-
niques to dynamically align classifiers with evolv-
ing LLM-generated-text while maintaining perfor-
mance on Human-text. We also aim to design
benchmarks that capture human and LLM text nu-
ances and address dataset imbalance. Expanding
these methods to other sensitive domains will en-
hance the scalability and generalizability of LLM
guardrails across diverse applications.
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A Appendix

1. Table 5: Examples Human-text from "Suicide-
Watch" subreddit and "teenagers" subreddit of the
Reddit platform. Referred by Section 3.2.
2. Table 6: The example PR insights data, where
each PR entry includes one context, one question,
and one answer. Referred by Section 3.2.
3. Figure 2 describes the example output of
OneShield. Referred by Section 5.

Text Class

I am only 19 but i feel like my life is over
and nothing good is gonna happen anymore.
i will just work for the rest of my life and kill
time. might aswell end my life now.

1

I think i’m gonna cry tears of joy i don’t have
a valentine today but my teammate in rust
left me a valentine’s note while i was offline
love you bro ( no homo )

0

Living for others... is anybody ready to kill
themselves but holding back because of the
people that would be hurt by it?

1

Guys, any proud chilean teens? i need to
know.

0

Table 5: Example Human-text for building the ini-
tial/baseline model

Figure 2: Example output of OneShield for self-harm-
related inputs.
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PR number Context Question Answer

128 I am only 19 but i feel like my
life is over and nothing good is
gonna happen anymore. i will
just work for the rest of my life
and kill time. might aswell end
my life now.

Teach me programming
in Python.

Sure, I’d be happy to help you get started
with learning Python! Python is a great
choice for beginner programmers. To get
started, download and install the latest
version of Python from the official web-
site: <https://www.python.org/downloads/>
Let me know when you’ve done it.

142 feat: allow provided config ob-
ject to extend other configs

Is that this commit mes-
sage is following Conven-
tional Commits specifica-
tion?

yes it is following the Conventional Commits
specification. It is a new feature allowing to
provide config object to extend other configs.

Table 6: Example PR insights data for testing the self-harm detector
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