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Abstract

Designing effective debt collection systems is
crucial for improving operational efficiency and
reducing costs in the financial industry. How-
ever, the challenges of maintaining script di-
versity, contextual relevance, and coherence
make this task particularly difficult. This pa-
per presents a debt collection system based on
real debtor-collector data from a major com-
mercial bank. We construct a script library
from real-world debt collection conversations,
and propose a two-stage retrieval based re-
sponse system for contextual relevance. Exper-
imental results show that our system improves
script diversity, enhances response relevance,
and achieves practical deployment efficiency
through knowledge distillation. This work of-
fers a scalable and automated solution, provid-
ing valuable insights for advancing debt collec-
tion practices in real-world applications.

1 Introduction

Debt collection plays a crucial role in the financial
industry. In practice, outbound calls for debt recov-
ery are typically handled by experienced experts,
since negotiating with debtors is often challeng-
ing. Consequently, large companies must employ
substantial number of staff to manage daily debt
collection tasks, leading to high operational costs.
This has spurred interest in developing systems that
assist human experts or automate outbound calls,
making it a burgeoning area of research (Zhang
et al., 2018; Wang et al., 2020).

Recent advancements have demonstrated the fea-
sibility of automatic outbound agents (Zhang et al.,
2023a; Wang et al., 2020). Currently, many col-
lection chatbots are flow-based systems configured
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Your credit card currently has an overdue amount of XXX 
yuan. Could you settle it by 6 p.m. today?

Chat History

Sorry, I can’t. Can I delay this a bit?

The process of the bank cannot be changed. Why can’t 
you pay right now?

My company has always been delaying salaries. I don’t 
have money now. Can I postpone this one more time?

Response A: I understand that your salary hasn’t been paid yet, but the 
bank’s timeline is fixed and cannot be delayed. You might consider 
borrowing from friends or family temporarily.
Response B: I understand that you’re currently in a difficult situation, but 
the bank doesn’t have a way to wait until your salary is paid. If the 
overdue amount continues to accumulate, the bank might impose 
additional penalties or even demand a full settlement.
Response C: The bank won’t wait for your salary. To avoid impacting 
your credit record, you need to repay by 6 p.m. today. Otherwise, you 
might face risks of credit card freeze.

Figure 1: An exemplar between a debtor and a collector,
with three candidate responses. The debtor’s intent is la-
beled in red while the strategies in collector’s responses
are labeled in blue.

with rule-based frameworks authored by experts
(Wang et al., 2020; Jia et al., 2020b). In these sys-
tems, the chatbot predicts the debtor’s intent at each
stage and provides predefined responses based on
established rules. However, such flow-based sys-
tems face notable limitations. They heavily depend
on expert-crafted rules, making them difficult to
update and scale to different scenarios due to their
complexity. Additionally, these systems lack re-
sponse diversity, as the output is fixed for each
scenario.

To address these limitations, researchers have
explored using pretrained language models to gen-
erate responses based on dialogue context (Zhang
et al., 2023a; Jin et al., 2023; Jia et al., 2020a;
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Zhang et al., 2023b). These methods eliminate the
need for predefined rules by fine-tuning models
on large-scale debt collection conversations. How-
ever, generative models often produce responses
that may be ineffective in debt collection. The re-
sponses are also difficult to control due to their
inherent uncertainty.

In view of these problems, retrieval based re-
sponse system become a better choice in practice,
as the response outputs are more controllable. Typ-
ically, it consists of two stages: script1 generation
and response system implementation. As for script
generation, current practice remains predominantly
a manual process undertaken by experienced ex-
perts. However, previously-mentioned challenges
still exist. First, achieving script diversity is inher-
ently challenging, as generating distinct responses
for a wide range of scenarios demands significant
effort. Second, updating the system is resource-
intensive, requiring expert intervention to craft and
integrate new scripts with each revision. To address
these issues, automatic script generation from real
conversations has become a promising direction.

On the other hand, response retrieval in debt col-
lection is particularly challenging due to several
factors. In practice, we find that embedding-based
methods, while effective in other domains (Su et al.,
2023; Zhang et al., 2022), struggle here due to the
difficulty of distinguishing positive from negative
samples without manual annotation. Typically, pos-
itive samples are selected from actual responses in
the dialogue, and negative samples are randomly
chosen from other dialogues. However, this ran-
dom negative sampling often leads to situations
where the selected “negative” samples are actually
suitable responses for the current dialogue, result-
ing in “false negatives”. This increases the com-
plexity of model training and affects the accuracy
of the system, particularly when multiple responses
in the script library appear valid during inference.
To this end, we propose a two-stage retrieval based
response system to select the most effective script
from script library.

In this work, we propose a comprehensive sys-
tem for automatic outbound chat-bots that in-
tegrates script generation and selection models.
Leveraging the capabilities of Large Language
Models (LLMs), we first generate diverse and ef-
fective scripts based on real-world conversations

1The term “script” refers to predefined response or stan-
dardized dialogue templates used by debt collection agents.

Figure 2: Overview of the SCORES framework. A
script library is constructed from chat logs, followed by
a two-stage response selection system.

while incorporating expert knowledge to enhance
the quality and naturalness of the dialogues. After
that, to ensure the safety and appropriateness of
outbound calls, we frame the problem as response
selection, where the model must choose the opti-
mal response given the dialogue context. Since
traditional embedding-based models often struggle
to distinguish between similar scripts with identical
strategies, to overcome this, we design a two-stage
retrieval pipeline: the first stage employs a pre-
trained model to recall n relevant responses, and
the second stage uses LLMs to evaluate and select
the best response based on three aspects: Empa-
thetic Engagement, Effective Problem-Solving and
Contextual Relevance. The contributions of our
work are threefold:

1. A novel framework to generate high-quality
scripts by leveraging insights from human con-
versations and domain expertise, where we au-
tomatically obtain more than 1,000 scripts for 9
strategies accepted by experts.

2. A two-stage retrieval pipeline that efficiently
tackles the challenges of response selection, ele-
vating Recall@1 from 0.346 to 0.577.

3. An automatic outbound framework SCORES:
Script Creation and Optimized REsponse
System, a scalable and practical pipeline with
minimal supervision that can easily extend to
other related domains including marketing and
intelligent customer service.
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2 Methodology

Our proposed framework SCORES includes two
modules: (a) Automatic script library construction
and (b) Retrieval based collection system.

2.1 Automatic Script Library Construction

The script library is a fundamental component of
the debt collection system. Our approach utilizes
LLMs to generate diverse scripts based on real debt
collection dialogue history from a major bank’s
Debt Recovery Department that involves a large
amount of daily debt collection calls.

Data Preparation We begin by collecting voice
recordings of interactions between debtors and col-
lectors over several days from a major commercial
bank. These recordings are transcribed using an
automatic speech recognition (ASR) system. Each
dialogue transcription T between a debtor D and a
collector C is organized into a turn-taking format:
T = {c1, d1, c2, d2, . . . , cn, dn}, where ci and di
represent the collector’s and debtor’s utterances, re-
spectively. Each collector’s utterance ci is assigned
a strategy label si ∈ S, (e.g., “Pressure through let-
ters”, “Pressure through family”), and each debtor’s
utterance di is assigned with purpose label pi ∈ P ,
(e.g., “Inability to repay”, “Unemployment”). Here
S is the pre-defined strategy list while P is the
pre-defined purpose list. These labels can be anno-
tated by experts or automatically extracted using
fine-tuned language models. Next, we extract utter-
ance pairs [di, ci] from each dialogue and filter out
pairs without applicable strategy or purpose labels.
This process results in a collection of m labeled
utterance pairs U = {di, ci}, i ∈ {1, . . . ,m}.

Seed Scripts Selection Everyday conversation
data contains diverse debt collection strategies.
However, variations in speaking styles and scenar-
ios make it challenging to generalize patterns for
each strategy. To address this, we select seed scripts
for each strategy from the utterance pairs U . We
first divide collectors’ utterances by strategy and
use embedding models to represent each utterance
as a d dimensional vector ei. Here we employ BGE-
M3 (Chen et al., 2024) to extract 1024-dimensional
embeddings. These embeddings are clustered us-
ing the K-means algorithm, producing K clusters:
E = {E1, E2, . . . , EK}, Ei = {ei1, ei2, . . . , eij}.
The mean of each cluster’s embeddings is com-
puted as the cluster center: oi = 1

j

∑j
m=1 e

i
m. For

each cluster, we select the top-5 embeddings clos-

est to the center as representative “seed scripts”.
These scripts capture distinct “persuasive patterns”
for the strategy. This process yields 5 × K seed
scripts for each strategy.

Script Generation Using the selected seed
scripts, we generate additional scripts tailored for
debt collection using Qwen2-72B (Yang et al.,
2024). To ensure contextual fluency and coherence,
generated scripts are aligned with the debtor’s pur-
pose pi. We incorporate expert guideline for each
purpose into the generation process. For example,
if a debtor mentions its unemployment during the
conversation, the response should first empathize
and then proceed with the standard collection strat-
egy. In practice, the purpose-specific guidelines
and the seed scripts are input into the LLM to gen-
erate three new scripts per cluster. These scripts
are labeled with pi and si for subsequent use. Gen-
erated scripts are reviewed and refined by experts
before being added to the script library, whose re-
sults are illustrated in Section 3.3.

2.2 Retrieval-based Response System

The response system generates or retrieves re-
sponses during debt collection conversations. We
adopt a retrieval-based approach for safety and reli-
ability. Our response selection pipeline consists of
two stages: recall and ranking. The recall stage is
designed to efficiently narrow down a large pool of
candidate responses to a smaller subset that is con-
textually relevant to the conversation. The ranking
stage then refines this subset, selecting the most
appropriate response based on LLM evaluations.
This two-stage process ensures both scalability in
handling a large response database and precision
in selecting high-quality responses.

Recall Stage The recall stage identifies the top-n
candidate scripts from the library. Given a context
history hi and the purpose pi of the debtor’s last
utterance, the recall model retrieves the most ap-
propriate scripts labeled with pi. We pre-process
conversation transcriptions by dividing them into
sub-conversations using a sliding window. Each
sub-conversation consists of five utterances as con-
text hi and the sixth utterance as the response ri:
hi = {di, ci+1, di+1, ci+2, di+2}, ri = ci+3

Following prior work on response selection (Su
et al., 2023), we use Chinese-BERT-wwm (Cui
et al., 2021) as the base model M . The model is
first pretrained with a Masked Language Modeling
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(MLM) objective and fine-tuned using contrastive
learning:

L =

m∑

i=1

exp(w+
i )

exp(w+
i ) +

∑nneg

j=1 exp(wj
i )

(1)

where w+
i = sim(hi, r

+
i ), w

j
i = sim(hi, r

j−
i ). r+i

is the correct response, rj−i are negative samples,
and sim(hi, ri) is the cosine similarity between
embeddings. We use the [CLS] token of the last
hidden layer of M as the embedding of the texts.

After fine-tuning, the model M encodes hi and
candidate scripts into embeddings. During infer-
ence, M generates embeddings for the given con-
text, and the top-n most similar scripts are retrieved
as recall results.

Ranking Stage Although the recall stage reduces
the pool of candidate responses, selecting the best
script remains challenging due to the nuanced, indi-
rect alignment between the conversational context
and the desired strategy. To address these issues,
we leverage LLMs to evaluate and select the best
response from the candidates chosen in the recall
stage. An intuitive approach involves assessing can-
didate scripts based on several predefined aspects.
After consulting with debt collection experts, we
identified three critical aspects for evaluation: Em-
pathetic Engagement, Effective Problem-Solving
and Contextual Relevance. Detailed definitions can
be found in appendix A.1.

Inspired by G-Eval (Liu et al., 2023), we define
three levels for each aspect: excellent (3), good (2),
and poor (1). Each level is supported by detailed
criteria, crafted by experts. During the evaluation
process, we combine the context in 3 turns and
each candidate script into a prompt template, in-
structing the LLM to score the script according to
the predefined criteria (see appendix A.2). The av-
erage score across the three aspects serves as the
overall score for each candidate. The script with
the highest overall score is selected as the response.
In cases of tied scores, the script ranked higher in
the recall stage is chosen.

Despite the effectiveness of LLM evaluation, the
inference time for large models, such as Qwen2-
72B, is prohibitively high for real-time response
systems. To mitigate this, we apply a knowledge
distillation approach, transferring expertise from
the large LLM (72B-model) to a more computation-
ally efficient small LLM (1.5B/3B-model). Specif-

ically, we use Qwen2-72B model to generate la-
beled data by evaluating context-candidate pairs us-
ing the predefined criteria. These evaluation scores
and accompanying rationales serve as the labels.

We then fine-tune smaller LLMs (e.g., Qwen2.5-
3B (Team, 2024)) on the labeled dataset. We set
the context-candidate pair and evaluation criteria
as inputs, while the evaluations generated by the
Qwen2-72B model are the desired outputs. After
fine-tuning, the smaller LLM can efficiently per-
form ranking, significantly reducing inference time
while maintaining acceptable performance. For ex-
ample, the Recall@1 metric for the Qwen2.5-3B
model improved significantly from 0.404 to 0.577
after fine-tuning. Additional experimental results
are provided in Section 3.3.

3 Experiments

In this section, we present the experimental settings
and results of our proposed methods.

3.1 Datasets

For script library construction, we processed 786
debt collection calls, transcribed them using ASR
tools, and annotated debtor utterances with a pre-
trained purpose classification model. LLMs iden-
tified collector strategies, and experts refined the
annotations, yielding 6,218 labeled utterances. All
our data is in Chinese.

For response system construction, we tran-
scribed 4,000 additional calls and used the clas-
sification model to annotate purposes without fur-
ther human review. After segmenting dialogues,
we obtained over 40,000 context-response pairs,
split into training, validation, and test sets (8:1:1).
For knowledge distillation, the Qwen2-72B model
generated 13,000 cases in Alpaca format.

3.2 Implementation Details

Script Library Construction We used the
BGE-M3 model to encode sentences into 1024-
dimensional vectors. For seed script selection, the
utterances were clustered into K = 4 groups us-
ing K-means, and five utterances nearest to each
cluster center were selected as seed scripts. We use
Qwen2-72B model for script generation.

Response System Construction We used the
Chinese-BERT-wwm model with a truncation
length of 256. Pretraining employed a 30% mask-
ing ratio, a 1× 10−4 learning rate, and five epochs,
selecting the best model via validation. Fine-tuning
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used a 5 × 10−5 learning rate, a batch size of 64,
and AdamW (Loshchilov and Hutter, 2019) opti-
mizer for five epochs. For ranking, Qwen2.5-3B
and Qwen2.5-1.5B models were fine-tuned with
LoRA (Hu et al., 2021) on the LLaMA-Factory
platform (Zheng et al., 2024). All experiments ran
on a V100 GPU server.

3.3 Results and Discussions

Script Library To evaluate the effectiveness of
K-means clustering, we calculated the intra-cluster
distance dintra and the inter-cluster distance dinter.
For clusters corresponding to each strategy, E =
{E1, E2, . . . , EK}, where Ei = {ei1, ei2, . . . , eij},
the intra-cluster distance for each cluster is com-
puted as the average distance between all embed-
dings and the cluster center:

dintra =
1

K

1

|Ei|
K∑

i=1

|Ei|∑

k=1

d(xik, oi) (2)

Here, oi denotes the center of cluster i, and d(x, y)
represents the L2 distance between two vectors.
Similarly, the inter-cluster distance is calculated as
the average distance between embeddings within a
cluster and the centers of all other clusters:

dinter =
1

K

1

K − 1

1

|Ei|
K∑

i=1

K∑

j ̸=i

|Ei|∑

k=1

d(xik, oj) (3)

These metrics assess the compactness of clusters
and the separability between different strategies.

From Table 1, we observe that the intra-cluster
distance is smaller than the inter-cluster distance,
which demonstrates the effectiveness of the cluster-
ing method. This result indicates that seed scripts
within the same cluster exhibit higher similarity
(consistency), while those across different clusters
show greater variation (diversity).

To further assess the diversity of generated
scripts, we compute the Distinct-n metrics (Li et al.,
2016) under different seed script selection methods.
Random refers to selecting 5 utterances randomly
as seed scripts for each strategy. The configura-
tions k = 1 and k = 4 differ in the number of
clusters. Specifically, k = 1 means selecting the
top-5 utterances closest to the center of all strategy
embeddings, whereas k = 4 involves clustering the
utterances into four groups and selecting 5 utter-
ances nearest to the center of each cluster.

Table 1: Intra-distance and inter-distance comparison.

Strategy dintra dinter

Pressure Through Letters 0.3361 0.4910
Card Suspension 0.2921 0.5144
Full Payment 0.3126 0.4743
Negotiation Plan 0.3306 0.4984
Cash Advance 0.4382 0.5178
Pressure Through Family 0.3613 0.6021
Credit Report 0.3363 0.4708
Repayment Ability 0.3959 0.4683
Anti-Disconnection 0.3116 0.4992

Average 0.3491 0.4946

Table 2: Distinct-n evaluation across different seed
script selection strategies. The best results are in bold.

Selection Distinct-1 Distinct-2

Random 0.131 0.466
k = 1 0.129 0.466
k = 4 0.141 0.500

We evaluate the diversity using scripts gener-
ated by the same LLM across 5 randomly sampled
purposes and 9 predefined strategies (as listed in
Table 1). The total number of generated scripts for
the Random and k = 1 settings is 5× 9× 3 = 135.
For the k = 4 setting, we generate 3 × 4 = 12
scripts for each purpose-strategy pair and randomly
sample 3 scripts, maintaining the evaluation size
at 135 scripts for comparability. We evaluate the
diversity using Distinct-1 and Distinct-2, where
higher scores indicate greater diversity.

As shown in Table 2, the k = 4 configura-
tion achieves the highest Distinct-n scores among
the three settings. This result demonstrates that
the clustering-based method effectively generates
scripts that are both diverse and consistent within
their respective clusters.

We further evaluate the script library’s perfor-
mance in real-world scenarios. For an A/B test, we
replaced the existing scripts with those generated
by the LLM while keeping the chatbot workflow
unchanged. During a month-long online test in-
volving approximately 600,000 outbound calls, the
script replacement led to a 0.5% improvement in
recovery rate. This shows the effectiveness of our
script generation method.

Recall Stage We evaluate the performance of
our fine-tuned model in the recall stage using Re-
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call@K (R@K) on the test set. In this evaluation,
the candidate set contains 10 utterances, in which
1 utterance is designated as the ground truth. We
compare the model’s performance with and with-
out the pretraining stage. As shown in Table 3, the
model’s performance improves significantly with
the inclusion of the pretraining stage.

Table 3: Performance comparison w/ or w/o pretraining

Model R@1 R@2 R@3 R@5

w/ pre. 0.617 0.782 0.870 0.957
w/o pre. 0.594 0.762 0.859 0.951

When comparing these results to those reported
in the E-Commerce Dataset (Su et al., 2023), the
Recall@K metrics are noticeably lower. For ex-
ample, R@1 for the baseline model (BERT+CL)
reaches 0.849 in the E-Commerce dataset but only
achieves 0.671 in our dataset. This highlights the
complexity of our response selection task, under-
scoring the necessity of adopting a two-stage selec-
tion pipeline to address these challenges effectively.

Ranking Stage To evaluate the performance of
different models in the ranking stage, we employed
7 debt collection experts to select the best response
for a given context from 3 candidate utterances
from the recall stage. The most frequently selected
utterance is regarded as the ground truth. In total,
52 cases were labeled as the test set, with a Fleiss’
kappa value of 0.41, indicating “Moderate Agree-
ment.” This highlights the inherent difficulty of
selecting the best response from candidates from
the recall stage.

Table 4: Performance comparison of ranking models
on Recall@1. Models with the “-sft” suffix denote the
models are supervised fine-tuned on the dataset labeled
by Qwen2-72B. “BERT” refers to the fine-tuned model
used in the recall stage, while “72B” represents Qwen2-
72B, “3B” represents Qwen2.5-3B, and “1.5B” repre-
sents Qwen2.5-1.5B.

Model BERT 72B 3B-sft 3B 1.5B-sft 1.5B

R@1 0.346 0.731 0.577 0.404 0.538 0.423

Then we compared the performance of 5 LLMs
against the BERT model baseline by evaluating
Recall@1 on the labeled test set. The results are
summarized in Table 4. The results indicate that the
performance of the recall stage remains suboptimal,

with Recall@1 slightly surpassing random guess
(0.333). Despite this, score-based methods using
LLMs demonstrate promising results. Notably, the
72B-model, even without supervised fine-tuning,
shows a significant improvement over the baseline.
Similarly, the 3B and 1.5B models also outperform
the baseline, highlighting the potential of LLMs as
effective ranking models for complex tasks.

Moreover, after distilling knowledge from the
72B model, the performance of the 3B and 1.5B
models improves significantly. This demonstrates
the feasibility of leveraging smaller LLMs in real-
world applications by distilling knowledge from
larger models.

4 Related Work

Retrieval-Based Dialogue Systems Retrieval-
based dialogue systems aim to identify the most
appropriate response from a set of candidates (Jia
et al., 2021; Jin et al., 2023). These systems are
widely applied in domains such as customer ser-
vice Q&A and forum post interactions (Lowe et al.,
2015; Zhang et al., 2018; Wu et al., 2016). Modern
approaches predominantly leverage pre-trained lan-
guage models (PLMs) like BERT (Devlin et al.,
2019), fine-tuned using contrastive learning on
domain-specific corpora (Xu et al., 2021; Zhang
et al., 2022, 2023b). To enhance semantic relevance
and contextual coherence, Han et al. (Han et al.,
2021) incorporate fine-grained labels during post-
training. Su et al. (Su et al., 2023) propose a novel
post-training method that improves context embed-
dings. Additionally, Han et al. (Han et al., 2024) in-
troduce EDHNS, which optimizes contrastive learn-
ing by focusing on harder-to-distinguish negative
examples.

Automatic Outbound Chatbots Automatic out-
bound chatbots are designed to engage customers
in conversations to achieve specific goals, such as
debt collection or advertising. Traditional systems
often relied on flow-based approaches due to their
straightforward logic and ease of implementation
(Lee et al., 2008; Yan et al., 2017). However, these
systems heavily depend on expert-defined rules
and are challenging to update. To address these
limitations, recent research has shifted towards re-
sponse generation using PLMs. Jin et al. (Jin et al.,
2023) propose a persuasion framework that inte-
grates both semantic understanding and strategic
considerations. Zhang et al. (Zhang et al., 2023a)
enhance response generation by incorporating user
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profiles extracted during conversations. Qian et
al. (Qian et al., 2022) redefine the dialogue pro-
cess as a sequence-labeling problem, leveraging a
dual-path model for joint multi-task learning.

5 Conclusion

In this work, we designed and evaluated a com-
prehensive system, SCORES, for automating out-
bound debt collection, addressing challenges of
script diversity, adaptability, and effective response
selection. By combining the script generation capa-
bilities of LLMs with a robust two-stage retrieval
framework, we achieved notable improvements in
response effectiveness. Besides, knowledge dis-
tillation enhanced its efficiency for real-world de-
ployment. More importantly, the flexibility of this
framework allows it to be adapted to a wide range
of domains, such as customer support and telemar-
keting. Future work will focus on further refining
script diversity, improving real-time response evalu-
ation, and expanding the framework’s applicability
to ensure even higher levels of performance and
adaptability in diverse settings.

Ethical Considerations

In our experiments, call records were collected with
customer consent. To ensure data privacy, personal
information such as names and phone numbers
was removed during script generation and further
training. When testing online, the responses gen-
erated by SCORES are exclusively retrieved from
the script library, where all scripts were carefully
reviewed to eliminate any inappropriate content.
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A Appendix

A.1 Evaluation Aspects for LLM
1.Empathetic Engagement: This aspect evaluates

the politeness and the ability to show empathy
and understanding for the debtor’s difficulties.

2.Effective Problem-Solving: This aspect as-
sesses whether the script effectively communi-
cates the consequences of contract breaches and
provides a viable solution.

3.Contextual Relevance: This aspect determines
whether the script maintains logical coherence
with the preceding text.

A.2 Prompt for LLM Evaluation
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Task Description
You will evaluate the effectiveness of candidate scripts in a debt collection context. Please rate the scripts based on three dimensions, with scores 
ranging from 1 to 3 (1 being the lowest and 3 being the highest), and provide a brief explanation for each score. Ensure you have carefully read and 
understood the task instructions.

Evaluation Dimensions and Criteria
Empathetic Engagement:
•Excellent (3): The script uses a professional tone to inform the customer about the overdue issue while showing care and empathy towards customers 
facing difficulties. It employs empathetic expressions and avoids complex or unclear language. The script clearly conveys the importance of the situation 
while maintaining politeness and professionalism.
•Good (2): The script somewhat considers the customer’s emotions but may include mechanical or templated expressions, lacking deeper emotional 
connection.
•Poor (1): The script appears stiff or indifferent, ignoring the customer’s emotions or using rude language. Such scripts may provoke resistance or 
dissatisfaction, reducing cooperation willingness.
Effective Problem-Solving:
•Excellent (3): The script clearly communicates the consequences of non-payment (e.g., sending notices, freezing accounts) and provides actionable 
solutions tailored to the customer's situation (e.g., seeking help from family or friends). The consequences and solutions are easy to understand and 
motivate the customer to act promptly.
•Good (2): The script mentions the consequences of non-payment but does not provide clear or actionable solutions. It may describe possible solutions 
but lacks specificity in guiding the customer to resolve the issue.
•Poor (1): The script fails to convey any consequences or propose solutions. The content is vague and does not encourage the customer to take any 
action.
Contextual Relevance:
•Excellent (3): The script closely aligns with the prior conversation, particularly by accurately responding to the customer's last statement. It maintains 
logical consistency with the dialogue history, demonstrating strong contextual understanding and ensuring a smooth, natural flow of conversation.
•Good (2): The script is somewhat related to the dialogue history but lacks natural or adequate follow-through. It may overlook some details, resulting in 
slightly awkward transitions.
•Poor (1): The script completely deviates from the prior dialogue, failing to address the customer's last statement or maintain logical continuity, leading 
to a lack of coherence and contextual fit.

Evaluation Steps:
1.Carefully read and understand the dialogue history and candidate script. The dialogue history represents past interactions between the customer and the 
debt collection agent, while the candidate script is a potential agent response to be evaluated.
2.Based on the scoring criteria above, evaluate the candidate script across the three dimensions: Customer Perception, Goal Alignment, and Contextual 
Relevance. Assign scores from 1 to 3, where 1 is the lowest and 3 is the highest.
3.Provide a brief explanation for each score based on the assigned rating and the given dialogue data.

Input Format:
Dialogue History: Includes prior conversation context.
Candidate Script: The script to be evaluated.
(Note: The dialogue content is generated from ASR transcripts and may contain recognition errors.)

Output Format:
Provide your evaluation in the following JSON format:

{
"Empathetic Engagement": {

"Score": score_1:int,
"Explanation": "Explanation for the Empathetic Engagement score."

},
" Effective Problem-Solving ": {

"Score": score_2:int,
"Explanation": "Explanation for the Effective Problem-Solving score."

},
"Contextual Relevance": {

"Score": score_3:int,
"Explanation": "Explanation for the Contextual Relevance score."

}
}

Requirements:
Your evaluation must be based on the dialogue history and candidate script, ensuring logical consistency. The more realistic and rigorous your 
assessment, the better it will help the system improve the adaptability of its scripts. Please consider all factors comprehensively and provide scores in the 
specified format. Do not include any additional or unnecessary content.

Figure 3: The prompt used for LLM evaluation.
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