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Abstract

Driver fatigue is a significant factor contribut-
ing to road accidents, highlighting the need
for reliable and accurate detection methods.
In this study, we introduce a novel learning-
based multi-frame visual feature framework
(LMVFF) designed for precise fatigue detec-
tion. Our methodology comprises several clear
and interpretable steps. Initially, facial land-
marks are detected, enabling the calculation
of distances between eyes, lips, and the as-
sessment of head rotation angles based on 68
identified landmarks. Subsequently, visual fea-
tures from the eye region are extracted, and
an effective visual model is developed to ac-
curately classify eye openness. Additionally,
features characterizing lip movements are an-
alyzed to detect yawning, thereby enriching
fatigue detection through continuous monitor-
ing of eye blink frequency, yawning occur-
rences, and head movements. Compared to con-
ventional single-feature detection approaches,
LMVFF significantly reduces instances of fa-
tigue misidentification. Moreover, we employ
various quantization and compression tech-
niques for multiple computation stages, sub-
stantially reducing the latency of our system
and achieving a real-time frame rate of 25-30
FPS for practical applications.

1 Introduction

With the rapid expansion of urban road networks,
as well as the increasing mileage of train and high-
speed rail lines, the frequency of traffic accidents
has risen significantly. Among the various factors
contributing to these accidents, fatigued driving
has become one of the most concerning. The fast-
paced demands of modern life have led to an alarm-
ing increase in the number of drivers experienc-
ing fatigue behind the wheel. As shown in Fig. 1,
fatigue severely (Sikander and Anwar, 2018) im-
pairs driving reaction time, diminishes alertness,
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Figure 1: Extreme fatigue can cause drivers to expe-
rience slowed reactions, reduced focus, and impaired
judgment, increasing the risk of accidents that may in-
clude drifting out of lanes, crashing into barriers, or
failing to brake in time, leading to rear-end collisions.

and heightens the risk of poor decision-making,
all of which can result in catastrophic outcomes,
including serious injuries, fatalities, and signifi-
cant property damage. Although intelligent road
perception (Xie et al., 2022a,b) and autonomous
driving (Chen et al., 2024) technologies emerge, fa-
tigue warning remains the most effective method to
prevent fatigue-related accidents (Kamti and Igbal,
2022; Hooda et al., 2021; Yaacob et al., 2023).
Fatigued driving poses significant risks, largely
because drivers often fail to recognize its symptoms
until it is too late. A particularly hazardous symp-
tom is micro-sleep, brief, involuntary episodes of
attention loss lasting only a few seconds. Dur-
ing these lapses, vehicles traveling at high speeds
may drift off the road or collide with other vehi-
cles. Relevant research (Lian et al., 2024; He et al.,
2024) has indicated that fatigued driving can be
as perilous as driving under the influence of alco-
hol, as both conditions severely impair the ability
of a driver to respond promptly and effectively to
unexpected changes in traffic conditions. Given
the severe risks associated with fatigued driving,
researchers globally have emphasized the urgent
need for effective preventive measures. To address
this critical issue, various advanced detection al-
gorithms (Li et al., 2020; Mu et al., 2017, 2024)
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have been developed to monitor driver fatigue in
real-time. These algorithms leverage physiological
signals, facial analysis, and behavioral patterns to
detect early signs of drowsiness and issue timely
warnings, thereby reducing the likelihood of acci-
dents. The ongoing enhancement and deployment
of these technological solutions are vital in miti-
gating the dangers posed by fatigued driving and
improving road safety for all drivers.

Existing fatigued driving detection methods can
be classified into two categories, i.e., traditional and
learning-based methods. Traditional methods rely
on rule-based approaches, statistical analysis, and
signal processing techniques. Since handcrafted
features from traditional methods (Kreucher et al.,
1998; Wang et al., 2018) have limited representa-
tion capability, they often fail to capture complex
fatigue patterns accurately and may exhibit poor
adaptability under varying real-world driving con-
ditions. Due to their powerful modeling capability,
learning-based approaches (Zhuang et al., 2020; Jia
etal., 2021; Lambay et al., 2024; Hosseini and Hor-
bach, 2023) have become increasingly preferred
for developing advanced driver fatigue detection
systems, presenting promising opportunities. How-
ever, existing learning-based methods often suffer
from suffer from narrow feature coverage, limited
interpretability, and excessively bulky models.

To address these issues, we propose a learning-
based multi-frame visual feature framework named
LMVFF, which integrates multi-dimensional fea-
ture modeling within a lightweight design. First,
the framework performs facial landmark detection
and calculates distances between eyes, distances
within the lip region, and head rotation angles
derived from 68 facial landmarks to preliminar-
ily assess fatigue. It then extracts visual features
from the eye region to construct a visual model
that determines eye openness. Subsequently, it
integrates open and closed lip-region features to
identify yawning behaviors, evaluating driver fa-
tigue based on blinking and yawning frequencies to
minimize misjudgments caused by single-feature
reliance. Comprehensive experiments on various
datasets demonstrate that the proposed method
achieves high accuracy in fatigue detection.

2 Related Work

2.1 Traditional Methods

There is a wide range of traditional fatigue detec-
tion methods that leverage physical signals. For
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instance, some methods utilize Electroencephalo-
gram (EEG) (Mu et al., 2017; Wang et al., 2018)
signals to differentiate between wakefulness and
sleep states. However, EEG signals are prone to
noise interference and can be challenging to col-
lect. Electrooculogram (EOG) (Reilly and Lee,
2010) signals are more accessible to gather and
less sensitive to minor disturbances, though they
still require head-mounted devices for data acqui-
sition. Behavioral feature-based methods (Tuncer
et al., 2021) utilize remote video cameras to cap-
ture real-time images, monitoring parameters such
as eyelid movement, facial orientation, and gaze
direction. In addition, lane detection methods (Sal-
vati et al., 2021) employ cameras to monitor the
road ahead, assessing vehicle control by analyzing
lane markings.

These state-based methods (Albadawi et al.,
2022) do not require physical contact with the
driver and demand minimal equipment, which en-
hances their practicality and ease of implementa-
tion. Nonetheless, varying road conditions and dif-
ferences in vehicle models (Kreucher et al., 1998;
Fu et al., 2016; Kong et al., 2015) can constrain
their effectiveness. Meanwhile, Mu et al. (Mu et al.,
2024) propose a hierarchical transformer-based fa-
tigue detection system using ECG and HRV fea-
tures, enhancing prediction accuracy with multi-
scale representations, efficient attention, and adap-
tive feature fusion. Hu er al. (Hu et al., 2024) in-
troduce a spatio-temporal fusion network (STFN-
BRPS) using multi-scale convolution, dynamic
graph convolution, and feature fusion modules for
enhanced driver fatigue detection using EEG sig-
nals, improving accuracy and robustness.

2.2 Learning-based Methods

Manually designed features often have poor dis-
criminative ability, and relying on a single visual
feature can be problematic. For example, glare
from glasses can prevent the camera from capturing
eye movements, the degree of eye openness varies
between individuals, and irregular head movements
can cause false alarms (El-Nabi et al., 2024; Zhang
et al., 2023). Therefore, there is a need for efficient
and accurate strategies for fatigue detection. With
the advancement of deep learning, many fatigue-
driving detection algorithms have shown some ef-
fectiveness and progress, such as approaches (Li
et al., 2017; Zhuang et al., 2020) primarily include
automatic fatigue detection based on the facial in-
formation of drivers and eye fatigue detection based



on pupil and iris segmentation. These methods
yield poor detection results and have low accuracy.
Methods (You et al., 2020; Jia et al., 2021) employ
strategies such as facial feature integration, facial
motion entropy, and multi-index fusion. Lambay et
al. (Lambay et al., 2024) review machine learning
techniques for detecting and monitoring physical
fatigue in manufacturing and human-robot collab-
oration, analyzing detection complexity, influenc-
ing factors, feature selection, and monitoring chal-
lenges.

Cheng et al. (Cheng et al., 2024) introduce a
multi-feature fusion fatigue detection algorithm us-
ing dual cameras and a lightweight CNN to ana-
lyze facial and lane departure features, enhancing
accuracy and real-time performance for effective
driver fatigue warning systems. Wu et al. (Wu
et al., 2025) propose a multi-dimensional adap-
tive transformer network for driver fatigue detec-
tion, leveraging weighted feature extraction across
EEG dimensions to enhance accuracy, structural
information retrieval, and model generalization.
Zhou et al. (Zhou et al., 2024) explore YOLOVS-
based fatigued driving detection, analyzing meth-
ods, datasets, and global research to enhance pre-
vention, reduce accidents, and improve road safety.
Li et al. (Li et al., 2024) propose NAS-optimized
lightweight CNN models for real-time driving fa-
tigue detection using multichannel EEG, ensuring
high performance and efficiency for deployment in
intelligent vehicles. However, due to the complex-
ity of the models designed, they are not suitable for
real-time detection scenarios.

3 Architecture

The proposed learning-based multi-frame visual
feature framework (LM VFF) for fatigued driving
detection is illustrated in Fig. 2. Since our multi-
frame version (see Fig. 2 (a)) is built on the single-
frame one (see Fig. 2 (b)), this section will detail
the single-frame method and then transition the
multi-frame version.

Face Detection. Face images collected from
various scenarios in train and vehicle cabins are
initially pre-processed. A face detection model is
trained using Libfacedetection (Wu et al., 2023;
Feng et al., 2022), achieving real-time performance
at approximately 150 FPS. To minimize false pos-
itives, we also integrate the Onet network from
MTCNN (Xiang and Zhu, 2017), effectively bal-
ancing speed and accuracy.
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Face Landmark Detection. Leveraging pub-
licly available and self-collected datasets, we an-
notate images with 68 face landmarks. A land-
mark detection model is developed using Mo-
bileNetv2 (Sandler et al., 2018) combined with
depthwise separable convolutions (Chollet, 2017)
and a weighted loss function to enhance preci-
sion in landmark localization. MobileNetV2 is a
highly efficient convolutional neural network archi-
tecture designed for resource-constrained devices.
Its lightweight design makes it particularly well-
suited for real-time tasks such as face landmark
detection, where speed and accuracy are critical.

Face Alignment and Feature Extraction. Af-
ter landmark detection, the face image is aligned by
computing a similarity transformation matrix (Ko-
rtli et al., 2020) based on these facial landmarks:

N
T:arg%ninZ]x;—TinQ, (1)

=1

where x; and x} are the original landmarks and
target landmarks, respectively. T is the similar-
ity transformation matrix. Subsequently, a feature
extraction model based on ArcFace (Deng et al.,
2019) is trained, reducing intra-class variance and
increasing inter-class variance, thereby yielding
distinctive facial features.

Face Feature Matching. A driver face recogni-
tion database, encompassing diverse scenarios and
orientations, is constructed. Cosine similarity S(-)
between the face feature vectors (Chen et al., 2021)
is utilized for face matching:

f, -
[fal[f]

S(fa, ) = 2)
where f, and f}, are the current face features and the
recorded face features, respectively. Face matching
results enable driver verification and attendance
logging by recording initial login timestamps.

Eye State Recognition. Then, aligned faces are
cropped to extract left and right eye regions, cate-
gorized into open and closed eyes. A MobileNetv2
classification model is trained to classify these eye
states, represented numerically (The predicted re-
sult O for open, 1 for closed).

Mouth State Recognition. Similarly, the mouth
region is isolated from aligned faces, categorized
into open and closed states, and used to train a
MobileNetv2 classification model. The states are
numerically encoded as 0 for a closed mouth and 1
for an open mouth.
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Figure 2: The framework of fatigued driving detection. It can be divided into two parts: single-frame detection and
multi-frame detection. Single-frame detection makes judgments based on the results of merging different features,
while multi-frame detection analyzes continuous feature information.

Head Pose Detection. Using a subset of 14 criti-
cal face landmarks from the detected 68 ones, Euler
angles (Yaw, Pitch, Roll) are calculated (Slabaugh,
1999). Thresholds of £60°(Yaw), +30° (Pitch),
and +30° (Roll) are applied to assess head orienta-
tion, thereby identifying inattentiveness.

Eye State Analysis. Landmark-based distance
ratios around the pupil are computed and compared
against predefined thresholds to validate eye states.
This landmark-based method complements the Mo-
bileNetv2 model predictions, significantly reducing
false positives.

Mouth State Analysis. Meanwhile, we calcu-
late the distance ratios of the upper and lower lips
to the mouth center, compare them with a set thresh-
old, and combine these results with the classifica-
tion model to accurately determine mouth state.
These steps allow single-frame face image to be
analyzed for fatigued driving detection, providing
real-time analysis and generating detailed monitor-
ing reports in the end.
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Multi-Frame Analysis. Finally, based on the
single-frame driver fatigue detection method intro-
duced above, for long video sequences, we conduct
statistical analysis across multiple frames, as shown
in Fig. 2 (b). Each frame is individually analyzed
and the results are stored in a buffer queue. If more
than five frames indicate signs of fatigue, an alert is
triggered, and subsequent frames are continuously
analyzed.

4 Experiment

Training and Testing Data: We utilize multi-
ple publicly available facial landmark datasets,
such as 300W (Sagonas et al., 2016) and
AFLW (Koestinger et al., 2011), for pretraining.
Additionally, we collect a substantial amount of
frontal and profile face data as the test set. The
test data is divided into five groups (as shown in
Table 1), each focusing on different facial angles
to ensure the model’s generalization across various
viewpoints and angles.



Table 1: Test results in different scenarios. We collect five sets of complex frontal and profile face datasets from
different regions and used the NME (Lai et al., 2019) as the evaluation metric, with the inter-point distance as the
normalization factor. We then calculate the NME values for different facial regions, such as the eyes, nose, mouth,
contour, and eyebrows. Finally, we conduct experiments using different trained versions of the MobileNetv2 (Sandler
et al., 2018) and VGG (Simonyan and Zisserman, 2014) models as landmark prediction models.

‘ ‘ Dataset ‘ Face ‘ MobileNetv2_L55_64 ‘ MobileNetv2_1.30_64 ‘ VGG_L7_224 ‘ VGG_L7_64 ‘
| | | Eye | 3.571 | 3.257 | 2793 | 5159 |
| | Area1 | Nose | 3.450 | 3.379 | 2820 | 5047 |
| | Positive Face | Brow | 5.706 | 5.152 | 4783 | 7.113 |
1296
| 9P Moun | 3.486 | 3.497 | 3209 | 6085 |
‘ ‘ ‘ Contour ‘ 5.038 ‘ 4.888 ‘ 4.563 ‘ 8.720 ‘
| | | Eye | 4.692 | 4711 | 584 | 6810 |
| | Amean | Nose | 4370 | 4.524 | 5466 | 6603 |
‘ ‘ Profile Face ‘ Brow ‘ 6.349 ‘ 6.363 ‘ 7.819 ‘ 9.418 ‘
1263
| P Mo | 4.370 | 4.664 | 6200 | 7313 |
‘ ‘ ‘ Contour ‘ 6.441 ‘ 7.236 ‘ 8.458 ‘ 10.747 ‘
| | | Eye | 4.201 | 3.895 | 3283 | 5764 |
| | Amea3 | Nose | 4.269 | 3.936 | 3314 | 5339 |
| Center | Positive Face | Brow | 5.816 | 5.739 | 4.737 | 7.761 |
583
| O Mo | 3.988 | 3.624 | 3272 | 548 |
| | | Contour | 6.241 | 5.932 | 5387 | 8762 |
| | | Eye | 7.495 | 6.675 | 8562 | 10186 |
| | aweaq | Nose | 5.792 | 5.577 | 8028 | 759 |
‘ ‘ Profile Face ‘ Brow ‘ 7.246 ‘ 6.529 ‘ 8.209 ‘ 10.462 ‘
456
| P Mo | 5.607 | 5.236 | 788 | 78% |
| | | Contour | 9.267 | 8.491 | 10423 | 11486 |
| | | Eye | 10.084 | 9.868 | 22014 | 17350 |
| | Areas | Nose | 10.959 | 10.892 | 28434 | 18877 |
‘ ‘ Positive Face ‘ Brow ‘ 12.463 ‘ 11.682 ‘ 24.464 ‘ 20.908 ‘
104
| O N | 11775 | IL.161 | 20414 | 17030 |
| | | Contour | 19.161 | 18.123 | 27629 | 21091 |

Evaluation Metrics: For the landmark detec-
tion task, we employ NME (Normalized Mean
Error (Lai et al., 2019)) as the evaluation metric,
which measures the average distance between the
detected and ground-truth landmark to assess the
facial recognition accuracy of the model. We adopt
MSE (Mean Squared Error (Wu and Ji, 2019)) as
the loss function in training to optimize the land-
mark prediction performance.

Meanwhile, for face detection task, we employ
MTCNN (Xiang and Zhu, 2017) network, while
landmark detection is performed using different
versions of MobileNetV2 and VGG models, with
tests conducted on various network depths (as
shown in Table 2). Furthermore, to improve the ac-
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curacy of frontal and profile face classification, we
apply different classification strategies to a metic-
ulously designed dataset and measured accuracy
as the proportion of correctly classified samples
relative to the total dataset.

4.1 Landmark Analysis

In this study, we utilize different trained Mo-
bileNetv2 and VGG models as landmark prediction
models. To more precisely evaluate the landmark
error in various facial regions, we divide the 68
facial landmark (indexed 1-68 as shown in Fig. 3)
into different areas for testing and calculate the
normalized mean error values, using inter-point
distance as the normalization factor in NME. The



Table 2: The classification accuracy in different scenarios. We use different combinations to determine whether a
face is front-facing. "Crosswire" selects five points from the 68 predicted by the landmark model and filters out
the proportion of small angle and large angle faces using a five-point cross-line method. "Midcourt" calculates
classification accuracy based on the median line, while "Crosswire + Midcourt" combines both methods to determine
overall accuracy. "Euler Angle" classifies faces using Euler equation, whereas Contour Area employs contour area
as a filtering criterion. "Pupil + Dilateral + Midcourt" integrates pupil distance, bilateral positioning, and the median
line for classification, whereas "Pupil + Dilateral + 27 Point" incorporates pupil distance, bilateral positioning, and

the distances from 27 points to both pupils.

Various Combination

| Angle =0° ~ 60° | Angle = 60° ~ 90°

| |
‘ Crosswire ‘ Small ‘ Large ‘ Small ‘ Large ‘
| MTCNN (Xiang and Zhu, 2017) | 0.869 | 0.131 | 0.143 | 0.857 |
| MobileNetv2 (Sandler et al., 2018) | 0.861 | 0.139 | 0.185 | 0.815 |
‘ Midcourt ‘ Small ‘ Large ‘ Small ‘ Large ‘
| MTCNN (Xiang and Zhu, 2017) | 0.928 | 0.072 | 0.224 | 0.776 |
| MobileNetv2 (Sandler et al., 2018) | 0.934 | 0.066 | 0.124 | 0.876 |
‘ Crosswire + Midcourt ‘ Small ‘ Large ‘ Small ‘ Large ‘
| MTCNN (Xiang and Zhu, 2017) | 0.867 | 0.133 | 0.118 | 0.882 |
| MobileNetv2 (Sandler et al., 2018) | 0.858 | 0.142 | 0.085 | 0915 |
‘ Euler Angle ‘ Small ‘ Large ‘ Small ‘ Large ‘
| MobileNetv2 (Sandleretal., 2018) | 09 | 0.1 | 0.116 | 0.884 |
‘ Contour Area ‘ Small ‘ Large ‘ Small ‘ Large ‘
| MobileNetv2 (Sandler et al., 2018) | 0.83 | 0.17 | 0.84 | 016 |
‘ Pupil distance + Bilateral + Midcourt ‘ Small ‘ Large ‘ Small ‘ Large ‘
| MobileNetv2 (Sandler et al., 2018) | 0.968 | 0.032 | 0.021 | 0979 |
| Pupil distance + Bilateral + 27 Points | Small | Large | Small | Large |
| MobileNetv2 (Sandler et al., 2018) | 0.969 | 0.031 | 0.023 | 0977 |

specific divisions are as follows: the entire face
(68 landmarks: 1-68), the non-contour region (51
landmarks: 18-68), the facial contour region (17
landmarks: 1-17), the eyebrow region (10 land-
marks: 18-27), the nose region (9 landmarks: 28-
36), the eye region (12 landmarks: 37-48), and
the mouth region (20 landmarks: 49-68). Addi-
tionally, we compute the NME values using five
different datasets collected independently. These
values can serve as indicators for detecting abnor-
malities in the mouth, eyes, and facial angles. Fi-
nally, as shown in Table 1, the models we employ
exhibit high accuracy in landmark prediction, and
the calculated NME values are also precise. These
findings provide a solid foundation for detecting
abnormal facial states in drivers.
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4.2 Different Strategies Analysis

We need to compute the facial landmarks for differ-
ent algorithms to facilitate subsequent comparative
analysis. Specifically, the MTCNN detector em-
ploys a five-point landmark scheme, processing all
test datas through the MTCNN detector to extract
and save facial bounding boxes and landmark infor-
mation as a baseline for testing and comparison. In
contrast, the MobileNetv2 model adopts a 68-point
landmark approach, where test data is processed
using an libfacedetection detector to generate facial
bounding boxes, followed by MobileNetv2 predic-
tions to obtain 68 landmark coordinates.

After acquiring the 68 points, we select 7 land-

marks for Euler angle conversion and synthesize
five landmarks from these 68 points for compari-
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Figure 3: Our selected 68 facial landmark coordinate
positions in the testing.

son with MTCNN’s five-point results using a side-
face ratio filtering scheme. Meanwhile, in Table 2,
"Small" denotes a small angle range, while "Large"
indicates a large angle range. The experiment de-
signed various ratio judging strategies: the mean
of left eye landmarks (37, 38, 40, 41) is computed
to synthesize the left eyeball point, and the mean
of right eye landmarks (43, 44, 46, 47) is used
to synthesize the right eyeball point, combined
with points 30, 48, and 54 to form a five-point
set, namely left eye (0), right eye (1), nose (2), left
mouth corner (3), and right mouth corner (4).
Next, we design multiple classification schemes
to evaluate their performance based on these land-
mark judgment strategies, including "Crosswire"
(five-point crossline), "Midcourt" (median line),
"Crosswire + Midcourt" (a combination of both
methods), "Euler Angle" (classification values com-
puted using Euler angles), "Contour Area" (based
on contour area), "Pupil + Dilateral + Midcourt"
(a combination of pupil distance, bilateral mid-
center, and median line), and "Pupil + Dilateral
+ 27 Point" (a combination of pupil distance, bi-
lateral mid-center, and the distance from point 27
to the left and right pupils). Through experimen-
tal comparison, we found that the combination of
"Pupil + Dilateral + 27 Point" performed the best.
To further optimize the filtering process, we es-
tablish the following judgment thresholds: filtering
is applied when the pupil distance is less than 20
pixels. Judging occurs if the bilateral midline cen-
ter of the five landmarks is on the nose side (either
left or right), and filtering is triggered if the ex-
citation ratio of the distance from point 27 to the
left and right pupils is less than 0.6. Addition-
ally, for the MobileNetv2 68-point classification
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(d) Right

Figure 4: The visualization results of fatigue detection.
The states of head shaking (left to right and up to down)
and eye closing are detected from top to bottom, with
the yellow and blue fonts displaying our test results. For
more demonstrations, please refer to our video demo.

scheme in the angle, we utilize the Pitch and Roll
angles from Euler angles for judgment, with rec-
ommended thresholds set at Pitch < —16° or Pitch
> 16°, and Roll < —35° or Roll > 35°. Note that
these angles may deviate from actual values and
can be adjusted according to specific needs.

The visualization results of fatigued driving de-
tection are shown in Fig. 4. Our method can accu-
rately detect various head rotation angles, mouth
opening, and eye closing actions, allowing for pre-
cise determination of driver fatigue.

5 Conclusion

In conclusion, we present a learning-based ap-
proach for detecting driver fatigue through multi-
frame facial analysis, incorporating multiple opti-
mization strategies to enhance detection accuracy
and system latency. We employ MobileNetv2 as
the backbone for landmark detection and apply
enhanced facial feature weights to improve eye
landmark perception accuracy. Based on these per-
ceived landmarks, we crop the eye region and in-
troduce an effective eye state classification model
to accurately identify closed eyes. Similarly, the
mouth region is cropped using facial landmarks, en-
abling a new mouth state classification model that
significantly boosts yawning detection accuracy.
Lastly, we leverage Euler angles to determine head
orientation. Collectively, the features from these
techniques enable robust identification of potential
driver fatigue.
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