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Abstract

We present STORYBRANCH - an automated sys-
tem for generating multimedia content from
long texts such as novels and fanfiction. The
STORYBRANCH pipeline includes structured in-
formation extraction, text parsing and process-
ing, content generation using Gen-AI models
and syncronization of different streams (audio,
video, background). Our system is highly mod-
ular and can efficiently generate three different
types of multimodal content: audiobooks, sim-
ple animated videos, and visual novel text-and-
image-style video games.

STORYBRANCH successfully addresses chal-
lenges such as generating unique and consistent
image and voice for each character and narrator,
identifying and generating background images
and sounds effects, and syncronizing character
expressions and lip movement with text.

As part of the STORYBRANCH , we develop and
release BookNLP2 - a new open-source library
for parsing and extracting information from
books, based on the legacy library BookNLP.

1 Introduction

The recent advances of machine learning in the
fields of speech (Casanova et al., 2021) and image
(Datta et al., 2024) generation have created oppor-
tunities in multimedia content creation. Different
open-source and commercial models (Sauer et al.,
2024) excel at generating images, sound files, and
video clips from short texts. However, generat-
ing customizable, high-quality multimedia content
from long texts, such as novels and books, faces var-
ious non-trivial challenges: the system has to keep
track of multiple characters, narrator(s), and con-
stantly changing background images and noises.

In this paper, we present STORYBRANCH : a new
system for multimedia content creation from long
texts. We extract and process information from
novels and books in a unified structured manner

Figure 1: A scene from a STORYBRANCH video

and leverage the capabilities of different Genera-
tive AI models to create content in different output
formats: audiobooks, simple animated videos, and
video games. Figure 1 shows a snapshot from a
video generated by STORYBRANCH from the book
Crime and Punishment by Fyodor Dostoyevsky.
The scene has two characters: Raskolnikov and
Alyona Ivanovna and the background is his room.

In addition to being capable of generating com-
plex output in different modalities, STORYBRANCH

addresses multiple practical challenges: separation
of human characters, animals, narrator speech, and
the description of background images and sounds;
consistent image and voice for each character; dy-
namic update of context-specific properties of char-
acters, such as change of clothes and age; separate
generation of the narrator, background effects and
noises; synchronization of different media files. We
encourage readers to check the demo video1.

STORYBRANCH is highly modular and is struc-
tured as a five-step pipeline:

• Information Extraction: we use our new
open-source library, BookNLP2, to process
long texts and identify entities, properties,
events, coreference, and the current speaker.

1Using Storybranch Demo
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• Data Processing: we restructure the extracted
data and create separate structured entries for
different characters, background images and
effects, and impersonal “narator” voice.

• Prompt Engineering: we use both structured
and unstructured data to generate dynamic,
chapter- and event-specific prompts for each
character, the narrator and background.

• Content Generation: we employ open-
source text-to-speech and text-to-image mod-
els to generate different multimedia elements:
individual utterances, background noise, char-
acter and background images.

• Content Synchronization: we use the
Python library ’Moviepy’ to combine the dif-
ferent elements in a single audio, video, or
game.

Multimedia solutions such as audiobooks have
become a popular way to enjoy and connect with
literature. Animations and image-based games can
further enhance the experience and make it more
interactive and engaging for children and second-
language learners. STORYBRANCH can generate
one or more output types at scale, using the same
text-processing and content generation pipeline. As
part of the project, we created and released a new
text open-source library, BookNLP22.

2 Related Work

To ensure consistency and overall quality of the
generated content, we first perform text parsing.
The original BookNLP library is inspired by the
works of Bamman et al. (2019) and Weerasundara
and de Silva (2023). Our baseline and initial ex-
periments use these approaches as well. We extend
the toolbox by including the work of Yoder et al.
(2021) which focuses on parsing fanfiction litrary
texts. Approaches include supersense tagging (At-
tardi et al., 2023), entity tagging and coreference
resolution (Yao et al., 2023).

Audiobook Generation is central to STORY-
BRANCH as both audiobooks and videos require
a text-to-speech model as well as generation of
special effects. ElevenLabs3 is a highly popular
commercial TTS system that focuses on the gen-
eration of human speech. Our work directly takes
inspiration from popular TTS frameworks such as

2BookNLP2 Github
3ElevenLabs: Prime Voice AI

XTTSv2 (Casanova et al., 2024). The landscape
of speech generation has seen rapid growth over
the last few years.including work on expressive
human-sounding narration (Barakat et al., 2024).

A current state-of-the-art model for video Gen-
eration is the work of (Chen et al., 2024). They
present a SOTY video generation paper capable of
generating high-quality videos. A key limitation
to their work is the scope - they can only gener-
ate videos for short timeframes. Nonetheless, sig-
nificant progress is made in improving the art of
creating continuous frames (Lee et al., 2023).

The evaluation of multimedia generation from
long texts is non-trivial, as there are no large-scale
datasets for the task. Existing benchmarks for
LLMs and NLP models (Liang et al., 2023; Sri-
vastava et al., 2023; Kovatchev and Lease, 2024)
are not applicable to the task. We rely on task spe-
cific benchmarks for the components of BookNLP2
(Bamman et al., 2019) and perform separate human
evaluation on the final multimedia output.

3 Processing long texts - BookNLP2

Generating multimedia content from long texts in
an end-to-end manner is beyond the capabilities of
current open-source models. The complex structure
and long-distance dependencies of a book result
in high computational cost and low quality out-
put. Instead of going end-to-end we take a hybrid
divide-and-conquer approach. We first process the
book and perform automatic annotation and analy-
sis, converting the raw text into a predefined struc-
tured format. Then we combine the raw text and
the structured data to generate accurate sound files
and images for different characters, descriptions,
and narrator. Finally, we recombine the different
streams to obtain a single multimodal output.

The problem of parsing long texts has been ad-
dressed before in the Booknlp (David Bamman and
Shen, 2020) library. It combines various NLP mod-
els in a configurable pipeline. Unfortunately, the
library is outdated and is no longer supported.

We developed an updated version of the library
called BookNLP2. We replicated the original work,
updated dependencies, and deployed it on pypl for
easy installation across different OS. We keep the
format of input, output, and usage, enabling back-
wards compatibility. We have also started replac-
ing the individual NLP models in the pipeline with
state-of-the-art models using LitBank (Bamman
et al., 2019) for training and evaluation. We design
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BookNLP2 as a configurable modular system that
also allows users to finetune the models on specific
custom domains and books. In STORYBRANCH we
use the library with its default pretrained version,
without in-domain finetuning, as the first step in the
content generation pipeline. We release BookNLP2
as open source.

4 Extracting and Structuring data

When generating multimedia content from books, a
key challenge is to correctly identify the characters,
the narrator, and the context of the scene. Some as-
pects of the characters, such as their voice, height,
and eye color, remain consistent throughout the
book. Other aspects, such as their age or clothes,
may change from one scene from another. While
Booknlp2 does a great job extracting information
about individual scenes, we need to process and en-
rich the data further, so that we can account for the
dynamic nature of the generation of sound and ani-
mations. At the current version of STORYBRANCH

we have two types of dynamically generated con-
tent: audio effects and character animations. Our
approach identifies the parts of the text that cor-
respond to either of them, extracts and stores the
information.

We extract the information about the audio ef-
fects for each scene in three steps. First, we sep-
arate the scenes and perform basic linguistic pro-
cessing. Then, we use zero-shot learning to iden-
tify parts of the text that describe effects and back-
ground noises. We also ask the model to provide a
time duration for the effect.

For obtaining an updated description of charac-
ters, we also perform a two step approach. First,
we use BookNLP2 to identify all characters in the
book and to store all related information (descrip-
tion, coreference entities, scenes) in a csv format.
We use the base description as the foundation of
generating animations for the character, that is, the
static character information. To account for po-
tential change in the description, for every scene
that the character participates in, we use zero-shot
learning to dynamically extract information from
the text chunk, using Structured Outputs. Here is
an example prompt:

"" From the text below, I am trying to make an
animated video. This is the person for who I need a
stable diffusion prompt for person. If the text has a
proper description of this person share the prompt,
if you feel like you understand the essence charac-

ter from the text feel free to reply using that. The
prompt should talk about the face, clothing, age,
facial features, body type and gender. the prompt
should have 1 - 3 word descriptions followed by
commas . Reply only with the prompt ""

Attribute Description

Face angular face, light skin,
Clothing brown coat, jeans,
Age mid-20s,
Facial Features rough eyes, medium nose,
Body Type slim, athletic,
Gender male

Table 1: Structured LLM Output for generating dynamic
character animations

Table 1 shows an example of LLM response. If
the LLM returns a NOT NULL value, we overwrite
parts of the static description with the dynamic de-
scription. We further experiment with keeping the
dynamic descriptions across scenes and chapters.

5 Prompt generation

After we extract all static and dynamic informa-
tion for each scene, as described in Section 4, we
need to convert it into prompts that can be given to
generative AI models. We generate the following
prompts for each individual scene:

• prompts for character voices (+ narator)

• prompts for sound effects

• prompts for character description

• prompts for background animation

We generate the prompts for audio and video
generation by passing the static and the dynamic
information to LLMs. We have tested various
LLM including OpenAI’s ChatGPT 4o, Mistral,
and LLama-3. We performed human experiments
in Section 9 to determine user preferences.

6 Content generation

We use the prompts from Section 5 to generate
multimedia content, such as audio and image. We
follow the format of the prompts and generate indi-
vidual characters and effects separately.

For the audio, we experiment with a variety
of TTS and TTA models. We specifically select
models that are open-sourced. Where possible, we
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Figure 2: Characters from different sides

have finetuned them on voices of individuals that
have allowed the usage of their voices. The fine-
tuned models for character speech include XTTSv2,
StyleTTS2, your-tts, and Parler-TTS. For sound ef-
fects, we used Stable-open-audio and AudioLDM.

For the image generation, we also favor open
source models. We create “ComfyUI” workflows
and chain multiple publicly available Stable Diffu-
sion and FLUX models to generate content. The
“ComfyUI” is key to consistently generating the
same character in multiple angles allowing for
more dynamic animations for the final video. Fig-
ure 2 show the same character seen from from mul-
tiple angles and with different clothes.

7 Synchronization

Once all the components are in place and the dia-
logue and images are generated for every character,
we need to combine all components in a single mul-
timedia output. First, we use the existing meta-data
to assign each image and audio to the correspond-
ing scene. Then, we compose the audio stream by
merging the audio effects with the dialogues. We
use the audio as the base to determine the correct
timing of the scenes. The images are merged with
the audio to generate videos and interactive games.
First, we pair the audio with the corresponding char-
acter visuals. Then we add the background images
corresponding to the scene. Finally we have the
non-speaker character’s opacity dropped to hint at
who the speaker is. The current video generation is
simplified and cartoon-like4. We are experimenting
with more capable generative models.

All of the basic synchronization is currently done
using the ’MoviePy’ python library which is under
the MIT license. We generate the video in chap-
ters, but we experiment with keeping information

4Demo Video of Dorian Gray

between chapters, such as “last known dynamic
character description”. Once the video is gener-
ated, we can inspect the output and make iterative
improvements to the extraction process, the choice
of models, or directly on the CSV file, if we want
to isolate sources of errors. We conducted exper-
iments with users to assess the best pipeline and
LLMs for the prompt and content creation. We
also use that feedback to improve the integration
of BookNLP and get additional data.

7.1 Lip Synchronization

To further improve the quality of the videos, we
added a lip sync mechanism. To get accurate and
robust lip synchronization, we added the Montreal
Forced Aligner (MFA) (McAuliffe et al., 2017) into
our pipeline. The MFA is a popular forced align-
ment of phonetic segments with corresponding au-
dio frames. It receives the generated audio and the
corresponding text and provides a phoneme-level
alignment for every character’s dialogue. We use
timestamps to detect which phonemes are being
spoken at any one moment in the audio. We then
drive the character’s lip and facial movements us-
ing this phoneme-to-time mapping so that, when
the audio is played, the mouth and face expressions
match the strong phonemes.

This method greatly enhances the realism of the
animations since lip forms and mouth locations
closely follow the development of speech sounds.
Moreover, the MFA-based synchronization is ro-
bust to variations in speech rate and prosody, pro-
viding a stable and flexible foundation for enhanc-
ing the overall visual quality and believability of
the final animated videos. You can find see the
impact of lip syncronization here.
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Figure 3: Overall Flowchart of STORYBRANCH

8 Visual Novel Game Generation

We use STORYBRANCH to create a new type of con-
tent in addition to audio and animation - interactive
text-based games. We use the same data that we
extracted for the first two steps in the pipeline, and
add an additional logic component that allows for
user interaction to influence the flow of the story.

Figure 4: Dialogic Script Example

We use the open-source game library Godot (Lin-
ietsky et al., 2024). The library has a visual-novel
making component called dialogic that uses char-
acter images and dialogues to help make the game.
We automatically convert the CSV data from STO-
RYBRANCH into the dialogic script necessary for
the visual novel games. Figure 4 shows an example
of a dialog script. We are currently developing a
method for adding user choices to the game that
can lead to new outcomes and interactions.

9 STORYBRANCH

By combining all individual elements in a single
system, we have created STORYBRANCH - a mul-
timedia generator pipeline able to convert long-
text books and novels into multiple output formats.

Figure 3 shows the overall flowchart of STORY-
BRANCH . We start with two forms of textual anal-
ysis - static data extraction using BookNLP2 and
dynamic data extraction using zero-shot learning.
We use the data to first generate an audio book.
The audio is then used as a base for creating an-
imations, and the animations are converted in in-
teractive visual-novels using Godot. The system
is highly flexible and allows for customizing the
models, the prompts, or directly modifying the raw
data of the csv. We have experimented with several
classical novels and achieved good content quality.

We performed two experiments using human
participants to determine the impact of different
models and settings on the final product. We re-
cruited 12 volunteers for the task and asked them
to compare audiobooks. In the first experiment,
we compared audios generated by STORYBRANCH

using different generative models. In the second ex-
periment we compared STORYBRANCH to existing
solutions for audiobook generation.

9.1 Assessing the impact of different
components in STORYBRANCH

The modular nature of STORYBRANCH means that
at every stage there are multiple alternatives for
information extraction and content generation. In
this experiment, we assess the impact of different
components on the final product.

All participants were shown two outputs gener-
ated by different combination of open-source tools
and asked to select a preference. Each participant
made five comparisons. We test different models
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Figure 5: Comparing different generative strategies

for: 1) prompt generation: ChatGPT, Llama, Mis-
tral; 2) text-to-speech: XTTS2, FishAudio, and
StyleTTS2; and 3) text-to-audio: AudioLDM and
Stable-open-audio. Participants were asked to se-
lect the model that generated better audio represen-
tation. Model order was randomized.

Figure 5 shows the results of the experiments.
Our user study indicates that the best combination
uses ChatGPT for prompt generation, StyleTTS2
for text to speech and Stable-open-audio for sound
effects. In the second set of experiments, we used
this configuration for STORYBRANCH .

9.2 Comparing STORYBRANCH to
commercial audiobook generation systems

In this study we compared STORYBRANCH to two
popular commercial models: Speechify and Eleven-
Labs. We used the best STORYBRANCH config-
uration from the previous experiment (ChatGPT
and StyleTTS2). We experimented with and with-
out additional effects (Enchanced StyleTTS2 is
StyleTTS2 + Stable-open-audio effects) to deter-
mine the impact of adding effects to the audio.

The participants were asked to make a compari-
son across three categories: Speech clarity, Natu-
ralness, and Overall Satisfaction on a scale from
1 to 5. Figure 6 shows the results of the experiment.
Without the special effects STORYBRANCH is com-
parable but worse than the commercial alternatives.
However adding dynamic effects significantly im-
proves users’ perception of the audio and with them
STORYBRANCH is clearly the best system.

We tried comparing STORYBRANCH to existing
video generation systems, namely Haiper.ai and
Veed.io . However, the competing models are not
able to generate video longer than few seconds.
We attempted generating several short videos and
concatenate them, but the resulting video quality

Figure 6: Comparing STORYBRANCH to other products

was poor and STORYBRANCH substantially outper-
forms those baselines.

10 Conclusions and future work

We have created a new system, STORYBRANCH ,
which can convert long texts such as novels and
fanfiction text to multiple types of multimedia con-
tent with a high degree of success. It provides an
immersive approach to experience books by com-
bining narrative, sound effects, and animation de-
sign, transforming stories into more dynamic and
entertaining format. The audiobooks, animated
videos, and visual novel games improve the user
experience and accessibility.

During the creation of STORYBRANCH we ad-
dressed several challenges: identifying different
scenes, characters, background sounds and images.
We had to balance between static properties and
in-context dynamic changes in the characters and
the environment. The addition of sound effects was
well received by users, who rated STORYBRANCH

above commercial alternatives. To the best of our
knowledge, this is the first system that can consis-
tently generate long videos from books and con-
vert them to visual novel games. The animations
and novels facilitate book access to children and
second-language learners in a engaging and inter-
active way. We encourage the readers to check
the available demonstration videos: Usage; Video
output; Lip Sync; Game.

The pipeline approach of STORYBRANCH can
be used as-is to automatically create multimedia
content, but can also be modified and extended to
new output formats specific to user needs. Our
new library BookNLP2 facilitates the creation of
multimedia formats and can help both researchers
and practitioners. The library is open-source and
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has been released to the community.
As a future work, we are still working on improv-

ing the system across several different directions:

• animations: the current animation style is
simple and directed towards children and
second-language learners. We are currently
testing advanced video generation

• comic books: we want to add a new output
format - comic books. We can reuse the exist-
ing STORYBRANCH data

• extending STORYBRANCH to non-fiction:
Currently STORYBRANCH only works on fic-
tion books with clear descriptions. We want to
expand the system to handle non-fiction books
using external knowledge such as descriptions
of historical figures and events
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