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Abstract

With the rapid advancement of large language
models (LLMs), recent years have witnessed
many promising studies on leveraging LLM-
based agents to simulate human social be-
havior. While prior work has demonstrated
significant potential across various domains,
much of it has focused on specific scenarios
involving a limited number of agents and has
lacked the ability to adapt when errors occur
during simulation. To overcome these limita-
tions, we propose a novel LLM-agent-based
simulation platform called GenSim, which: (1)
Abstracts a set of general functions to sim-
plify the simulation of customized social sce-
narios; (2) Supports one hundred thousand
agents to better simulate large-scale popula-
tions in real-world contexts; (3) Incorporates
error-correction mechanisms to ensure more
reliable and long-term simulations. To eval-
uate our platform, we assess both the effi-
ciency of large-scale agent simulations and
the effectiveness of the error-correction mech-
anisms. To our knowledge, GenSim repre-
sents an initial step toward a general, large-
scale, and correctable social simulation plat-
form based on LLM agents, promising to fur-
ther advance the field of social science. The
relevant code and project are open-sourced on
https://github.com/TangJiakai/GenSim.

1 Introduction

Social science, which focuses on human behavior,
communication, and organization, is playing an in-
creasingly significant role as world civilization ad-
vances. One important research paradigm in social
science is collecting real human data. For instance,
to study the effectiveness of positive psychology
interventions, (Bolier et al., 2013) recruited over
6,000 participants to observe their responses to
controlled experiments. While the paradigm of
collecting real human data is widespread in social
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science research, it suffers from significant draw-
backs, such as high cost, poor controllability, and
challenges in reproducibility, which have troubled
researchers for a long time.

In the field of artificial intelligence (AI), re-
searchers have discovered that language serves as
a crucial carrier of intelligence (Zhao et al., 2023),
and the objective of “next-token prediction” us-
ing a massive training corpus (i.e., large language
models, LLMs) has the potential to achieve human-
like intelligence. With the advent of these high-
intelligence models, a new “AI for Social Science”
direction has emerged: leveraging LLMs as prox-
ies for real humans to conduct social science ex-
periments (Gao et al., 2024). This approach pro-
vides the opportunities to fundamentally address
the above challenges faced by social science re-
search, potentially paving the way for an entirely
new research paradigm. For instance, Generative
agents (Park et al., 2023) leverages 25 agents to sim-
ulate human daily life, and finds that these agents
can autonomously host parties and conduct may-
oral election. RecAgent (Wang et al., 2023) sim-
ulates user online behaviors, and studies the phe-
nomenons of information cocoon and conformity
behaviors. EconAgent (Li et al., 2024b) studies
the macroeconomic behaviors using LLM-based
agents in the context of dynamic markets.

While the above methods have shown promising
results, they are primarily limited to specific scenar-
ios and small-scale simulations. Moreover, when
discrepancies arise between simulated behaviors
and those observed in the real world, existing meth-
ods lack effective error-correction mechanisms. To
address these limitations, we introduce GenSim, a
general social simulation platform based on LLM
agents. In specific, to avoid reinventing the wheel
in simulating various social scenarios, we propose
a general programming framework composed of
three key modules on single-agent construction,
multi-agent scheduling, and environment setup.
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Figure 1: The general framework for social simulation

Additionally, we provide three default scenarios
as references to help users quickly implement their
customized simulations. To achieve large-scale
simulations in real-world scenarios, we leverage
distributed parallel technology to support one hun-
dred thousands of agents in our platform. Finally,
we design several error-correction mechanisms, al-
lowing the platform to first perform self-evaluation
or seek human feedback, and then fine-tune itself to
ensure more reliable simulation. The comparison
between our framework and the previous work can
be seen in Figure 1.

In summary, the main contributions of this paper
are as follows: (1) We propose a general, large-
scale and correctable social simulation platform
based on LLM agents. (2) We provide detailed
usage examples to illustrate the capabilities of our
platform. (3) We conduct a series of experiments to
evaluate the platform’s effectiveness and efficiency.

2 Features of GenSim

There are several unique features of our platform.
To begin with, we abstract a set of general func-
tions to facilitate any customized simulation sce-
nario according to the users’ requirements. Then,
our platform supports one hundred thousand agents
to better simulate large-scale populations in real-
world contexts. At last, we provide a series of
error-correction mechanisms to ensure more reli-
able simulation. The first two can be seen as static
features from the generality and scalability per-
spectives, respectively, while the last one extends
previous work from the dynamic perspective, mak-

ing sure our platform can continually correct and
improve itself.

2.1 General Simulation Framework

Our framework consists of three modules focusing
on single agent, multi-agents, and environments
(see Figure 1). In the single agent module, users
can flexibly configure the agent’s profile, memory,
and action components. The profile includes both
public information, such as gender, name, and birth-
place, as well as private attributes such as income
and health condition. To enable the agent to re-
tain behaviors in various ways, users can assemble
different memory components like short-term mem-
ory, long-term memory, and the reflection mech-
anism to build the agent’s memory. The actions
of the agents are driven by LLM prompts, where
users can flexibly configure them to include agent
profiles, memories and so on.

In the multi-agents module, inspired by the
work (Zhou et al., 2024), we design two strate-
gies for generating agent interactions: script mode
and agent mode. In specific, in script mode, all
interactions are treated as a whole and generated
in a single call to the LLM. For example, one can
directly prompt LLMs to generate a dialogue be-
tween a doctor and a teacher in one step. In this
strategy, the LLM acts as a meta-agent, producing
the dialogue from a third-person perspective. In
agent mode, interactions are generated by differ-
ent agents, each representing a distinct role, and
each agent generates outputs from a first-person
perspective. This interaction generation process
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Figure 2: (a) The fluctuation of the simulation results with different agent scales. (b) Time costs with different
numbers of agents

Figure 3: (a) Time costs with different numbers of GPUs. (b) The error-correction mechanism.

requires multiple calls to the LLM. In the example
above, two agents are deployed, and each agent’s
output is determined by the complete history of
their interactions.

In the environment module, we store all the in-
formation beyond the agents necessary for running
the simulation, such as the recommendation algo-
rithm used in a web user simulator (Wang et al.,
2023). Additionally, we allow users to globally
intervene in the platform, which is useful for coun-
terfactual inferences. We also provide essential
functions to facilitate interviewing, searching, and
storing different agents.

Based on the above general framework, users
can easily create customized simulations. To pro-
vide additional references, we offer three default
scenarios: job market, recommender system, and
group discussion. These scenarios can not only
facilitate related research but also can provide code
bases, enabling users to construct new scenarios
with minimal effort.

2.2 Large-scale Simulation

While there are many previous studies on leverag-
ing LLMs to simulate human social behaviors (Gao
et al., 2024), the number of agents in their simu-
lators are usually very small. In such cases, the
users need to sample a small set of individuals
from the real-world large-scale populations, and

then leverage agents to simulate the sampled indi-
viduals, assuming that these samples can accurately
approximate real-world populations. However, the
sampled small number of individuals may lead to
very large fluctuations of the simulation results. To
verify this statement, we conduct a preliminary ex-
periment by simulating the user-item rating behav-
iors on a movie website. In specific, we base our
experiment on the well-known dataset MovieLens-
32M (Harper and Konstan, 2015), which consists
of 200,948 users’ 32M ratings on 87,585 movies.
For each user-movie pair, we use LLMs to simu-
late the user’s rating on the movie in the range of
R = [0.5, 1.0, ..., 5.0]. To study the fluctuation of
the simulation results with different agent scales,
we first sample 3.2K, 32K, 320K and 3.2M user-
item pairs from the complete dataset, and then, for
each case, we repeat the simulation of predicting
user-item ratings for 10 times. Formally, suppose
pi represents the rating distribution of the ith ex-
periment, where i = 1, 2, . . . , 10. For each rating
r ∈ R, we compute the standard deviation across
all experiments as

v(r) = σ(p1(r),p2(r), . . . ,p10(r))

where σ(·) denotes the standard deviation opera-
tion. We use the sum of the standard deviations for
all possible ratings to measure the fluctuation of
the simulation results. The experiment results are
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Figure 4: The effects of our error-correction mecha-
nisms in the job market scenario for both single round
(a) and multi rounds (b) settings.

presented in Figure 2(a), where we can see: as the
number of samples becomes larger, the fluctuation
of the simulation results is greatly lowered. This
result suggests that if we only have a small number
of agents, then the simulation results can be not
reliable, since it can be hardly reproduced due to
the large simulation fluctuation.

To solve the above problem, in our platform,
we support up to one hundred thousand agents
to better simulate real-world scenarios. To accel-
erate the simulation speed, we firstly employ an
actor-based model (Hewitt et al., 1973) to facilitate
automatic parallel optimization. Specifically, the
“actor” function acts as an independent unit that
processes computations once it receives all the nec-
essary messages. This method ensures that each
agent, representing a participant, only performs
computations when the essential input messages
are available, thus enabling efficient parallel op-
timization. Furthermore, a dynamic workflow is
designed to accommodate the probabilistic outputs
of LLMs, which are not pre-determinable. This
dynamic approach enhances flexibility, allowing
the execution path to adapt based on variations in
model inference. Last but not least, our distributed
framework supports multi-machine parallel simula-
tion, overcoming the limitations of single-machine
simulation scalability.

Using proposed platform, we evaluate the sim-
ulation speed in the job market and recommenda-
tion scenarios, where we run our simulator for one
round for both settings1. All experiments in the pa-
per use LLaMA3-8B as the foundational model for
the agents. The results are presented in Figure 2(b),
from which we can see: as the number of agents be-
comes larger, the time cost increases, and when we
have 10w agents, they cost 15492 and 3024 seconds
for running one round in the job market and recom-

1For all experiments in this paper, we used a server with a
192-core CPU, eight A100-40G GPUs, and 440 GB of mem-
ory.

mendation scenarios, respectively. In addition, we
also evaluate the acceleration effects of distributed
parallel computing in our platform. In specific, we
measure the time costs of running our platform for
one round with different numbers of GPUs. The
results are presented in Figure 3(a), where we can
see, as the number of GPUs becomes larger, the
time cost decreases, which suggests that, with the
help of distributed parallel computing, our platform
can effectively take the advantages of more GPUs.

2.3 Simulation Error Correction
Most previous LLM-agent-based simulation plat-
forms lack error-correction mechanisms, which
means that if unexpected results occur during the
simulation process, they can be accumulated and
amplified as the simulation progresses (see Fig-
ure 3(b)). To solve this problem, in our platform,
we provide two strategies for correcting the sim-
ulation errors. The first one is based on LLMs,
where we leverage GPT-4o to score on or revise the
simulated result, utilizing the capabilities of LLMs
as judges (Zheng et al., 2023). The second one
is based on real humans, where we provide inter-
faces for the users to score or revise the simulated
agent behaviors. Between these two approaches,
the first is more efficient and requires no human
intervention, though it may be less accurate due to
the inherent biases of LLM. The second approach
is more aligned with real humans but can be labor-
intensive and less efficient. Suppose the simulation
result is represented by a (q, a) pair, where q is
the prompt for driving an agent action, and a is
the action. For each of the above strategies, there
are two forms of feedback provided by LLMs or
real humans. Let the score for (q, a) be s, and
a′ be the revised results2. Then, we use (q, a, s)
and (q, a′) to fine-tune the backbone LLMs using
PPO (Schulman et al., 2017) and SFT, respectively.

To evaluate the effectiveness of our designed
error-correction mechanisms, we conduct experi-
ments based on the job market scenario with LLMs
as the feedback provider. To begin with, we evalu-
ate whether PPO and SFT can improve the simula-
tion results in a single round. In the experiments,
we select different numbers of samples for label-
ing, and use GPT-4o to measure the reasonableness
of the simulation results, assigning scores from 1
to 5 based on reasonableness level, from low to
high. From Figure 4(a), we can see: for both PPO

2It should be noted that s and a′ may not co-exist for the
same (q, a) pair.
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Figure 5: The interfaces of GenSim.

and SFT, they can improve the simulation perfor-
mance across different numbers of labeled samples.
Compared with PPO, the results of SFT are bet-
ter, which is reasonable, since the revised action
a′ used in SFT may include more effective and
comprehensive information.

Next, we evaluate the effectiveness of the error-
correction mechanisms in a multi-round setting.
Specifically, we fine-tune the backbone LLMs in
the earlier round and use the updated models to
simulate the results in the subsequent round. We
present the results in Figure 4(b). We can see: if we
do not conduct error-correction (the yellow line),
the simulation performance is unsatisfactory. When
using PPO (the blue line) or SFT (the red line),
the simulation performance improves significantly,
and these improvements continue to increase as the
number of simulation rounds grows.

3 Usages of GenSim

In this section, we introduce the basic methods
for running a default scenario. For more details,
readers can refer to a short live demonstration of
our platform on YouTube https://www.youtube.
com/watch?v=SZf8mvhkLvI.

The complete interfaces of our platform are pre-
sented in Figure 5. In specific, the user needs to
click the ‘Get Started’ button to initiate our plat-
form. The user can then configure the simulation by

specifying scenarios, agent profile, memory type,
number of agents, LLM parameters, etc. Once
configured, the platform can be launched. The sim-
ulation interface consists of three sections: At the
top, there is a search box that allows the user to
search for an agent to observe its status and track its
behavior. In the middle, there is a display window
where the behaviors of multiple agents are shown.
On the right, there is a functionality window where
users can view agent profiles, intervene in the sys-
tem, and interact with agents. After running the
platform for several rounds, the user can stop the
simulation and label the results. Finally, the back-
bone LLMs can be fine-tuned based on the labeled
results and used in the subsequent simulation.

4 Related Work

4.1 Social Science

Social science refers to the discipline that uses sci-
entific methods to study a variety of social phenom-
ena. It can be divided into different sub-disciplines
such as political science, sociology, economics,
psychology, and more. The social phenomena stud-
ied in social science are usually very sophisticated
due to various uncertain variables, such as dynami-
cally changing natural and social factors.

In the early stages, social science researchers
conducted experiments in laboratory settings to
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Table 1: An overview of comparing GenSim with existing works on multi-agent social simulations. The symbol
‘∞’ indicates that our proposed platform can support general social simulation scenarios.

Name Simulation Domain Agent Number Self-evolution

Generative Agent Daily Life 25 %

RecAgent Recommendation Systems 20 %

EconAgent Economic Market 100 %

Social Simulacra Social Network 1,000 %

Agent Hospital Healthcare <100 %

WarAgent Warfare <100 %

GenSim (ours) ∞ >100,000 "

conveniently control variables. For instance, (Gos-
nell, 1926) studied the effect of non-partisan mail
campaigns on increasing voter turnout by inter-
viewing 6,000 individuals. To enhance the reality
and accuracy, Field Experiment and Randomized
Controlled Trial (RCT) have gradually become the
primary methods in social science research. For
example, (Staiano et al., 2014) conducted a field
experiment involving 60 participants over a period
of six weeks, collecting various personal identity
information. This helped in studying the monetary
valuation of mobile personally identifiable infor-
mation. (Bolier et al., 2013) designed 39 random-
ized controlled studies involving 6,139 participants,
aiming to evaluate the impact of positive psychol-
ogy interventions on both the general public and
individuals facing specific psychosocial issues.

Although existing social science experimental
methods have been widely adopted, there are sev-
eral significant drawbacks such as irreversibility,
high cost, poor controllability, and even potential
ethical violations. These issues severely restrict
the feasibility and scalability of social experiments.
Moreover, long experimental durations and com-
plex environmental factors may adversely impact
the validity and timeliness of the experimental con-
clusions.

4.2 Multi-Agent Simulation

With the rise of large language models (Achiam
et al., 2023; Team et al., 2023), the "AI for So-
cial Sciences" direction presents unprecedented op-
portunities for researchers in both social sciences
and artificial intelligence. The core idea is to uti-
lize LLMs as human-like brains to create behav-
ior decision-makers that can approximately imitate
real individuals, known as LLM-based agents.

Recently, there are increasing amount of works

focused on how to leverage LLM-based multi-
agents to conduct social simulation experiments in
various fields. Specifically, Generative Agent (Park
et al., 2023), as a pioneering work in this field, sim-
ulates the daily life of 25 agents in a small town.
Similarly, RecAgent (Wang et al., 2023) and So-
cial Simulacra (Park et al., 2022) investigate social
phenomena that may emerge from group behavior
in recommendation systems and social networks,
such as information cocoons and the spread of
antisocial behavior. In addition, EconAgent (Li
et al., 2024b), Agent Hospital (Li et al., 2024a),
and WarAgent (Hua et al., 2023) each use multi-
agent simulation in the fields of economic markets,
healthcare, and warfare respectively, to model spe-
cific human behaviors in their specific domains,
and further analyze individual actions and group
social phenomena.

While the aforementioned methods demonstrate
the powerful advantages of LLM-based agents in
social simulation, there are still three significant
shortcomings hindering the further development:
existing works cannot support different domains
and large-scale social simulations, and lack a error
correction mechanism. In contrast, our framework
effectively overcomes these issues. We can sup-
port general-domain simulations and large-scale
multi-agents, and introduce a novel self-correcting
self-evolution mechanism, achieving more reliable
and accurate simulation performance. Overall com-
parison results are summarized in Table 1.

5 Conclusions

In this paper, we introduce a general, large-scale,
and correctable social simulation platform based on
LLM agents. This is the initial version of our plat-
form, we believe there is still much room left for
improvement. In the future, we plan to incorporate
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more advanced simulation accelerating strategies,
and develop more adaptive self-correction mecha-
nisms to improve the simulation performance.

Limitation

Despite our pioneering effort in developing a gen-
eral social simulation platform using LLM-based
agents, there are still several limitations. First, the
platform’s generalization capability across diverse
sociocultural contexts has not been fully verified.
While agent simulations are more cost-effective
than real-world experiments, their accuracy in mod-
eling complex cultural norms, regional socioeco-
nomic dynamics, and varied institutional settings
requires further validation through comparative
studies with traditional experimental approaches.
Second, our reliance on LLM-as-a-judge for syn-
thetic data evaluation introduces potential assess-
ment biases. The prohibitive cost of human annota-
tion prevented systematic verification of alignment
between LLM-generated scores and expert human
ratings, particularly in culturally sensitive scenarios
where language models may encode latent value
misalignments. This necessitates future research
on calibration techniques for automated social eval-
uation metrics. Third, the self-correction mecha-
nisms of LLMs in social simulations present unre-
solved reliability concerns. The inherent biases in
LLMs’ error identification and correction processes
across varied social scenarios (especially those in-
volving ethical dilemmas or conflicting group in-
terests) remain unexamined. We leave these limita-
tions as our future work to explore.

Ethical Considerations

The data used in this paper comes from public
datasets or simulated experiments using synthetic
data generated by Large Language Models (LLMs).
For public datasets, we adhere to their usage li-
censes to ensure that our work does not present any
ethical issues.
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