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Abstract

The MLCommons Datasets Working Group
presents a comprehensive initiative to advance
the development and accessibility of artifi-
cial intelligence (AI) training and testing re-
sources. This paper introduces three key
projects aimed at addressing critical gaps in
the AI data ecosystem: the Unsupervised Peo-
ple’s Speech Dataset, containing over 821,000
hours of speech across 89+ languages; a strate-
gic collaboration with the Common Crawl
Foundation to enhance web crawling capabil-
ities for low-resource languages; and a frame-
work for knowledge graph extraction evalu-
ation. By focusing on languages other than
English (LOTE) and creating permissively li-
censed, high-quality datasets, these initiatives
aim to democratize AI development and im-
prove model performance across diverse lin-
guistic contexts. This work represents a signifi-
cant step toward more inclusive and capable AI
systems that can serve global communities.

1 Introduction

The MLCommons1 consortium supports numer-
ous activities in the machine learning innovation
space. These activities include building perfor-
mance benchmarks including those in AI risk and
reliability and building benchmarks for evaluat-
ing AI systems requires rigorous, standardized test
datasets. MLCommons builds open, large-scale,
and diverse datasets and a rich ecosystem of tech-
niques and tools for AI data that helps the broader
community deliver more accurate and safer AI sys-
tems.

Our shared research infrastructure and diverse
community aid the scientific research community
to derive new insights for new breakthroughs in
AI. The Datasets Working Group2 is one of 17
working groups under the MLCommons umbrella

1https://mlcommons.org/
2https://mlcommons.org/datasets/

and currently has three main projects it is open-
sourcing:

1. Unsupervised People’s Speech Dataset,

2. Common Crawl collaboration, and

3. Datasets and Evaluation for Knowledge Graph
Extraction.

While these are our current projects, the working
group is always open to new topics and projects.

2 Background

Datasets fuel machine learning: a model is only as
good as the data upon which it was trained. Ima-
geNet (Deng et al., 2009), created for less than half
a million dollars, is arguably the one that gave rise
to modern machine learning. Unfortunately, most
public datasets today are either small (relative to
private commercial datasets), static, licensed for
research use only, or some combination of those
things. Datasets must be large to train accurate
models. To remain relevant, datasets should be
constantly improved as gaps in their coverage are
identified. Lastly, datasets require a permissive
public license to enable new businesses, products,
and services globally.

The Datasets Working Group creates and hosts
public datasets that are large, actively maintained,
and permissively licensed – especially for commer-
cial use. We aim to develop a center of expertise
and supporting technologies that dramatically im-
proves the quality and reduces the cost of new pub-
lic datasets. We believe that a modest investment
in public datasets can have an impressive return
in terms of machine learning innovation and mar-
ket growth. The Datasets Working Group’s first
project was the People’s Speech dataset (Galvez
et al., 2021), an open speech recognition dataset
that is approximately 100 times larger than existing
open alternatives.
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3 Current Projects

3.1 Unsupervised People’s Speech Dataset

The MLCommons Unsupervised People’s Speech
dataset includes over 736,000 hours of speech
across 89+ languages with a diverse set of speak-
ers. This open dataset is large enough to train self-
supervised speech systems and is available with
a permissive license. Building on the success of
the impact of Supervised People’s Speech dataset’s
on models like Whisper (Radford et al., 2022), the
Unsupervised People’s Speech dataset aims to un-
leash innovation in multilingual speech research
and products that are available to users across the
globe, with particular benefits for low-resource lan-
guages.

3.1.1 Introducing the Unsupervised People’s
Speech dataset

The MLCommons Dataset Working Group is
pleased to announce the release of the Unsuper-
vised People’s Speech dataset. Built in collabo-
ration with HuggingFace3, the Unsupervised Peo-
ple’s Speech dataset contains more than 1 million
hours of audio that spans dozens of languages.
Given the impact the previously released Super-
vised People’s Speech dataset had on models such
as Whisper, we expect this new version to drive
innovations across different tasks, including self-
supervised implementations and improvement in
automatic speech recognition pipelines in numer-
ous languages.

3.1.2 The Rationale Behind the Dataset
As the field of speech technology continues to ad-
vance, the need for large and diverse audio datasets
is increasingly crucial. While several valuable
speech datasets already exist—such as LibriSpeech
(Panayotov et al., 2015) and Speech Wikimedia
(Gómez et al., 2023) (one of MLCommons previ-
ous datasets) —they each have limitations in terms
of scale and language diversity. LibriSpeech, with
its approximately 1,000 hours of English-language
audiobook recordings, has been instrumental in
advancing English speech recognition but lacks
multilingual coverage, while Speech Wikimedia
provides some multilingual content but at a signifi-
cantly smaller scale.

The Unsupervised People’s Speech dataset aims
to address this need by providing a vast collection
of multilingual audio data to support research and

3https://huggingface.co/

development in various areas of speech technology.
Supporting broader Natural Language Processing
(NLP) research for languages other than English
helps bring communication technologies to more
people globally – including those speaking low-
resource languages.

3.1.3 Ensuring Useful Data

To ensure the dataset is as useful as possible, the
MLCommons Datasets Working Group ran dif-
ferent data pipelines to understand the contents
across dimensions, such as language distribution
and speech detection.

Speech detection The working group created a
custom data loader that resampled and converted
the audio to a single channel (available in the Hug-
gingFace dataset card), we ran Silero’s Voice Activ-
ity Detection (Silero-Team, 2024) pipeline, a model
that uses a multi-head attention mechanism with
STFT as features. The results of using this model
delivered a total of 736,036+ hours of speech.

Language identification Language identifica-
tion is often the first task in a series of NLP tasks,
so it is crucial to get it right. The working group
used Nvidia’s TensorRT-LLM implementation of
Whisper Large v3 to run inference on the subset of
the dataset for which our speech detection pipeline
detected a speech utterance. The results of this
pipeline detected a total of 89 languages. While
we are certain there are more, since the third most
common category the model inferred was a "no
speech" tag, it means the model was not able to
determine the language. Here are some of the low
resource languages detected:

Figure 1: Distribution of Low Resource Languages
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3.1.4 Technical Hurdles
While the focus of the Unsupervised People’s
dataset is on its potential applications, it is worth
noting some of the technical challenges that the
working group overcame:

Data Upload and Storage We developed a cus-
tom script utilizing Git LFS backend to efficiently
upload the 48+TB dataset to S3 and HuggingFace,
where it4 is publicly available right now. This over-
came typical speed limitations.

Self-Supervised Learning Potential We have
included a training pipeline to train a Wav2Vec
model, which could unlock new possibilities in
unsupervised speech representation learning.

Deduplication We are in the process of creating
embedding representations of the entire dataset us-
ing Meta’s Encodec. This will allow us to identify
and remove duplicate content. This process ensures
the uniqueness and quality of the dataset.

3.1.5 Future Work
The Unsupervised People’s Speech dataset is built
from audio data on Archive.org that is public do-
main or available with CC-BY or CC-BY-SA li-
censes. As part of our commitment to updating and
maintaining the dataset, we are also releasing the
software as open-source to empower the commu-
nity to build on our contributions.

As the working group completes the de-
duplication and self-supervised efforts, we antici-
pate several avenues for the research community
to continue to build and develop, especially in the
areas of improving low-resource language speech
models, enhanced speech recognition across differ-
ent accents and dialects, and novel applications in
speech synthesis.

3.2 Common Crawl Collaboration

The MLCommons Datasets Working Group is col-
laborating with the Common Crawl Foundation
to enhance their web crawling capabilities. The
first task the working group has been involved in
focuses on improving coverage of low-resource
languages. This collaboration centers on develop-
ing more effective Language Identification (LID)
models that can better detect and classify content
in underrepresented languages during the crawling
process.

4https://huggingface.co/datasets/MLCommons/
unsupervised_peoples_speech

This task involves two different stages: in the
first stage, the creation of a held out test set with
samples in different languages labeled with the lan-
guage they are in. In the second stage, a challenge
will ask participants to submit language identifica-
tion models which will be evaluated on the output
of the first stage. We expect the best submissions
to be incorporated in the stack used by Common
Crawl, as long as they comply with certain effi-
ciency and accuracy requirements.

3.2.1 Text Language Identification Task
To advance this goal, a text LID challenge was set
up on the Dynabench (Kiela et al., 2021) platform.
The challenge dataset includes samples from more
than 400 languages, creating one of the most com-
prehensive language identification benchmarks to
date. To ensure quality and provide guidance for an-
notators, we implemented a multi-model approach
for creating soft labels, utilizing three language
identification models: LID176 (Joulin et al., 2017;
Joulin et al., 2016), LID201 (Burchell et al., 2023),
and GLOT-LID (Kargaran et al., 2023).

While Common Crawl already annotates their
crawls using the CLD2 model5, this model only
covers 80 languages, and they only started distribut-
ing this annotation since August 20186. We thus
decided to re-annotate with these 3 models so that
we can cover earlier crawls, more languages (since
the intersection of languages covered by LID201
and LID176 is less than 70) and overcome some
of the limitations of n-gram models for language
identification pointed by Caswell et al. (2020) and
Kreutzer et al. (2022), specially given that GLOT-
LID’s training data is heavily biased towards bible
translations and religious content (Kargaran et al.,
2023) which is not representative of the register of
languages normally found in web data.

The challenge’s approach requires participants
to perform fine-grained language identification by
highlighting specific text segments where a partic-
ular language is present. This granular annotation
strategy addresses a key limitation in traditional
language identification tasks, which typically oper-
ate at the document level. By February 2025, the
challenge had significant engagement, with more
than 600 annotations submitted by participants. To
maintain momentum and expand participation, a
series of hackathons are scheduled for February

5https://github.com/CLD2Owners/cld2
6https://commoncrawl.org/blog/

august-2018-crawl-archive-now-available
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Figure 2: Interface of the Language Identification Task

and March 2025. These events will serve multi-
ple purposes: to accelerate the annotation process,
to foster community engagement, and potentially
discovering novel approaches to language identifi-
cation in web crawling contexts.

3.2.2 Model Benchmark: Language ID
As mentioned before, the second stage of the col-
laboration will involve creating a benchmark using
Dynabench, through which participants will be able
to submit their language identification models.

3.2.3 Future Work
In the case of the Common Crawl collaboration,
there are two areas of focus:

1. Identifying and collecting URL’s that contain
novel data from LOTE. Information on how to
submit URL’s of low resources can be found
here7.

2. Finding new native language speakers of
LOTE for the Dynabench language identifi-
cation task. This task may be found in the
following link8.

3.3 Datasets and Evaluation for Knowledge
Graph Extraction

There is an ongoing advancement in the use of
LLMs for various traditional NLP tasks for knowl-
edge extraction. Recent renewed efforts to evalu-
ate LLM models for relation extraction tasks show
State Of The Art (SOTA) performance (Wadhwa
et al., 2024). The core challenge of these evalua-
tions is to have datasets that mimic the usage in

7https://github.com/commoncrawl/
web-languages/

8https://dynabench.org/tasks/
text-language-identification

industry. While prior methods for evaluating mod-
els focused on human annotation of sentences, re-
cent methods require annotations of larger passages
with specific relations and their providence. Of the
datasets considered, some are no longer available
and others are limited in scope and size; produc-
ing annotations is human-intensive with possibly
subjective outcomes.

Although these datasets were useful for prior re-
search, they are probably insufficient for the testing
and evaluation of LLMs. As such, we need better
datasets and evaluation methods. This project in-
tends to collect some existing candidate datasets,
reformulate them with the tools ML Commons has
developed (e.g., croissant annotations), and to cre-
ate a framework for evaluating new AI systems for
knowledge extraction tasks as a foundational tool
for building knowledge graphs.

3.4 Limitations

Datasets are artifacts of the humans that make them,
and thus are susceptible to bias. This bias may take
the form of the annotations or judgments produced
by the individual annotators or contributors, or by
the demographic distribution of the crowd-sourced
workers themselves.

Further, some of the contributors might not real-
ize that they have contributed to these datasets and
do not want their data published. Developing effi-
cient and transparent methods for the removal of
voice data by the owners of such data is an ongoing
challenge.

3.5 Conclusions

The MLCommons Datasets Working Group is fo-
cused on supporting data-centric problem solving
including AI system benchmarking, training, eval-
uation, and research through hosting and social-
izing datasets for the AI community. The three
current projects of the working group are open-
sourcing the MLCommons Unsupervised People’s
Speech dataset, ongoing Common Crawl collabo-
ration, and automating knowledge graph develop-
ment for LLM use cases.

For knowledge graphs generation, we are con-
tinuing to invest in sourcing datasets as well as in
a pipeline for navigating datasets, inference, scor-
ing, and judgement for the core relation extraction
tasks. This will focus on using and enhancing the
tools and approaches that MLCommons has devel-
oped for datasets and system benchmarking, and
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the project can be found here9.
There are many ways to get involved in the ML-

Commons data effort. To join the Datasets working
group or any other working group at MLCommons,
please visit the Get Involved page10. The Datasets
Working Group meets weekly to share ideas and
implement projects. More information on the ML-
Commons Unsupervised People’s Speech dataset
can be found in the dataset official website11.
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Table 1: Most Common Languages

LANGUAGE HOURS FILES

MAJOR LANGUAGES (>1000 HOURS)

ENGLISH (EN) 334087.22 809278
VIETNAMESE (VI) 103093.05 506017

SPANISH (ES) 70838.13 131656
ARABIC (AR) 49516.85 111521
URDU (UR) 11655.23 23871

GERMAN (DE) 11122.85 36793
PORTUGUESE (PT) 10755.48 27343

FRENCH (FR) 7698.57 20914
HINDI (HI) 4756.90 8706

INDONESIAN (ID) 4630.81 9498
DUTCH (NL) 3378.06 10500
ITALIAN (IT) 3209.77 7077

KANNADA (KN) 2637.07 3455
CATALAN (CA) 2429.53 4611

POLISH (PL) 2390.10 3564
RUSSIAN (RU) 2246.14 10590
NEPALI (NE) 1684.06 3121
TELUGU (TE) 1654.55 2883
TURKISH (TR) 1360.22 3923
SWEDISH (SV) 1244.89 3373
MALAY (MS) 1212.00 3221
LATIN (LA) 1195.60 9321

BENGALI (BN) 1176.23 2117
THAI (TH) 1055.32 2833

CHINESE (ZH) 1047.80 3576
GALICIAN (GL) 1000.41 2101

A Unsupervised People’s Speech
Language Distribution

Table 2: Mid Range Resource Languages

LANGUAGE HOURS FILES

MID-RANGE LANGUAGES (100-1000 HOURS)

SINHALA (SI) 981.81 1177
PUNJABI (PA) 953.47 2359

HUNGARIAN (HU) 917.72 1104
SANSKRIT (SA) 904.15 2549

ROMANIAN (RO) 902.62 5617
JAPANESE (JA) 871.05 3979
JAVANESE (JW) 766.20 6295
BASQUE (EU) 609.62 2395
TAMIL (TA) 561.13 2113

MARATHI (MR) 513.04 763
WELSH (CY) 505.87 1237

KOREAN (KO) 498.85 2042
CROATIAN (HR) 433.07 1002

GREEK (EL) 398.68 1221
DANISH (DA) 380.49 417
PERSIAN (FA) 369.20 1155
SWAHILI (SW) 359.22 1647
HEBREW (HE) 358.72 3990
SOMALI (SO) 345.39 438

TAGALOG (TL) 299.08 1217
NORWEGIAN NYNORSK (NN) 298.07 1855

AMHARIC (AM) 263.54 302
BULGARIAN (BG) 259.34 993

SINDHI (SD) 246.71 708
SERBIAN (SR) 236.85 396

UKRAINIAN (UK) 232.10 425
MALAYALAM (ML) 228.99 623

PASHTO (PS) 218.84 373
AFRIKAANS (AF) 158.25 749

FINNISH (FI) 153.72 664
BURMESE (MY) 153.61 346
KHMER (KM) 142.35 503
BOSNIAN (BS) 141.82 262
GUJARATI (GU) 135.89 286
ICELANDIC (IS) 116.38 206

Table 3: Lower Resource Languages

LANGUAGE HOURS FILES

LOWER-RESOURCE LANGUAGES (<100 HOURS)

YORUBA (YO) 97.49 332
CZECH (CS) 92.82 425
SHONA (SN) 80.83 513

SLOVENIAN (SL) 77.80 354
ALBANIAN (SQ) 67.01 171
TIBETAN (BO) 57.26 86
KAZAKH (KK) 52.26 134

AZERBAIJANI (AZ) 49.20 111
HAWAIIAN (HAW) 42.40 354
NORWEGIAN (NO) 42.11 98

MALTESE (MT) 41.34 86
ARMENIAN (HY) 38.30 446

YIDDISH (YI) 33.14 129
BRETON (BR) 31.29 268
MAORI (MI) 29.10 72

LATVIAN (LV) 28.98 82
LITHUANIAN (LT) 26.95 145

SLOVAK (SK) 21.43 93
GEORGIAN (KA) 21.32 139

MACEDONIAN (MK) 10.82 16
ESTONIAN (ET) 7.82 48

MONGOLIAN (MN) 7.71 10
CANTONESE (YUE) 6.21 4
BELARUSIAN (BE) 6.04 67

HAITIAN (HT) 5.41 24
ASSAMESE (AS) 2.32 3
FAROESE (FO) 2.30 5
OCCITAN (OC) 0.13 3
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