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Abstract

Machine translation (MT) of social media text
presents unique challenges due to its informal
nature, linguistic variations, and rapid evolu-
tion of language trends. In this paper, we
propose a human-translated English dataset
to Arabic, Italian, and Spanish, and a human-
translated Arabic dataset to Modern Standard
Arabic (MSA) and English. We also perform
a comprehensive analysis of three publicly ac-
cessible MT models using human translations
as a reference. We investigate the impact of
social media informality on translation qual-
ity by translating the MSA version of the text
and comparing BLEU and METEOR scores
with the direct translation of the original social
media posts. Our findings reveal that Mari-
anMT provides the closest translations to hu-
man for Italian and Spanish among the three
models, with METEOR scores of 0.583 and
0.640, respectively, while Google Translate pro-
vides the closest translations for Arabic, with
a METEOR score of 0.354. By comparing the
translation of the original social media posts
with the MSA version, we confirm that the in-
formality of social media text significantly im-
pacts translation quality, with an increase of
12 percentage points in METEOR scores over
the original posts. Additionally, we investigate
inter-model alignment and the degree to which
the output of these MT models align.

1 Introduction

The growing demand for multilingual content
has driven the development of machine transla-
tion (MT) systems, which enable fast and cost-
effective translation of large text volumes. Evalu-
ating MT systems is critical to ensuring accuracy
across diverse languages and text types, especially
with the rise of social media as a rich, multilin-
gual data source for tasks like sentiment analy-
sis and topic detection. However, social media
text’s unstructured, error-prone nature—with lin-

guistic variations, informal language, and abundant
slang—poses unique challenges for MT.

This work contributes to the ongoing efforts to
enhance MT systems for handling the intricacies
of social media language, ultimately advancing the
accessibility of multilingual content in an increas-
ingly interconnected world. We propose a human-
translated set of English X posts into Arabic, Ital-
ian, and Spanish, along with their corresponding
translations by three distinct MT models (Google
Translate, MarianMT, and Facebook M2M), to pro-
vide a comprehensive basis for assessing the effi-
cacy of these systems in handling the complexities
of social media language. Additionally, we have cu-
rated a dataset of 500 Arabic X posts translated by
humans into both Modern Standard Arabic (MSA)
and English.

These datasets serve as valuable resources for
researchers in the field of natural language process-
ing (NLP), providing diverse and representative
samples of social media text for evaluating the per-
formance of MT systems across multiple languages.
Furthermore, to gain insights into the relative per-
formance of the MT models, we evaluate each MT
model against the other two by using reference
translations from other models. This approach al-
lows us to assess how similar the translations gen-
erated by each model are to those produced by the
other models when using a specific reference. By
conducting pairwise comparisons, we can identify
strengths and weaknesses of individual MT models
and gain a deeper understanding of their relative
performance on social media text 1.

To explicitly illustrate our contributions, we list
them below:

• CrisisNLP-HMT-1K: A Human and Ma-
chine Translated (HMT) version of the Cri-
sisNLP dataset (Imran et al., 2016), compris-

1The datasets are available upon request by contacting the
corresponding author via email.
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ing 1000 English X posts manually translated
into three languages: Arabic, Italian, and
Spanish. The dataset includes the same sam-
ples translated by three distinct machine trans-
lation (MT) models: Google Translate, Mari-
anMT, and Facebook’s M2M100.

• Kawarith-HMT-500: A Human and Machine
Translated (HMT) version of the Kawarith
dataset (Alharbi and Lee, 2021), consisting
of 500 Arabic X posts manually translated by
humans into both Modern Standard Arabic
(MSA) and English. Additionally, the dataset
includes translations generated by the same
MT models into English, Italian & Spanish.

• A comprehensive evaluation of the several MT
systems against the reference translations, as
well as against one another, using BLEU and
METEOR metrics.

We also aim to address the following question:
Is there a correlation between the formality of X
posts and the quality of their machine translations?
We hypothesise that X posts written in a formal
style would yield better translation outcomes. This
question is explored in Section 5.3.1, where we
systematically compare the output of MT models
when translating dialectical Arabic versus Modern
Standard Arabic (MSA) version of the same data.

These contributions are essential for tackling the
challenges of evaluating machine translation sys-
tems, particularly in the context of social media
language. The human-translated dataset serves as
a valuable benchmark for assessing MT model per-
formance in capturing the nuances and informali-
ties of social media text. Through a comprehensive
evaluation using established metrics such as BLEU
and METEOR, we provide quantitative insights
into the comparative performance of MT systems,
thereby contributing to ongoing efforts to enhance
the quality and accuracy of multilingual content
translation, especially in the challenging domain of
social media language.

The remainder of the paper is structured as fol-
lows: Section 2 provides an overview of related
work, including existing parallel corpora and ma-
chine translation evaluation metrics. Section 3 ex-
plains how the data was sourced and processed.
The methodology is described in Section 4. Sec-
tion 5 covers the experimental setup, evaluation,
and discusses the results. Finally, Section 6 con-
cludes the paper.

2 Related Work

In recent years, the field of machine transla-
tion (MT) has witnessed significant advancements,
driven by the growing demand for multilingual
communication across various domains. Re-
searchers have explored diverse approaches and
techniques to improve the accuracy and effective-
ness of MT systems, particularly in handling the
challenges posed by social media text. In this sec-
tion, we provide an overview of the related work
in the literature, focusing on key contributions and
trends in the field.

Machine translation systems are being used to
translate social media posts, but their performance
is not always perfect. Users have expressed con-
cerns about potential inaccuracies in the transla-
tions of their posts and the lack of control over the
translation process. The use of machine translation
tools, such as Google Translate (Schuster et al.,
2016), in social media is a relatively recent phe-
nomenon, and it presents new challenges for trans-
lating informal language, dialects, and platform-
specific language phenomena (Gupta et al., 2023).
While these systems can help overcome language
barriers, they also have limitations, and users often
desire higher translation quality. Therefore, there
is a need for machine translation systems specifi-
cally trained on social media text to improve their
performance on informal language and address the
concerns of users. Furthermore, machine transla-
tion has proven beneficial for creating parallel cor-
pora to train Large Language Models (LLMs) for
downstream tasks in natural language processing,
reinforcing the importance of tailored translation
systems for social media content (Al Amer et al.,
2024, 2023).

2.1 Existing Parallel Corpora

The availability of resources for machine transla-
tion plays a crucial role in advancing research in
the field. Large-scale parallel corpora, such as
the Europarl (European Parliament Proceedings
Parallel Corpus) Corpus for European languages
(Koehn, 2005) and the United Nations Parallel Cor-
pus (Ziemski et al., 2016) for multiple languages,
have been instrumental in training and evaluating
MT systems. Additionally, efforts such as the
OPUS project provide open repositories of parallel
corpora in various languages, facilitating research
and development in machine translation (Tiede-
mann, 2012). The QT21 corpus contains parallel
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source and human reference sentences from infor-
mation technology and life sciences domains for
the following language pairs: English to German
(en-de), Latvian (en-lt) and Czech (en-cs), and Ger-
man to English (de-en) (Specia et al., 2017).

The availability of parallel corpora extracted
from social media platforms such as Twitter (now
X) can significantly enrich research in machine
translation and cross-lingual analysis. Several note-
worthy Twitter parallel corpora have been devel-
oped, each contributing to our understanding of
multilingual communication and the challenges
of translating informal language on social me-
dia. Amid the global COVID-19 pandemic, the
TwiConv-19 dataset emerged as a valuable resource
for studying multilingual communication on Twit-
ter during times of crisis. Curated to capture
conversations related to the pandemic, TwiConv-
19 provides parallel data of X posts in multiple
languages, offering insights into how individuals
across different linguistic communities engage with
and respond to public health emergencies (Aktaş
and Kohnert, 2020). Another existing dataset is
the ParaCrawl project, a comprehensive multilin-
gual parallel corpus collected from various online
sources, including social media platforms like Twit-
ter. With translations available for numerous lan-
guage pairs, ParaCrawl facilitates research in ma-
chine translation and cross-lingual analysis by of-
fering a diverse range of linguistic data sourced
from the web (Bañón et al., 2020). Additionally,
the Twitter Parallel Corpus by (Tiedemann, 2012)
provides aligned tweet translations for several lan-
guages, enabling detailed investigations into cross-
lingual phenomena and the adaptation of machine
translation models to informal social media lan-
guage. These datasets serve as invaluable resources
for studying multilingual communication dynamics
and advancing machine translation systems tailored
for informal social media language.

Such resources are essential for evaluating dif-
ferent MT systems and for enabling various natural
language processing (NLP) tasks. Evaluation of
MT systems relies heavily on the availability of
high-quality reference translations, which are es-
sential for assessing the accuracy and fluency of
machine-generated translations. Moreover, paral-
lel corpora serve as valuable resources for training
and fine-tuning MT models, enabling researchers
to develop systems that perform well across dif-
ferent languages and domains. Beyond machine
translation, parallel corpora are also used in other

NLP tasks, including cross-lingual information re-
trieval, sentiment analysis, and language modeling
(Schwenk and Li, 2019).

2.2 Evaluation Metrics

Evaluating machine translation (MT) systems on
social media text is challenging due to the lack of
standardised benchmarks and the subjective nature
of translation quality. Common metrics include
BLEU, which measures n-gram overlap between
machine and reference translations (Papineni et al.,
2002); METEOR, which accounts for unigram
matches, stemming, and synonymy (Banerjee and
Lavie, 2005); TER, which calculates the edit dis-
tance needed to transform the machine translation
into the reference (Snover et al., 2006); ROUGE,
which evaluates overlap between generated and
reference summaries (Lin, 2004); and COMET,
which leverages embeddings to compute similarity
between outputs and references (Rei et al., 2020).
While these metrics provide valuable insights, they
may not fully capture the nuances of social me-
dia language, necessitating tailored evaluation ap-
proaches (Specia et al., 2010).

While these metrics offer valuable insights into
MT system performance, they may not fully cap-
ture the nuances of social media language. Thus,
exploring alternative evaluation methods tailored
to the specific characteristics of social media text
becomes imperative (Specia et al., 2010).

3 Data

The English data was sourced from the CrisisNLP
dataset, a valuable resource containing English X
posts collected and annotated specifically for crisis-
related analysis and classification (Imran et al.,
2016). This dataset provides a rich source of real-
time social media data, offering insights into how
individuals communicate and respond during crises.
From this dataset, we selected a sample of 1000 X
posts posted during various crisis events to enrich
the diversity of content.

We sourced the Arabic data from the Kawarith
dataset, another valuable resource containing Ara-
bic X posts collected and annotated specifically for
crisis-related analysis and classification (Alharbi
and Lee, 2021). We sampled 500 X posts to gener-
ate parallel human translations.

In Table 1, we provide a detailed description
of the selected data, which encompasses a wide
range of topics, reflecting the varied nature of com-

3



munication on social media platforms during crisis
situations. Through the careful selection of X posts,
we aim to capture the nuances and complexities of
language use in crisis-related contexts, facilitating
a comprehensive analysis of machine translation
performance and effectiveness.

CrisisNLP-HMT-1K Kawarith-HMT-500

# X posts 1,000 500
# disasters 27 7

# types 5 2
sum (words) 10,018 10,273

mean (words) 10.02 27.5
std 3.5 14.04

min (words) 2 4
25% 7 15.8
50% 10 27.5
75% 13 39.3

max (words) 19 52

Table 1: The statistics of the selected samples from
CrisisNLP and Kawarith, respectively.

3.1 Data Pre-processing

Before providing the X posts to the translators, we
conducted a pre-processing step to ensure consis-
tency and minimise discrepancies between human
and machine translations. Specifically, we removed
user mentions (e.g., @username), retweet indica-
tors (RT), URLs, and emojis from the X posts. This
pre-processing step aims to streamline the trans-
lation process by presenting the translators with
clean, focused text free from unnecessary informa-
tion commonly found in social media posts, thereby
reducing potential biases and variations in transla-
tion quality and enabling a more accurate compari-
son between human and machine translations.

4 Methodology

The data was sampled to cover diverse events
worldwide, ensuring the inclusion of a variety of
linguistic features, as each event took place in a
different part of the world. The English dataset was
sampled from the CrisisNLP dataset and cleaned
following the process outlined in Section 3.1. Fol-
lowing this, human translators were engaged to
translate the X posts into Arabic, Italian, and Span-
ish. Simultaneously, three distinct machine transla-
tion models—MarianMT (Helsinki-NLP/opus-mt),
Google Translate (4.0.0-rc1), and Facebook’s M2M
(m2m100_418M)—were chosen for their popular-
ity and accessibility to generate corresponding MT
translations.

For the Arabic data sourced from the Kawarith

dataset, human translators translated the X posts to
English and converted the Arabic X posts to MSA.
Similar to the English data, the Arabic data was
translated by the same three MT models to English,
Italian, and Spanish. Subsequently, an evaluation
was conducted to assess these models against both
human reference translations and each other.

In addition to evaluating the translation quality
of the original X posts to the various languages, we
introduce an additional dimension to our study by
investigating the influence of the informal nature
of X posts on translation quality. To assess this,
we translated the Modern Standard Arabic (MSA)
version of the X posts into English and used these
translations as candidate translations against the
human reference translations. Subsequently, we
calculated BLEU and METEOR scores for both
sets of translations. The comparison between trans-
lating the original Arabic X posts and their stan-
dardised counterpart can provide valuable insight
into the impact of tweet informality on translation
quality.

Figure 1: The process of generating the 12 different
translations of the same English data. MT denotes Ma-
chine Translation, and HT denotes Human Translation.

Figure 2: The process of generating the Modern Stan-
dard Arabic (MSA) version and different translations of
the Arabic data. MT denotes Machine Translation, and
HT denotes Human Translation.

5 Experiments

In this section, we outline the experimental setup
designed to systematically evaluate and compare
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machine translation models. We describe the pro-
cess of data sampling, cleaning, and translation,
followed by an overview of the evaluation metrics
employed. Subsequently, we present the results
of the evaluation, including BLEU and METEOR
scores, and analyse the inter-model alignment to
gain insights into the performance of the translation
models.

5.1 Experimental Setup

The experimental setup involved several steps to
ensure systematic evaluation and comparison of
machine translation models. Initial data sampling
from CrisisNLP, detailed in Section 3, was fol-
lowed by thorough data cleaning as described in
Section 3.1 to ensure consistency and quality. The
translation process involved translating CrisisNLP-
HMT-1K dataset into Arabic (Ar), Italian (It), and
Spanish (Es) both manually by humans and using
three distinct machine translation models: Mar-
ianMT, Google Translate, and Facebook M2M
while the Kawarith-HMT-500 dataset was trans-
lated into English (En) and Modern Standard Ara-
bic (MSA) by humans, and then translated into En-
glish (En), Italian (It), and Spanish (Es) using the
same three machine translation models. For assess-
ing the quality of the translated data, we utilise the
Modern Standard Arabic (MSA) version of the Ara-
bic X posts, translating them into English to serve
as candidate translations for the MSA reference.
The translation process is illustrated in Figure 1 and
2. BLEU and METEOR scores were then calcu-
lated against human reference translations and for
inter-model comparison, with the results presented
in Section 5.3 for analysis and interpretation.

5.2 Evaluation

The evaluation of machine translation quality is
essential to ensure that machine translation sys-
tems produce accurate results comparable to human
translations. In this section, we discuss the met-
rics used for evaluation and provide an overview
of BLEU and METEOR, which are widely em-
ployed in the machine translation community for
this purpose.

5.2.1 Metrics
Evaluating the quality of machine translations can
be accomplished through various methods, all
aimed at ensuring that machine translation sys-
tems produce accurate results comparable to human
translations. While we have chosen BLEU and ME-

TEOR as the metrics for this purpose, which are
widely used in the MT community, they provide
unique insights into different aspects of translation
quality, enabling a more comprehensive evaluation.

The evaluation of the translations involved com-
parison with human reference translations and inter-
model comparison. This process entailed desig-
nating one machine translation as a reference and
computing BLEU and METEOR scores against the
other two translations to gain insights into their
alignment.

Here, we briefly explain BLEU and METEOR,
highlighting their similarities and differences.

BLEU (Bilingual Evaluation Understudy)
quantifies the overlap between machine-generated
and reference translations by comparing n-grams.
Scores range from 0 to 1, with higher scores indi-
cating better alignment. While widely used, BLEU
has limitations, such as not accounting for fluency,
coherence, or languages with complex grammar
(Papineni et al., 2002).

METEOR (Metric for Evaluation of Trans-
lation with Explicit ORdering) evaluates trans-
lation quality using precision, recall, stemming,
synonymy, and word order. It offers a more nu-
anced assessment than BLEU but still has limita-
tions in capturing translation subtleties (Banerjee
and Lavie, 2005).

5.3 Results & Discussion
Among the results illustrated in Table 2, MarianMT
performed the best for translating the English data
to Italian and Spanish, while Google Translate
proved to be more effective for translating into
Arabic. On the other hand, Kawarith-HMT-500
yielded the highest BLEU score when translated to
English by Google Translate and the highest ME-
TEOR score when translated by MarianMT, with
no significant difference between the two, as de-
picted in Table 3.

Given these considerations, the low BLEU
scores observed might not necessarily reflect poor
model performance due to the inherent complex-
ity of the task. Translating social media content
poses unique challenges in machine translation,
and achieving high BLEU scores in this area is
more difficult than in more formal types of text
(Sabtan et al., 2021).

The METEOR scores are notably higher than the
BLEU scores for the same models and languages.
This difference could be due to METEOR’s more
comprehensive evaluation of translation quality,
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BLEU METEOR
Ar It Es Ar It Es

Google Translate 0.144 0.219 0.248 0.354 0.569 0.599
Facebook M2M 0.097 0.207 0.264 0.283 0.535 0.560
MarianMT 0.081 0.239 0.325 0.236 0.583 0.640

Table 2: BLEU and METEOR scores calculated for each Machine Translation model translating CrisisNLP-HMT-
1K to Arabic, Italian, and Spanish using human translation as the reference.

BLEU METEOR
Google Translate 0.177 0.407
Facebook M2M 0.129 0.344

MarianMT 0.171 0.411

Table 3: BLEU and METEOR scores calculated for
each Machine Translation model translating Kawarith-
HMT-500 into English using human translation as the
reference.

which accounts for factors like synonymy and sen-
tence structure. This broader assessment approach
is likely more forgiving than BLEU’s strict n-gram
matching, especially when applied to social media
text.

It is also noteworthy that Arabic translation has
the lowest scores among the other two languages.
This difference may be attributed to the dissim-
ilarities between the source (English) and target
(Arabic) languages compared to translations within
the same language family.

5.3.1 Impact of Text Informality on
Translation Quality

As we hypothesise that the quality of the X posts
being translated influences the quality of the gen-
erated machine translations, we pose a question:
what if the X posts were written formally? How
much would the translation quality improve? To in-
vestigate this, we use the Modern Standard Arabic
(MSA) version instead of the raw X posts and trans-
late it using the selected machine translation mod-
els. We then compare the BLEU and METEOR
scores of the MSA-translated text with those of the
raw tweet translations, both considering the human
English translation as a reference. The results il-
lustrated in Table 3 and 4 demonstrate a significant
increase in both BLEU and METEOR scores, sup-
porting the assumption that translated social media
text tends to have relatively low scores. Specifi-
cally, there is an average increase of 8.7 percentage
points in BLEU scores and an average increase
of 12 percentage points in METEOR scores for

the MSA-translated text compared to the raw X
posts being translated. This increase suggests an
improvement in translation quality when formal
language is being translated. We also speculate
that translating more contextual text could yield
even better results considering the brief and context-
limited nature of X posts. This can be investigated
in future work.

BLEU METEOR
Google Translate 0.263 0.510
Facebook M2M 0.215 0.480

MarianMT 0.262 0.526

Table 4: BLEU and METEOR scores calculated for
each Machine Translation model translating the stan-
dardised (MSA) version of Kawarith-HMT-500 into
English using human translation as the reference.

5.3.2 Inter-Model Alignment
We were also curious about how closely the outputs
of those MT models align. Conventional methods
for evaluating machine translation quality often in-
volve using reference human translations as a gold
standard as we have done above. In this assess-
ment, however, we used a variation of this method,
where we use one machine translation as a refer-
ence for evaluating another machine translation.
This can provide valuable insights into how dif-
ferent systems perform relative to each other. We
show results of this assessment in Tables 5, 6, 7
and 8.

The BLEU scores in this analysis are slightly
higher than the scores observed when evaluating
the models against human translations. This sug-
gests a higher degree of similarity between the out-
puts of these different models compared to their
alignment with human translations. Specifically,
the translations generated by MarianMT for Ital-
ian (It) and Spanish (Es) align more closely with
the outputs of other models, as indicated by their
higher scores. However, for Arabic (Ar), the low-
est alignment scores are observed, emphasising the
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Reference

Google Translate Facebook M2M MarianMT
Evaluated Model Ar It Es Ar It Es Ar It Es

Google Translate
Ar 0.161 0.111

It 0.290 0.337

Es 0.258 0.372

Facebook M2M
Ar 0.162 0.081

It 0.290 0.360

Es 0.258 0.315

MarianMT
Ar 0.109 0.080

It 0.339 0.362
Es 0.374 0.315

Table 5: BLEU score calculated for translating CrisisNLP-HMT-1K to demonstrate the similarity of the MT outputs
in relation to each other. Best alignment for each language is highlighted in bold.

Reference

Google Translate Facebook M2M MarianMT
Evaluated Model Ar It Es Ar It Es Ar It Es

Google Translate
Ar 0.379 0.351

It 0.664 0.697
Es 0.503 0.719

Facebook M2M
Ar 0.472 0.286

It 0.661 0.652

Es 0.605 0.620

MarianMT
Ar 0.333 0.221

It 0.679 0.638

Es 0.703 0.504

Table 6: METEOR score calculated for translating CrisisNLP-HMT-1K to demonstrate the similarity of the MT
outputs in relation to each other. Best alignment for each language is highlighted in bold.

notable differences in the generated translations for
this specific language. This may be attributed to the
complexity and structure of the Arabic language.

The BLEU results indicate that translations gen-
erated by Facebook’s M2M100 model align best
with those of MarianMT for translating English to
Italian, while it aligns best with Google Translate
for translating English to Arabic and Arabic to Ital-
ian. Moreover, Google Translate aligns best with
MarianMT for translating English to Spanish and
Arabic to English & Spanish. On the other hand,
METEOR scores show the best alignment between
Google Translate and MarianMT for translating
English to Italian and Spanish, while it aligns more
with Facebook’s M2M100 for translating English
to Arabic. When translating Arabic to English,
Google Translate and MarianMT align the most

with each other for translating Arabic to English,
Italian, and Spanish.

Despite our initial anticipation of greater similar-
ity among different translation models, the findings
indicate that the translation outputs of these models
may exhibit more similarity to each other than to
the human reference translations. This analysis pro-
vides a distinctive viewpoint on the performance
of these machine translation models, offering in-
sights into their differences when compared to each
other’s outputs.

5.3.3 Key Findings and Recommendations
As we analyse our results, uncovering key insights,
we highlight the outcomes of our experiments with
the following findings:

• Google Translate provides the best translation
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Reference

Google Translate Facebook M2M MarianMT
Evaluated Model En It Es En It Es En It Es

Google Translate
En 0.176 0.214
It 0.143 0.139

Es 0.150 0.183

Facebook M2M
En 0.177 0.161

It 0.144 0.124

Es 0.154 0.167

MarianMT
En 0.214 0.161

It 0.139 0.124

Es 0.182 0.166

Table 7: BLEU score calculated for translating Kawarith-HMT-500 to demonstrate the similarity of the MT outputs
in relation to each other. Best alignment for each language is highlighted in bold.

Reference

Google Translate Facebook M2M MarianMT
Evaluated Model En It Es En It Es En It Es

Google Translate
En 0.442 0.463

It 0.319 0.342

Es 0.359 0.411

Facebook M2M
En 0.442 0.427

It 0.335 0.334

Es 0.381 0.415

MarianMT
En 0.495 0.449

It 0.358 0.329

Es 0.426 0.402

Table 8: METEOR score calculated for translating Kawarith-HMT-500 to demonstrate the similarity of the MT
outputs in relation to each other. Best alignment for each language is highlighted in bold.

from English to Arabic among the other two
tested models.

• MarianMT offers the best translation from
English to Italian and Spanish.

• Google Translate and MarianMT demonstrate
comparable translation quality from Arabic
to English, both outperforming Facebook’s
M2M100.

• The formality of the Arabic text being trans-
lated significantly improves machine transla-
tion quality.

• Google Translate and MarianMT exhibit the
highest level of similarity in generated trans-
lations from English to Italian & Spanish.

• Lower levels of alignment between MT mod-
els have been observed for Arabic translation
from English.

• Translating Arabic to English yields better
results than vice versa.

6 Conclusion

Our study examined the translation quality of social
media text across multiple languages using human
and machine translation. Formal language, such
as Modern Standard Arabic, improved accuracy
compared to informal text, and translation quality
varied across languages and models, emphasising
the role of formality and linguistic context.

The human-translated datasets we are publishing
will support improvements in machine translation,
cross-lingual research, and crisis communication.
Future human evaluations of machine-generated
translations will provide deeper insights into flu-
ency and adequacy, refining our understanding of
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translation performance in social media contexts.
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