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Abstract

This study investigates zero-shot and few-shot
cross-lingual transfer effects in Part-of-Speech
(POS) tagging and Named Entity Recognition
(NER) for Hamshentsnag, an endangered West-
ern Armenian dialect. We examine how dif-
ferent source languages, Western Armenian
(contact cognate), Eastern Armenian (ances-
tral cognate), Turkish (substrate or contact-
induced), and English (non-cognate), affect the
task performance using multilingual BERT and
BERTurk. Results show that cognate varieties
improved POS tagging by 8% F1, while the
substrate source enhanced NER by 15% F1.
BERTurk outperformed mBERT on NER but
not on POS. We attribute this to task-specific ad-
vantages of different source languages. We also
used script conversion and phonetic alignment
with the target for non-Latin scripts, which al-
leviated transfer.

Introduction

This study examines cross-lingual transfer from
contact and cognate variety languages in Part-
of-Speech (POS) and Named Entity Recognition
(NER) tagging for a truly low-resource and en-
dangered language Hamshentsnag1 (hyh). While
supervised sequence tagging is a solved problem
for high-resource languages (Bohnet et al., 2018),
it is indeed difficult for truly low-resource settings
with mean accuracies below 50% (Sonkar et al.,
2023; Cho et al., 2018; Kann et al., 2020; Malmasi
et al., 2022; Choenni et al., 2023), especially in the
dearth of available annotated data.

NLP technologies remain limited for under-
served communities, and model accuracies in vari-
ous NLP tasks are significantly lower for languages

1https://glottolog.org/resource/languoid/id/hams1239

and cultures that are less represented (Myung et al.,
2024). Many available solutions include either
continual mixed language pre-training (Liu et al.,
2021), using parallel corpora (Ramesh et al., 2022),
or employing cross-lingual transfer methods from
a higher-resource to a lower-resource language by
fine-tuning pre-trained models to increase perfor-
mance in downstream NLP tasks (Eronen et al.,
2023; Cotterell and Duh, 2017). To this end, we
have curated a small Hamshentsnag dataset with
online resources and working together with the
Hemshin community (data elicitation) and em-
ployed zero-shot and few-shot cross-lingual trans-
fer by testing two models (i) multilingual BERT
(mBERT) (Devlin et al., 2019) and BERT model for
Turkish (BERTurk) (Schweter, 2020) for sequence
tagging. The source languages were Western Ar-
menian - hyw, Eastern or Standard Armenian - hy;
and Standard Modern Turkish - tr), and English
(en) that have more resources available (Figure 1).
We use the terminology in Table 1 to refer to these
languages in the present study. Among the source
languages, tr is a substrate to the target; hyw and
hy are cognates that share structural similarity with
the target, and English (as a reference level for our
comparisons) has no contact and little typological
similarity.

From a typological background, hy and hyw are
distinct dialects of Armenian, but to some degree
they are mutually intelligible. hyw has phonologi-
cal and syntactic differences from hy. hyw retains
most of the features of Classical Armenian (Dum-
Tragut, 2009), whereas hyw underwent relatively
more morpho-phonological and morpho-syntactic
simplifications. hyh (the target language) is closest
to hyw, while being highly influenced by tr due
to prolonged contact. Moreover, the interaction
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between the historical hyw and hyh speakers led
to potential linguistic exchange or shared features
(Khanjian, 2013).

The Hamshentsnag2 Language

Hamshentsnag (hyh) is considered a dialect of
Western Armenian (hyw) (Vaux, 2001), which be-
longs to the Armenic branch of the Indo-European
family. Following the claims (Vaux, 2007) about
hyh’s typological status, its syntax (Günay et al.)
and lexicon, we selected typologically similar lan-
guages to transfer knowledge from, which are: hyw,
hy, and tr. Our decision behind choosing these
three source languages comes from the following
features of hyh: the typological landscape of hyh
resembles hyw, hy, and tr, in terms of its syntax
and morphology. The shared similarities between
these three languages are listed below (1), (2). The
similarities between the Armenic languages are ev-
ident. All of the words in (1-a) to (1-e) in bold are
postpositions, which are commonly attested in the
languages in question (Stevick, 1955). The impor-
tance that this carries comes from the ordering in
the nominal domain w.r.t. each language, (1) is just
one example.

(1) a. dun-e medan hedev hyh

b. dun ertale jedk hyw

c. tun-e mat’neluc het’o hy

d. ev-e girdikten sonra tr

e. ‘after entering the home’ en

Furthermore, the boldfaced morphemes in (2-a)
(2-b) (2-c) are the definite (DEF) markers, which
are obligatory with proper names. (2-e) is the trans-
lation. The boldfaced morpheme in (2-d) is not
a definite marker but a genitive (GEN) suffix, it
resembles the Hamshentsnag morphology -i-n (-
GEN-DEF) in terms of its form.

(2) a. Hasan-i-n u Ahmed-i-n... hyh

b. Hasmig-n u Aram-e... hyw

c. Hasmig-n u Aram-n... hy

d. Hasan-ın ve Ahmet-in... tr

e. ‘Hasan and Ahmet...’ en

In all three Armenic languages, even the definite
2Hamshentsnag has other names as well: Homshetsi,

Homshetsma. We have been advised by the native speak-
ers to use Hamshentsnag when referring to it.

marker is subject to the same phonological (3) and
morphological (4) constraints (Sigler, 1997):

(3) /-DEF/ → [e] / [CONSONANT]__
(4) /-DEF/ → [n] / __[CLITICal, u, ...]

Ultimately, the aforementioned observations
veered us in selecting these three languages as
sources, in addition to English as a reference level.

Related Work

To our knowledge, there is no computational work
specifically on hyh. However, there are studies that
investigate mBERT’s performance on a variety of
low-resource languages. Among them, Lauscher
et al. (2020) examined languages from 8 different
language families on different NLP tasks and found
that transfer performance was strongly aligned with
the linguistic similarity of the target and source
languages. Pires et al. (2019) also showed that
mBERT performed surprisingly well in zero-shot
transfer for the POS and NER tasks across many
languages and even scripts.

Rahimi et al. (2019) proposed two models (one
with an unsupervised transfer and another with a
supervised transfer setting by using a small set of
100 target sentences) and evaluated them in a NER
task. Using only English as a source language in an
unsupervised setting often did not transfer well as
opposed to the oracle choice of the source language.
Furthermore, in their experiments, script mismatch
decreased direct transfer.

Similar to the present study, Şaziye Betül Öza-
teş et al. (2025) and Karagöz et al. (2024) eval-
uated cross-lingual transfer in both mBERT and
BERTurk. The authors introduced OTA-BOUN,
a Universal Dependencies (UD) treebank for his-
torical Turkish, and fine-evaluated mBERT and
BERTurk on POS and NER. They reported im-
provements when combined with Standard Mod-
ern Turkish in the training data, alluding to cross-
lingual transfer from a higher-source but out-of-
domain variety.

However, languages may not be represented
equally in multilingual models. Wu and Dredze
(2020) tested mBERT on 153 languages in total
for POS and NER, and found improvements in the
performance when paired with similar languages
to the target, although mBERT is claimed to still
learn even in the absence of a shared lexicon or
domain across languages (Conneau et al., 2020b),
with the caveat that models like mBERT should
not be employed alone for low-resource languages.

77



Figure 1: Geographical distribution of Armenian languages in the Caucasus region. The map shows three varieties:
Hamshentsnag in northeastern Turkey, Western Armenian’s historical speaking area, and Eastern Armenian in
modern Armenia. The hatched pattern indicates Turkish linguistic contact areas, while the dotted line between
Hamshentsnag and Western Armenian represents a possible historical contact zone.

Term Definition

Target The language of interest for which NLP tools are being developed (Hamshentsnag
in this study)

Substrate Source (SS) Language that historically influenced the target language through language
contact (e.g., Turkish)

Ancestral Cognate Source (ACS) Ancestral language that shares a common ancestor with the target language with
no contact (e.g., Eastern Armenian)

Contact Cognate Source (CCS) Language that both influenced the target through contact and shares ancestry
with it (e.g., Western Armenian)

Non-Cognate Source (NCS) Language with no historical contact or a close genetic relationship to the target
language (e.g., English)

Table 1: Our Definitions of Language Types

Otherwise, as the authors showed, mBERT per-
formed worse than monolingual models for lower-
resource languages. Furthermore, as Artetxe et al.
(2020) report, it is not only multilingual models
that can learn to generalize to unseen languages,
but monolingual models may also transfer at a lexi-
cal level and become compatible with mBERT or
even perform better. As far as we know, there re-
mains a paucity of research specifically looking
at the effects of contact and cognate source lan-
guages on the target performance in the context of
zero-shot and few-shot cross-lingual transfer from
a typological perspective. Also, working together
with the community is essential when developing
NLP technologies for endangered languages (Liu
et al., 2022; Zhang et al., 2022). Therefore, we
aim to bridge this gap by investigating how lever-
aging contact and cognate source languages affects
the performance of NLP models specifically for
Hamshentsnag and also by collaborating with the
Hemshin community and curating relevant linguis-
tic data for few-shot transfer.

Data Resources for Hamshentsnag

Endangered languages come with the cost of the
scarcity of data. We alleviated this problem by col-
lecting primary data from four native speakers of
the language, who agreed to participate in the data
collection process, and written informed consent
was obtained from all consultants.3 Our data col-
lection process was mostly in the form of a Q&A,
where the consultants were asked to translate the
prepared sentences. Additionally, the consultants
were asked to produce sentences about a specific
topic. As a second resource, we also utilized a
voluntary and nonprofit journal titled GOR4, that
aims to preserve the culture, the language, and the
history of the Hamshen people. We have benefited
from the open-source Hamshen stories that can be
found online, which were written in the target lan-
guage. Lastly, we have benefited from the work of
Yenigül (2021), which included in-depth interviews

3Data elicitation experiments received ethical approval.
4https://gordergi.blogspot.com
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with the Hamshen and personal narratives in the
target language.

Ultimately, these three approaches increased the
number of tokens in our dataset in the following
ways: the first approach was tailored towards giv-
ing us detailed and crucially more directed natu-
rally produced data, while the second and third ap-
proaches were aimed at being efficient with regards
to time management in augmenting our dataset, as
well as representing the Hamshentsnag language
as intended.

Text Normalization and Challenges in
Transliteration

The curated data (stored in a text document) were
normalized and standardized. The sentences col-
lected for the POS task were further reformatted
according to the CoNLL-U format. Because there
is no standardized spelling system for the target lan-
guage, we detected some orthographic inconsisten-
cies (due to speaker variation) and fixed them using
Regular Expressions (Regex) together with a re-
searcher who is a native speaker of Hamshentsnag.
Since it is spelled using the Latin alphabet, no
transliteration was needed.

Additionally, to test multilingual transfer effects,
we used Western Armenian (hyw) and Eastern Ar-
menian (hy) datasets. Using transliteration (i.e.,
the process of converting text from one writing sys-
tem to another based on phonetic correspondences)
and phonetic transcriptions are known to allevi-
ate cross-lingual transfer (Murikinati et al., 2020;
Bharadwaj et al., 2016). For this reason, since these
dialects use the Armenian script, we also prepared
versions of these datasets which were transliter-
ated into Latin using the transliterate5 pack-
age in Python. However, the transliteration out-
putted by the program significantly differed from
the spelling of Hamshentsnag in our corpus given
the phonological and orthographic differences be-
tween the dialects. Key issues included historical
orthographic discrepancies, phonemic variations
across dialects, positional allophones, and individ-
ual speaker idiosyncrasies. To address these and
align the transliteration of hyw and hy with the tar-
get hyh, we developed dynamic context-sensitive
rules using Regex (see Table 2) by relying on the
linguistic judgments and having community valida-
tion from our native speaker consultants.

5https://pypi.org/project/transliterate

Experimentation

Models The sequence labeling experiments (POS
and NER) were implemented using the Flair frame-
work (Akbik et al., 2019). For this task, Google’s
multilingual BERT (mBERT) (Devlin et al., 2019)
and BERTurk (Schweter, 2020) (both of which are
cased) were fine-tuned with different training sets,
resulting in 9 experiments for POS, and 7 experi-
ments for NER (16 in total) for each model (mm-
BERT and BERTurk).

mBERT is a multilingual encoder-only model
that shares the same architecture with BERT (De-
vlin et al., 2019) and was trained on 104 differ-
ent languages. Since hyh has close contact with
tr as illustrated in Figure 1, we also decided to
test BERTurk (Schweter, 2020), which is another
BERT model trained on a large corpus of Turk-
ish. We also considered XLM-R (Conneau et al.,
2020a) but our preliminary experiments showed
it underperformed, so we focused on mBERT and
BERTurk.

For the fine-tuning, we used the AdamW opti-
mizer with 0.01 weight decay, a learning rate of
5e-5, and a batch size of 32 for a maximum of 15
epochs with early stopping (patience = 5). All ex-
periments were conducted on Google Colab using
a Tesla T4 GPU.

POS Data For the POS task, the training datasets
include four different languages, as can be seen
in Table 3. Our own Hamshentsnag (hyh) dataset
for POS, described in detail in Section 1, has 373
sentences for the train set, 153 sentences for the
development set, and 153 sentences for the test
set, all of which were annotated for UPOS by
the authors along with native speaker consultants.
While the train and development sets come from
the same resources (speaker elicitation and open-
source Hemshin stories), the test set contains sen-
tences from a different domain (personal experi-
ence narratives and dialogues).

The UPOS training data for other higher-
resource languages were obtained from Univer-
sal Dependency (UD) Treebank datasets. These
include Western Armenian (hyw), Eastern or Stan-
dard Armenian (hy), and Turkish (tr) to investigate
how language contact and cognateness (i.e., typo-
logical similarity) contribute to possible multilin-
gual transfer effects. We also trained the model
with English (en) to test the effect of a high-
resource language with no contact and little typo-
logical similarity. All testing was conducted only
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Armenian Ch. transliterate Our Transliteration IPA Transcription

է, ե† ē, e† e, ye† /E/, /je/†

ու ow u /u/
ը ë ğ /@/
շ š ş /S/
չ č ç /tS/
ժ ž j /Z/
ղ ġ ğ /K/
ռ ṙ r /r/ or /R/‡

ջ ǰ c/ç /dZ/ or /tS/‡

ո ò vo† or o /vo/† or /O/
և ew yev† or ev /jev/† or /ev/
ձ j c or ts /

>
dz/ or /

>
ts/‡

ւ w v /v/

Table 2: Transliteration of the Armenian Script
† only word-initially

‡ in HYW

on the target language (Hamshentsnag or hyh).

Dataset # Sents. # Tokens

hyh (ours) 373 2,394
hyw (Yavrumyan et al., 2017) ∼5,000 ∼73,000
hy (Yavrumyan et al., 2017) ∼2,000 ∼34,000
tr (Türk et al., 2022) ∼10,000 ∼120,000
en (Silveira et al., 2014) ∼13,000 ∼216,000

Table 3: POS Datasets Used for Training

NER Data We report three languages for the
NER task (Table 4). Our own hyh developing NER
corpus includes a small set of 143 sentences for
the training set (all annotated for PERSON (N = 88)
and LOCATION (N = 93) entities by the authors
under native speaker consultation, consistent with
the BIO annotation scheme. Due to the scarcity of
open-source data and limitations in linguistic elici-
tation in Hamshentsnag, other entity types (such as
ORGANIZATION) occurred very sparsely and thus
were not annotated. Other 46 sentences were cu-
rated for the development set, and 115 sentences
for the test set (with 109 PER and 58 LOC enti-
ties). Like the POS experiment, while the training
and development sets in NER came from similar
domains and sources (sentences elicited through
native speakers and open-source online stories), the
test set exclusively included sentences from a dif-
ferent domain and source (personal narrative and
dialogues). The NER training set included three
higher-resource languages: hy, tr and en, all of
which had more than 150K tokens, compared to
our own hyh corpus with 2K tokens. hyw dialect
was excluded from NER experiments due to the
non-availability of data for this task. Like the previ-

ous task, all the testing was done only on the target
Hamshentsnag.

Dataset # Sents. # Tokens

hyh (ours) 143 1785
hy (Yavrumyan, 2024) ∼1,000 ∼150,000
tr (Tür et al., 2003) ∼20,000 ∼450,000
en (Sang and Meulder, 2003) ∼15,000 ∼200,000

Table 4: NER Datasets Used for Training

The descriptions of the model and source combi-
nations for both POS and NER tasks can be found
in Table 5.

Experiment Results

POS Each of the 18 models (9 mBERT, 9
BERTurk) were fine-tuned and tested on the target
UPOS tags in the test set three times and we report
the mean macro-averaged precision, recall, and F1
scores obtained from these experiments. Table 6
illustrates the results for the mBERT models. Zero-
shot models (with only hyw, hy, tr, and en), we can
see that English as a non-contact and non-cognate
language performed worse, followed by Turkish
(as a substrate or contact-only source). The cog-
nate varieties Eastern and Western Armenian had
the best performance. The baseline F1 achieved by
the model trained only on our low-resource cor-
pus (mBERThyh) was 0.63, which could be im-
proved when other contact or cognate languages
were added to the training data up to 0.68. The
combination of hyh and hyw resulted in the highest
recall (0.70). However, the model trained with both
the target and English did not show transfer effects.

The BERTurk models exhibited similar trends in
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Model Description Train Language

mBERT/BERTURKHYH mBERT/BERTURK fine-tuned only with our own small corpus
reported in this study

Target

mBERT/BERTURKHYW
† mBERT/BERTURK fine-tuned only with the

UD_Western_Armenian-ArmTDP Treebank for POS
CCS

mBERT/BERTURKTR mBERT/BERTURK fine-tuned only with the UD_Turkish-
BOUN Treebank for POS and MilliyetNER dataset for NER

SS

mBERT/BERTURKHY mBERT/BERTURK fine-tuned only with the UD_Armenian-
ArmTDP Treebank for POS and ArmTDP-NER dataset for
NER

ACS

mBERT/BERTURKEN mBERT/BERTURK fine-tuned only with the UD_English-EWT
for POS and English CoNLL-2003 dataset for NER

NCS

mBERT/BERTURKhyh+HYW
† mBERT/BERTURK fine-tuned with both our hyh corpus and

hyw dataset only for POS
Target + CCS

mBERT/BERTURKhyh+TR mBERT/BERTURK fine-tuned with both our hyh corpus and tr
datasets for POS and NER

Target + SS

mBERT/BERTURKhyh+HY mBERT/BERTURK fine-tuned with both our hyh corpus and hy
datasets for POS and NER

Target + ACS

mBERT/BERTURKhyh+EN mBERT/BERTURK fine-tuned with both our hyh corpus and en
datasets for POS and NER

Target + NCS

Table 5: Model Descriptions and Dataset Types Used in the Training Set. CCS: Contact Cognate Source, SS:
Substrate Source, ACS: Ancestral Cognate Source, and NCS:Non-Cognate Source.
† These models are only for the POS task since there is no available NER data for hyw.

Model Precision Recall F1

mBERTHYH 0.64 0.65 0.63
mBERTHYW 0.45 0.37 0.38
mBERTTR 0.34 0.27 0.27
mBERTHY 0.47 0.35 0.38
mBERTEN 0.22 0.22 0.19
mBERTHYH+HYW 0.67 0.70 0.67
mBERTHYH+TR 0.67 0.66 0.66
mBERTHYH+HY 0.69 0.69 0.68
mBERTHYH+EN 0.67 0.61 0.63

Table 6: mBERT Results on hyh Test Set for POS

POS tagging to the mBERT models, with cognate
languages demonstrating superior performance
compared to non-cognate languages (Table 7).
The baseline model, BERTURKHYH, achieved an F1
score of 0.64, which is comparable to the mBERT
baseline. When combined with other languages,
the BERTurk models showed improvements, with
BERTURKhyh+HYW and BERTURKhyh+TR achieving the
highest F1 scores of 0.68. Notably, BERTURKhyh+TR
also attained the highest precision (0.70), while
BERTURKhyh+HYW achieved the highest recall (0.70).
However, similar to the mBERT results, the model
trained with English (BERTURKhyh+EN) showed the
least improvement, with an F1 score of 0.60.

NER As in the first experiment, each of the
16 models (8 mBERT, 8 BERTurk) were tested
on target NER annotations. The baseline model,

Model Precision Recall F1

BERTURKHYH 0.67 0.66 0.64
BERTURKHYW 0.43 0.38 0.38
BERTURKTR 0.30 0.28 0.26
BERTURKHY 0.45 0.34 0.36
BERTURKEN 0.21 0.22 0.18
BERTURKhyh+HYW 0.67 0.70 0.68
BERTURKhyh+TR 0.70 0.69 0.68
BERTURKhyh+HY 0.67 0.67 0.65
BERTURKhyh+EN 0.63 0.59 0.60

Table 7: BERTurk Results on hyh Test Set for POS

mBERThyh, achieved an F1 score of 0.52 (Table 8).
Among the zero-shot models, Turkish (mBERTTR)
achieved the highest precision (0.67) but suffered
from low recall (0.31), resulting in a F1 score of
0.35. The model trained on English (mBERTEN)
performed the worst, with an F1 score of 0.31.
When combined with other languages, the mBERT
models showed notable improvements: Specifi-
cally, mBERThyh+TR achieved the best performance,
with an F1 score of 0.60. In contrast, the model
trained with English (mBERThyh+EN) showed limited
improvement, achieving an F1 score of 0.47, which
is lower than the baseline.

The BERTurk models, on the other hand, demon-
strated stronger performance for NER, with the
baseline model (BERTURKhyh) achieving an F1
score of 0.57, outperforming its mBERT counter-
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Model Precision Recall F1

mBERThyh 0.57 0.48 0.52
mBERTTR 0.67 0.31 0.35
mBERTHY 0.54 0.33 0.41
mBERTEN 0.46 0.25 0.31
mBERThyh+TR 0.79 0.51 0.60
mBERThyh+HY 0.65 0.45 0.52
mBERThyh+EN 0.58 0.41 0.47

Table 8: mBERT Results on hyh Test Set for NER

part (Table 9). Among zero-shot models, Turk-
ish (BERTURKTR) performed better than English,
though both fell short of the baseline. Com-
bining the target language with other languages
yielded improvements, with BERTURKhyh+TR achiev-
ing the highest F1 score of 0.64. Adding Armenian
(BERTURKhyh+HY) also showed competitive results,
while English (BERTURKhyh+EN) did not improve the
baseline scores.

Taken together, our findings show that leverag-
ing typologically related or contact languages en-
hanced model performance in sequence tagging for
hyh. Cognate varieties (hyw, hy) improved POS
tagging by 8% F1, while substrate language (tr)
boosted NER by 15% F1. We also observed that
BERTurk consistently outperformed mBERT on
NER but not in POS. This result perhaps could be
attributed to the substrate influence of tr, which
shares lexical and cultural overlap with the target.
In contrast, POS tagging might depend more on
structural cues, where cognate varieties like hy
and hyw (more so possibly due to an additional
historical contact with the target) perform better
due to their syntactic and morphological conver-
gence with the target language. Overall, both ex-
periments highlight the importance of task-specific
language selection for cross-lingual transfer in truly
low-resource NLP.

Model Precision Recall F1

BERTURKhyh 0.74 0.49 0.57
BERTURKTR 0.49 0.43 0.46
BERTURKHY 0.61 0.38 0.48
BERTURKEN 0.57 0.33 0.40
BERTURKhyh+TR 0.77 0.54 0.64
BERTURKhyh+HY 0.74 0.53 0.62
BERTURKhyh+EN 0.60 0.55 0.57

Table 9: BERTurk Results on hyh Test Set for NER

Effects of Script and Transliteration We also
experimented with the impact of script and pho-
netic transliteration on model performance, fo-

cusing specifically on BERTurk. For POS tag-
ging, Eastern (Standard) Armenian using the Ar-
menian script achieved a macro-averaged F1 score
of 0.31. When transliterated to Latin using the
transliterate package in Python, the F1 score
improved to 0.33. Further improvement was ob-
served with our custom transliteration alignment
method, which achieved an F1 score of 0.36, as
reported earlier. Similarly, for NER, the Arme-
nian script yielded an F1 score of 0.41, while Latin
transliteration using the transliterate package
improved the score to 0.46. Our transliteration
alignment method achieved the highest F1 score of
0.48. These results demonstrate that script conver-
sion and phonetic alignment enhance model perfor-
mance, particularly for languages with non-Latin
scripts, aligning well with Muller et al. (2021).

Conclusion

This study explored zero-shot and few-shot
cross-lingual transfer for part-of-speech (POS)
and named entity recognition (NER) tagging in
Hamshentsnag, a truly low-resource and endan-
gered language. By leveraging contact and cognate
source languages (Western Armenian, Eastern Ar-
menian, and Turkish), we demonstrated that typo-
logically similar languages significantly improve
model performance in sequence tagging tasks. Our
experiments revealed that cognate languages, par-
ticularly Western Armenian, enhanced POS tag-
ging performance, while Turkish, as a substrate
language, transferred most in NER. Additionally,
BERTurk outperformed mBERT in NER tasks,
likely due to the lexical and cultural overlap be-
tween Turkish and Hamshentsnag. Overall, these
findings underscore the importance of selecting
task-specific source languages for cross-lingual
transfer, especially in low-resource settings. Fur-
thermore, our work highlights the value of com-
munity collaboration and phonetic transliteration
in improving model performance for endangered
languages, offering a pathway for future research
in under-resourced NLP.
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Limitations

This study has several limitations that warrant con-
sideration: (i) the dataset for Hamshentsnag re-
mains small due to the lack of open-source on-
line resources and due to working with a relatively
small number of language consultants, which in-
evitably leads to a rather restricted amount of data
collection process. This may limit the generaliz-
ability of our findings. In addition, (ii) our prelim-
inary hyh dataset at this stage includes sentences
from similar domains (mostly stories, personal ex-
periences, and dialogues) and lacks other domains,
which might reduce transferability. Furthermore,
(iii) the reliance on transliteration for Armenian
scripts introduced potential inconsistencies, de-
spite our efforts to align transliterations with native
speaker input. Finally, (iv) while BERTurk showed
promise, its performance may not extend to other
low-resource languages without similar substrate
influences since it is a monolingual model.
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