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Abstract

The Big Five personality model (OCEAN:
Openness to Experience, Conscientiousness,
Extraversion, Agreeableness & Neuroticism)
has been a cornerstone in psychology (Mc-
Crae and John, 1992), offering robust cross-
cultural validity for understanding personality
traits. Traditionally, these dimensions are de-
rived from factor analyses of self-assessment
questionnaires, where participants were asked
to rank themselves on adjective scales. The
present study explores a novel approach by us-
ing word embeddings to represent adjectives
associated with the Big Five as vectors in a
multi-dimensional space. Using a pre-trained
Word2Vec model, we mapped 100 adjectives
onto a high-dimensional vector space. After
dimensionality reduction and clustering with
PCA and K-means, results successfully recre-
ated the Big Five dimensions. Our method
demonstrates potential for expanding person-
ality analysis to other fields of study such as
literary studies or on historical data where self-
assessment approaches are not applicable and
possibly uncovering new insights into person-
ality research.

1 Introduction

The Big Five personality model, encompass-
ing Openness to Experience, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism
(OCEAN), is widely regarded as one of the most ro-
bust and cross-culturally valid frameworks to inves-
tigate personality traits in experimental psychology
research (McCrae and John, 1992; Goldberg, 1993).
Traditionally, these dimensions are derived from
factor analyses of self-assessment questionnaires,
where participants are asked to rank themselves
on adjective scales (Goldberg, 1992) or phrase-
based statements (McCrae and John, 1992) (see
also John et al. (1999) for a historical overview).
Adjective-based studies stem from the lexical hy-
pothesis, which posits that the most significant per-

sonality traits are encoded in natural language (All-
port and Odbert, 1936). Moreover, there also exist
covariation patterns, i.e. people that tend to rate
themselves as high on adjectives like happy would
also rate themselves as high on social. Using these
patterns of covariation, the results of these adjec-
tive questionnaires were then correlated using an
exploratory factor analysis leading to the cluster-
ing of the given five factors (cf. Goldberg (1992)).
While these methods have yielded consistent re-
sults, they rely heavily on subjective reporting and
assume linear relationships between traits (John
et al., 1999).

In recent years, word embeddings have been
shown to capture semantic and relational properties
of language (Mikolov et al., 2013). We apply word
embeddings to explore their potential for modeling
psychological constructs like personality traits.

In this paper, our aim is to model the Big Five di-
mensions using adjective word embeddings, which
code adjectives as vectors in a multi-dimensional
space. This allows for clustering and visualiza-
tion of relationships between traits without reliance
on self-reported data, which may sometimes be
skewed by errors of the participants’ subjective
perception, also referred to as the introspection il-
lusion by Pronin and Kugler (2007). By applying
Principal Component Analysis (PCA) and cluster-
ing (with K-means), we aim to recreate the Big
Five dimensions and evaluate their representation
within the embedding space. The motivation be-
hind this study is the idea that the investigation of
personality traits could be expanded to other scenar-
ios where self-assessment questionnaires cannot be
applied as in the case of characters in novels or his-
torical correspondences between individuals. Also,
given that word embeddings, by their nature, en-
code relationships between words as vectors in a
multi-dimensional space, we get to see how adjec-
tives cluster into traits and how closely related they
are to one another. This is particularly valuable
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since the vast majority of studies usually exclu-
sively rely on exploratory or confirmatory factor
analyses (EFA, CFA) as their primary evaluation
methods for the Big Five clusterings, which do not
naturally lend themselves to such visualizations.
Here, our research question is whether there is a
significant difference between the number and the
clustering of the Big Five personality dimensions
when applying a word embeddings approach in-
stead of a factor analysis.

Results show that we can replicate findings,
which gives value to the traditional approach and
validity to applying a word embedding approach
on scenarios beyond self-assessment based ones.
Thus, the word embedding approach provides a
scalable alternative for analyzing language in the
view of personality traits.

2 The Big Five Personality Model

2.1 Background

Tupes and Christal (1961) achieved a breakthrough
in personality research by creating a robust and
generalizable model of personality traits. Through
eight experiments analyzing intercorrelation matri-
ces, they identified the Big Five dimensions: Ex-
traversion, Agreeableness, Conscientiousness, Neu-
roticism, and Openness to Experience. Because
their research was intended to improve personnel
management and performance within the military,
they had access to a relatively controlled set of par-
ticipants. Although controlled, their study included
diverse participants (from assessment programs,
military training, airmen, undergraduate and grad-
uate students) with varying levels of familiarity
with the Air Force (days to several years) and a
wide range of raters (from novices in psychology
to trained and seasoned clinical psychologists and
psychiatrists), ensuring broad applicability of the
findings. Traits were rated in bipolar pairs (e.g.,
extroverted vs. introverted), aiming to capture the
full spectrum of personality dimensions.

Building on this, Goldberg (1992) refined the
Big Five framework by formalizing a concise set
of unambiguous English-language adjectives to
represent the five dimensions. The goal was to
find exactly such a set of adjectives that was both
rather small but at the same time produced the
Big Five factor clustering as uniformly as possi-
ble. Through a series of four studies, Goldberg
(1992) demonstrated that unipolar adjective scales
(e.g., friendly rather than friendly vs. unfriendly)

produced clearer and more robust factor structures
than bipolar scales, which were used previously.
His efforts culminated in a list of 100 unipolar ad-
jectives that consistently reproduced the Big Five
dimensions across diverse datasets.

DeYoung et al. (2007) further expanded the un-
derstanding of the Big Five by identifying two cor-
related subdimensions (or aspects) within each do-
main, supported by biological and genetic evidence.
Their studies validated the Big Five Aspect Scales
(BFAS) and found significant genetic correlations
for these subdimensions using genetic factors from
a previous study by Jang et al. (2002) and correlat-
ing them with each of the 10 aspects, highlighting
the complexity and nuanced structure of the Big
Five traits. These findings supplied further evi-
dence for the hypothesis that the Big Five dimen-
sions of personality and their 10 aspects developed
from both environmental and genetic factors.

2.2 The Big Five dimensions
Human personality might very well be far too com-
plex for a five-factor model to sufficiently and ex-
haustively encompass its entire scope and complex-
ity. Despite that, the Big Five Model is the closest
approximation that personality scientists were ever
able to come up with in order to objectively mea-
sure and categorize significant trait dimensions. A
relevant fact to point out beforehand is that these di-
mensions are not mutually exclusive and that they
are individually measured on scales of 1 to 100.
This allows for many interesting combinations of
traits such as people who are very high in positive
emotion and negative emotion, simultaneously.

Openness to Experience is subdivided into Open-
ness and Intellect relating to two important aspects
of this dimension which are aesthetics (interest in
beauty) and ideas (interest in truth), respectively
(DeYoung et al., 2007; Johnson, 1994). In general,
people in this dimension were described by high
degree of intellectual capacity, enjoying aesthetic
impressions, having wide interests, and having un-
usual, unconventional thought (McCrae and John,
1992, 198), i.e. they experience the need for va-
riety, novelty, and change and can be described
with adjectives such as artistic, curious, imagina-
tive, insightful, and original (McCrae and John,
1992, 179).

Conscientiousness is characterized by a high
sense of diligence and dutifulness and governed
by conscience, with people being thorough, neat,
well-organized, diligent, and achievement-oriented
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(McCrae and John, 1992, 197) as well as efficient,
planful, reliable, and responsible (McCrae and
John, 1992, 178). It encompasses both proactive
aspects, such as the need for achievement and com-
mitment to work, and inhibitive aspects, such as
moral scrupulousness and cautiousness (DeYoung
et al., 2007, 881). It splits into the two aspects
of Industriousness and Orderliness, i.e. industri-
ous people being keen to carry out their plans, fin-
ish what they start, get things done quickly and
knowing what they are doing, and orderly people
who besides liking order also keep things tidy, and
like to follow a schedule (DeYoung et al., 2007,
888). Adjectives used to describe this dimension of
personality are for example systematic, thorough,
meticulous, analytical, efficient and orderly.

Extraversion is characterized by agency or dom-
inance and sociability. DeYoung et al. (2007) sug-
gest two aspects of Extraversion: Assertiveness and
Enthusiasm. While Assertiveness relates to taking
charge of things, having a strong personality, know-
ing how to captivate others, and seeing oneself as a
good leader, Enthusiasm relates to easily making
friends, showing feelings when happy, and having
fun (DeYoung et al., 2007, 888). People with the
Extraversion trait can be described by adjectives
such as active, assertive, energetic, enthusiastic,
outgoing and talkative (McCrae and John, 1992,
178).

Agreeableness is the dimension that captures
how likely people are to quite literally agree or
disagree with other people. People at the higher
end of this dimension have characteristics such as
altruism, nurturance, caring, and emotional support
(Digman, 1990, 422). It is subdivided into the as-
pects Compassion and Politeness. While for Com-
passion people indicate to feel others emotions and
inquire about others’ well-being as well as sympa-
thize with others’ feelings, i.e. generally taking an
interest in other people’s lives, Politeness is related
to respecting authority and avoiding to seem pushy,
imposing one’s will on others or taking advantage
of others (DeYoung et al., 2007, 887). Adjectives
used within this dimension are appreciative, for-
giving, generous, kind, sympathetic and trusting
(McCrae and John, 1992, 178).

Neuroticism is related to experiencing distress
with recurrent nervous tension, depression, frus-
tration, guilt, and self-consiousness often associ-
ated with irrational thinking, low self-esteem, and
poor control of impulses and cravings (McCrae and
John, 1992, 195). This dimension is subcategorized

into the aspects Volatility and Withdrawal. While
Volatility relates to getting upset or angry easily
and change moods a lot, Withdrawal denotes be-
ing filled with doubts about things, feeling easily
threatened, worrying about things and being easily
discouraged (DeYoung et al., 2007, 887). Adjec-
tives used for this personality type are anxious,
self-pitying, tense, touchy, unstable, and worrying
(McCrae and John, 1992, 179).

2.3 Previous work and Contribution
Research on personality traits using textual data
spans a range of approaches and several recent
studies have demonstrated the potential of compu-
tational methods in this domain.

Pizzolli and Strapparava (2019) applied person-
ality trait recognition to theater scripts, focusing
on specific utterances within dialogues. Using su-
pervised learning models, such as Support Vector
Machines and Random Forests, based on bag-of-
words and linguistic features they classify charac-
ters based on the Big Five personality traits. Re-
cently, Tiuleneva et al. (2024) have published a
novel textual dataset of fiction characters’ utter-
ances based on the characters’ gender and Big Five
personality traits. They were able to show that
imagined personae mirror language categories of
real people, but did so in a more expressive manner.
While effective for analyzing fictional characters,
this method is tailored to a specific genre and has to
rely heavily on manually annotated datasets, with
limits in the generalizability across diverse textual
domains.

Similarly, Carducci et al. (2018) used super-
vised learning to predict Big Five traits from Twit-
ter data, emphasizing real-world social media lan-
guage. This approach successfully demonstrated
the applicability of personality trait analysis in
short, informal texts but required labeled data and
focused primarily on individual-level predictions.

Several recent studies have applied word embed-
dings to personality analysis, though their objec-
tives and methods differ from our work.

Kazameini et al. (2020) developed a model com-
bining BERT-derived contextualized embeddings
with psycholinguistic features, utilizing a Bagged
Support Vector Machine (SVM) classifier to predict
Big Five personality traits from text. Other studies
have examined the biases embedded in word repre-
sentations. For example, Agarwal et al. (2019) ex-
plored implicit biases in word embeddings related
to personality stereotypes. While this research high-
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lighted the biases embedded in pre-trained models,
it did not use these embeddings to explore or map
personality traits in textual corpora.

Multi-modal approaches, such as Ouarka et al.
(2024), combine text, audio, and visual data using
advanced deep learning architectures to predict per-
sonality traits. These methods achieve impressive
results in multi-modal settings but require exten-
sive computational resources, which limits their
accessibility for humanities researchers working
with text-only corpora.

Lastly, Siddique et al. (2019) developed Global-
Trait, a multilingual embedding-based model for
aligning personality traits across languages. While
this approach addressed multilingual settings, it
did not explore the semantic relationships within
monolingual corpora or their application to cultural
and historical analyses.

A systematic review by Ahmad et al. (2020) pro-
vides a broad overview of both supervised and un-
supervised methods for personality classification
from text, emphasizing their application to struc-
tured and labeled datasets. Although comprehen-
sive, the review highlighted the need for flexible,
exploratory methods suitable for domains where
labeled data may not exist.

Our study differs from the above approaches and
presents a first step in meeting these needs in that
it applies an unsupervised methodology to explore
the semantic relationships among adjectives asso-
ciated with the Big Five personality traits. By em-
ploying clustering techniques and Principal Com-
ponent Analysis (PCA) on pre-trained word embed-
dings, we uncover latent structures without relying
on labeled datasets. Unlike supervised models,
which primarily aim to predict personality traits,
our approach focuses on mapping their semantic
organization. This allows for exploratory analyses
that are particularly beneficial in digital humani-
ties, historical linguistics, and cross-cultural stud-
ies, where labeled data is often unavailable. An-
other key distinction is that supervised approaches
necessitate extensive labeled datasets, which are
resource-intensive to compile and may not exist for
all languages or contexts. Our method circumvents
this limitation, aiming for scalability and applicabil-
ity across diverse textual sources without the need
for manual annotation. This makes it especially
useful for studying personality traits in corpora
where traditional survey-based approaches cannot
be applied.

Furthermore, our methodology focuses on se-

mantic relationships among adjectives and empha-
sizes visualization, making the relationships be-
tween traits and adjectives intuitively accessible
for interdisciplinary collaboration within and be-
yond the humanities. While we present a first step
towards an exploratory framework of personality
traits for texts, a long-term aim would be to pro-
vide humanities researchers with a scalable and
interpretable tool to uncover semantic patterns in
text, bridging computational linguistics and cul-
tural analysis.

3 Methods

To analyze whether the original personality dimen-
sions would emerge using the word embeddings
model, a list of 100 adjectives is compiled. This list
includes both the original adjectives from Tupes
and Christal (1961) and newly selected adjectives,
with 20 adjectives allocated to each of the five per-
sonality dimensions (10 for each of the two aspects;
see Section 2.2). The original studies often used
bipolar adjective scales (i.e., unconventional vs.
conventional, silent vs. talkative), which may work
well for methods relying on the number of partic-
ipants in questionnaire-based experiments rather
than the frequency of the items. However, since
our approach relies on word-embedding modeling,
where the frequency of adjectives matters, we need
a more diverse and balanced selection of adjectives.
To ensure comprehensive coverage of the dimen-
sions, half of the adjectives are drawn from the
original study, while the other half is generated us-
ing the Large Language Model ChatGPT-4o, after
briefing it to compile 50 additional Big Five ad-
jectives, evenly distributed across the 10 aspects
of the Big Five dimensions. This design choice
was aimed to enhance diversity of the adjective list
and ensure a broad representation of the personality
dimensions in the model since the authors in the
original often used the previously mentioned bipo-
lar adjectives (e.g., supervised vs. unsupervised),
which differed only in their polarity but not their
semantic content (see Appendix A for the list of
adjectives and Appendix B for the prompt used to
generate adjectives).

The word embeddings are calculated using a pre-
trained Word2Vec model (Google-News-300) ac-
cessed via the gensim Python library. The Google-
News-300 model was chosen for its extensive train-
ing on a large and diverse corpus, ensuring broad
coverage of personality-descriptive terms. Addi-
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tionally, pre-trained embeddings offer a scalable
and computationally efficient alternative to training
embeddings from scratch. Each of the 100 adjec-
tives corresponding to the Big Five dimensions is
encoded into 300-dimensional vector representa-
tions.1 These embeddings are converted into a data
frame for easier manipulation.

A principal component analysis (PCA), imple-
mented with scikit-learn, reduced the data to a visu-
alizable three-dimension space, capturing the most
significant variance in the 300-dimensional word
embedding space. The first three components were
selected as they represented the most meaningful
structure in the data while balancing interpretabil-
ity and dimensionality reduction. While alternative
dimensionality reduction techniques like t-SNE or
UMAP could have been used, PCA was selected
for its ability to maintain global structure and pro-
vide interpretable linear projections, which are criti-
cal for analyzing relationships between personality
traits. PCA was complemented with a K-means
clustering. Similarly, K-means clustering was cho-
sen for its efficiency and simplicity in identifying
distinct groups in high-dimensional spaces. Un-
like supervised methods, which require annotated
datasets and focus on prediction, our unsupervised
approach is better suited to uncover latent semantic
patterns in unlabeled data.

To determine the optimal number of natural clus-
ters and assess clustering quality, rather than rely-
ing on the assumption of having five clusters as in
the Big Five, we conducted a silhouette analysis
using the scikit-learn library again before creating a
K-means clustering of the embeddings. The results
in Figure 1 reveal that five clusters provided the
highest average silhouette score, which supports
the hypothesis that the Big Five dimensions are
reflected in the embeddings. We then used a 3D-
visualization of the five clusters to represent results.
The selection of three components follows common
practice in high-dimensional semantic space anal-
ysis, where the goal is to retain as much meaning-
ful structure as possible while avoiding overfitting
to noise. Although additional components could
capture residual variance, the first three already
provide a robust and interpretable organization of
personality-related words.2

1This specific model was chosen due to its generalizability
and popularity. In future work we want to apply different
models with even higher numbers of dimensions to compare
the clusterings.

2In a first attempt at a visualization, the PCA was used

Figure 1: Silhouette analysis indicating five clusters

To test for significant differences between the
dimensions, a one-way ANOVA is performed in
Python using spyder for each of the three PCA
dimensions.

4 Results on Big Five from Word
embeddings

Results of the adjective clustering based on the
Word2Vec embeddings are shown in Figure 2 in
a three dimensional space. Considering the adjec-
tives in each cluster, they in fact group themselves
into the established Big Five personality dimen-
sions with only a few rare outliers at the edges,
which can be expected given that the Big Five are
rather heterogeneous dimensions.

In the following, we are going to give a detailed
description of the insights that can be deduced
from this type of visualizations. We then move
on with a statistical analysis of the findings apply-
ing ANOVA. Finally, we consider the contributions
of personality aspects to the principal component
analysis.

4.1 Trends of personality clusters in the 3D
PCA space

Starting from the top left-hand side, the blue dots
represent the Conscientiousness dimension, which
subsumes the aspects of Orderliness and Industri-
ousness with adjectives such as thorough, orderly,
efficient. Continuing on the same plane to the right-
hand side, we can see the yellow dots representing

to reduce the data to a 2D-model. While this visualization
already showed a clear clustering of the adjectives into the
original Big Five traits, it was far too cluttered to make out
many of the individual adjectives and it lacked the depth of
a third dimension to better distinguish between a lot of the
positions of the traits and the adjectives within them. For these
reasons, we opted to visualize a 3D version of the clustering.
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Figure 2: Adjective clustering based on Word2Vec embeddings (3D PCA) indicating Big Five dimensions (blue
Conscientiousness, yellow Neuroticism, light green Extraversion, dark green Agreeableness, purple Openness to Experience)

the Neuroticism dimension, subsuming Volatility
and Withdrawal with adjectives such as dominant,
nervous, vulnerable. Venturing downward and to
the left again, the Extraversion dimension, which
subsumes the aspects of Enthusiasm and Assertive-
ness is represented by the light green dots with,
e.g., curious, impulsive, vivacious. Continuing fur-
ther to the left and slightly to the front, we can
observe the dimension of Agreeableness through
the dark green dots, which represents Compassion
and Politeness with adjectives such as tactful, com-
passionate, caring. Lastly, moving even further
to the left and slightly upward, the Openness to
Experience dimension, representing Openness and
Intellect, manifests itself through the purple dots
with adjectives such as experimental, intelligent,
creative.

Figure 2 clearly shows a separation between the
negative emotion dimension Neuroticism (yellow)
on the right and all of the others. Furthermore,
there is a major overlap between the dimensions of

Extraversion and Agreeableness in the middle of
the plot (green colors). Another visible disconnect
can be seen between Conscientiousness (blue) and
Openness to Experience (purple) on PC3. Upon
closer inspection, we can also see a few outliers on
the edges of some of the dimensions. For Conscien-
tiousness, systematic and thorough are positioned
far higher on the y-axis than most items in the clus-
ter. As for Neuroticism, irritable is way off on PC2
and PC3, arguably being positioned proximally
closer to the edge of the Extraversion dimension
than the Neuroticism cluster. Concerning Extraver-
sion itself, the distribution of the adjectives is rather
spread out, with vivacious and playful being the
only arguable outliers further outside on PC1. The
only proper outlier in the Agreeableness dimension
is thoughtful on the very left-hand side of PC2. In
the Openness dimension, we can see innovative as
an outlier higher up on PC3.
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4.2 Statistical assessment of the validity of the
clusters

Table 1 shows the means and standard deviations of
the three PCAs for each of the 10 aspects of the Big
Five dimensions (e.g., Agreeableness_Compassion,
Agreeableness_Politeness, etc.). To quantitatively
assess the validity of the clustering results, we con-
ducted a one-way ANOVA for each of the three
principal components (PC1, PC2, PC3). The anal-
ysis tested whether the mean values of each prin-
cipal component significantly differed across the
clusters derived from the K-means algorithm. The
results showed strong statistical significance for all
three dimensions (PC1: F=17.2629, p < 0.0001;
PC2: F=26.2739 p < 0.0001; PC3: F=11.8351,
p < 0.0001), indicating that the clusters are well-
separated in PCA space and that the trait-associated
adjectives form distinct groups.

4.3 Contribution of personality aspects to
PCA

Figures 3 to 5 show the contribution of aspects
to the principal components, which allow us to
further inspect how clusters separate from each
other. The contributions are visualized as positive
and negative values, indicating potential alignment
or opposition of each aspect with the correspond-
ing PC. PC1 (see Figure 3) shows to have posi-
tive contributions from both aspects of Agreeable-
ness and negative contributions from both Neu-
roticism aspects. This component captures op-
position between positive and negative emotional
traits, consistent with previous work (Costa and
McCrae, 1992). PC2 (see Figure 4) has positive
contributions from Neuroticism_Withdrawal and
Agreeableness-Politeness and negative contribu-
tions from Openness to Experience and Consci-
entiousness_Orderliness.PC3 (see Figure 5) has
positive contributions from Conscientiousness and
negative ones from Extraversion (Enthusiasm) and
Openness to Experience, distinguishing structured
and orderly traits against spontaneity and enthusi-
asm.

These findings suggest that the Word2Vec em-
beddings successfully capture the semantic relation-
ships between personality aspects, with the three
principal components providing a structured and
interpretable representation of the main variance
in personality-related word meanings. The prin-
cipal components appear to reflect interpretable
dimensions that align with the psychological con-

structs of the Big Five dimensions. The visualiza-
tion of contributions offers insights into the clus-
tering structure and validates the embeddings’ ca-
pacity to model personality traits on the basis of
adjectives.

Figure 3: Aspects contribution to PC1

Figure 4: Aspects contribution to PC2

Figure 5: Aspects contribution to PC3

5 Summary and Conclusion

The focus of this study was to explore the relation-
ships among adjectives associated with the Big Five
personality traits in textual corpora. Since tradi-
tional supervised methods require labeled datasets,
which are often unavailable for historical or literary
texts, we opted for unsupervised methods. Using
a pre-trained word embeddings model (Google-
News-300), the Big Five dimensions and their 10
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Table 1: Means and standard deviations of the top three principal components (PC1, PC2, PC3) for word2vec
embeddings of Big Five personality aspects. Higher or lower mean values indicate stronger alignment of words
in each aspect with the respective principal component, while the standard deviation reflects the variability in this
alignment. This provides insight into how different personality traits are structured in semantic space and how
consistently their associated words cluster together.

Big Five Aspect PC1 (Mean ± Std) PC2 (Mean ± Std) PC3 (Mean ± Std)

Agreeableness_Compassion 0.4679 ± 0.5114 0.2617 ± 0.3207 -0.1338 ± 0.3117
Agreeableness_Politeness 1.0900 ± 0.6036 0.6824 ± 0.4126 0.3596 ± 0.3142
Conscientiousness_Industriousness 0.1805 ± 0.4555 -0.3677 ± 0.3391 0.5918 ± 0.5711
Conscientiousness_Orderliness 0.0346 ± 0.3865 -0.6832 ± 0.2815 0.6544 ± 0.3697
Extraversion_Assertiveness -0.2526 ± 0.4429 -0.0583 ± 0.4122 0.1563 ± 0.4776
Extraversion_Enthusiasm 0.2065 ± 0.1998 0.1453 ± 0.2456 -0.7446 ± 0.3690
Neuroticism_Volatility -0.8064 ± 0.4568 0.6265 ± 0.4731 -0.3629 ± 0.4888
Neuroticism_Withdrawal -1.0067 ± 0.3205 0.7759 ± 0.2196 0.3006 ± 0.3019
Openness_Experience -0.1412 ± 0.4316 -0.8940 ± 0.4150 -0.5901 ± 0.4175
Openness_Intellect 0.2526 ± 0.4899 -0.4391 ± 0.3241 -0.0996 ± 0.5237

aspects were successfully recreated and visualized
in a 3D vector space. A principal component analy-
sis (PCA) and K-means clustering were employed
to analyze and visualize the relationships among
personality-descriptive adjectives. Clustering and
PCA enable exploratory analysis, allowing us to
uncover latent patterns and relationships in the data
without pre-existing labels. Quantitative evalua-
tion through a one-way ANOVA demonstrated sta-
tistically significant results for all of three PCA
dimensions. These findings suggest that the princi-
pal components reflect interpretable psychological
dimensions, mostly consistent with traditional per-
sonality research (Goldberg, 1992; McCrae and
John, 1992).

Word embeddings enable the identification of
semantic patterns that are not easily captured by
static mappings of adjectives to personality traits.
For instance, adjectives such as spirited and warm
– related to the aspects Enthusiasm (Extraversion)
and Compassion (Agreeableness) – cluster closely,
reflecting their shared semantic connotations. Sim-
ilarly, moody (low Extraversion) and irritable
(Volatility aspect of Neuroticism) are proximate,
highlighting overlapping associations with mood
variability.

This study demonstrated that word embeddings
can effectively capture the semantic structure of
the Big Five personality traits, with clustering and
PCA revealing meaningful relationships between
adjectives. While it is expected that these adjectives
would group according to their original psychome-
tric categories, our findings provide an unsuper-

vised validation of personality trait associations as
they emerge from naturally occurring language use
rather than self-assessment data. This approach
highlights the potential for exploring personality
traits in corpora where traditional survey methods
are not applicable, such as historical texts, literary
works, or social discourse.

The approach offers potential for exploring per-
sonality traits in a range of humanities contexts,
such as character analysis in literature, trait evolu-
tion, and comparative analyses across texts.

6 Future Directions and Applications

In future work we want to validate these findings
by comparing results with randomly sampled ad-
jectives to ensure that clustering is not an artifact
of the preselected lists.

We also aim to expand the list of personality-
descriptive adjectives to include a broader and more
comprehensive set of terms. This would allow to
inspect if one should move towards enhancing the
granularity of trait analysis and whether this might
provide richer insights into personality dimensions.
A larger, more inclusive list could also mitigate bi-
ases in current adjective sets, which may not fully
capture the diversity of language use across differ-
ent contexts. For example, applying an expanded
adjective list to literary texts could reveal nuanced
personality profiles of characters.

Calculating embeddings directly from domain-
specific textual corpora, rather than relying solely
on pre-trained models like Google-News-300,
would allow for a more accurate and context-
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sensitive analysis. This might allow to explore the
portrayal of personality traits across genres (e.g.,
literature, political rhetoric, historical correspon-
dence) or time periods. For example, word em-
beddings can be used to trace diachronic semantic
shifts, revealing how adjectives like noble or am-
bitious have changed in meaning over centuries.
Such analyses align with prior work on semantic
change (Hamilton et al., 2016; Dubossarsky et al.,
2017) and provide insights into broader cultural
and societal transformations. For instance, a di-
achronic study comparing political speeches from
different eras could highlight shifts in the use of ad-
jectives associated with traits like Confidence (Ex-
traversion) or Conscientiousness, reflecting chang-
ing norms in political communication. Or embed-
dings derived from historical correspondence, such
as letters exchanged between suffragettes, might
reveal how rhetorical styles evolved during mo-
ments of activism. Traits like Politeness (Agree-
ableness) and Assertiveness (Extraversion) could
be mapped to demonstrate how individuals adapted
their language to align with social norms or achieve
persuasive goals. Also, it would be interesting
investigating how linguistic means besides adjec-
tives might correlate with personality traits (see,
e.g., Degaetano-Ortlieb et al. (2021) on registerial
adaptation vs innovation across linguistic levels
for women of the 18th century during periods of
cultural transformation).

Considering visualization, future work could
also focus on visualizing how personality traits
evolve over time within narratives or rhetorical con-
texts. Segmenting texts temporally allows for the
tracking of shifts in personality descriptors, pro-
viding dynamic insights into the development of
traits. For example, analyzing political speeches
segmented by key events could uncover shifts
in rhetorical strategies. Traits like Compassion
(Agreeableness) may dominate during times of na-
tional crisis, while Assertiveness (Extraversion)
might be more prominent in competitive electoral
campaigns. Such visualizations would offer a com-
pelling view of how traits fluctuate in response to
external pressures.

7 Limitations

Despite its advantages, the application of word em-
beddings has certain limitations. Adjectives with
context-dependent meanings may pose challenges,
as static embeddings lack the ability to account for

sentence-level nuances. For instance, the word re-
served might align with Introversion in one context
but with Conscientiousness in another. While word
embeddings capture general semantic relationships
effectively, they may fail to handle such variability
with precision. Contextualized embeddings, such
as those produced by BERT, could address this
limitation by incorporating sentence-level context,
but their computational demands are significantly
higher. While limitations such as the inability to
capture contextual nuance remain, this first attempt
can offer a substantial improvement over static
adjective-to-trait mapping, bringing quantitative
rigor to the study of personality traits in text. Fu-
ture work integrating contextual embeddings may
further enhance the capacity to analyze complex
and nuanced textual data.
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A List of Adjectives used for Big Five
Dimensions and Aspects

Openness Openness to Experience: imaginative,
creative, original, artistic, inventive, innovative,
curious, insightful, visionary, experimental
Intellect: intelligent, intellectual, clever, analytical,
philosophical, reflective, rational, knowledgeable,
thoughtful, brainy

Conscientiousness Orderliness: organized, neat,
tidy, systematic, meticulous, precise, methodical,
orderly, well-organized, structured
Industriousness: efficient, hardworking, diligent,
responsible, reliable, productive, persevering,
ambitious, thorough, goal-oriented

Extraversion Enthusiasm: energetic, enthusias-
tic, lively, cheerful, spirited, vivacious, fun-loving,
joyful, playful, exuberant
Assertiveness: assertive, bold, confident, dominant,
forceful, outspoken, persuasive, self-assured,
determined, decisive

Agreeableness Compassion: compassionate,
kind, caring, warm, gentle, empathetic, altruistic,
supportive, nurturing, loving
Politeness: polite, courteous, respectful, con-
siderate, tactful, gracious, well-mannered, civil,
deferential, humble
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Neuroticism Volatility: temperamental, moody,
irritable, touchy, unstable, impulsive, excitable,
fickle, changeable, fluctuating
Withdrawal: anxious, fearful, nervous, insecure,
self-conscious, worrying, pessimistic, vulnerable,
tense, timid

B Prompt to Generate Adjectives

I am conducting a study about the Big Five per-
sonality model, where I want to use word embed-
dings instead of the traditional factor analyses to
display the clustering of the personality dimensions.
I extracted 50 adjectives from Tupes and Christal
(1961), out of which 5 adjectives were extracted for
each of the 10 aspects of the Big Five dimensions.
You will compile 50 additional Big Five adjectives
that are also evenly distributed across the 10 as-
pects of the Big Five so that we will end up with a
list of 100 adjectives in total.
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