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Abstract
Historical magazines are a valuable resource
for understanding the past, offering insights
into everyday life, culture, and evolving social
attitudes. They often feature diverse layouts
and genres. Short stories, guides, announce-
ments, and promotions can all appear side by
side on the same page. Without grouping these
documents by genre, term counts and topic
models may lead to incorrect interpretations.
This study takes a step towards addressing this
issue by focusing on genre classification within
a digitized collection of European medical mag-
azines in Swedish and German. We explore
two scenarios: 1) leveraging the available web
genre datasets for zero-shot genre prediction,
2) semi-supervised learning over the few-shot
setup. This paper offers the first experimen-
tal insights in this direction. We find that 1)
with a custom genre scheme tailored to his-
torical dataset characteristics it is possible to
effectively utilize categories from web genre
datasets for cross-domain and cross-lingual
zero-shot prediction, 2) semi-supervised train-
ing gives considerable advantages over few-
shot for all models, particularly for the histor-
ical multilingual BERT. The models and code
are available on GitHub1.

1 Introduction

Quantitative processing of digitized archives re-
ferred to as "distant reading" helps historians in
conducting large-scale analysis and categorization
of their data (Moretti, 2000). However, it is of
utmost importance to develop methods that can
contribute to reliable interpretations (Da, 2019).
This paper proposes genre2 classification to im-
prove reliability of distant reading interpretations
for visually- and information-rich materials, such
as historical magazines.

1https://github.com/veraDanilova/
genre-classification-LaTeCH-CLFL2025

2We use the definition of genre as a class of documents
that share a communicative purpose (Kessler et al., 1997)

The ActDisease3 Dataset is an extensive private
collection currently being digitized as part of an
ongoing project on the modern history of Euro-
pean medicine. It consists of medical magazines
issued by ten European patient organizations in
four languages (Swedish, German, French, and En-
glish) throughout the 20th century. Each magazine
had a different publication frequency, resulting in
a varying number of issues per year and featuring
diverse page formats and visually complex layouts.
Within the same page, these magazines often com-
bine texts that carry different communicative pur-
poses, such as personal narratives, advertisements,
instructions, short stories, etc. Failing to group
these texts hinders the accurate interpretation of
term counts and topic models across historical pe-
riods, as results may be skewed toward the most
frequent genres.

Moreover, grouping by genre enriches histor-
ical interpretations by providing a broader view
of evolving communicative strategies over time
(Broersma, 2010) and allowing for more fine-
grained analyses of term distributions and topic
models. In the historical research, these text groups
are referred to as "epistemic genres" and have been
recognized as a valuable conceptual tool for ex-
ploring cross-cultural history of medicine (Pomata,
2014; Hanson, 2022). Their use is linked to the
development of knowledge communities, such as
patient organizations in our case.

Due to scarcity of annotated data for our dataset,
this paper explores the effectiveness of zero-shot
learning using publicly available datasets annotated
with web genres and registers, and assesses the
mapping of the existing categories to our custom
ones. We also investigate the impact of few-shot
learning, comparing the standard approach with
a semi-supervised method that incorporates prior

3ActDisease project (ERC-2021-STG 10104099):
http://actdisease.org
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fine-tuning on the full dataset to leverage broad
knowledge and task-specific adaptation. Addition-
ally, we compare the performance of models pre-
trained on modern versus historical data in classi-
fying genres within historical materials.

The paper is organized as follows. Section 2
discusses work on genre classification for histor-
ical materials, as well as the recent advances in
genre classification with LLMs. Section 3 provides
definitions for genre categories. Section 4 gives de-
tails on the datasets used for zero-shot and few-shot
experiments. Section 5 outlines the experimental
setup: models and types of experiments. Section 6
discusses the results, and Section 7 concludes the
paper.

2 Related Work

The application of classical machine learning (ML)
methods to genre extraction from historical newspa-
pers has been discussed in (Broersma and Harbers,
2018). Rather than proposing a specific algorith-
mic solution, the authors focus on the challenges of
defining and annotating genres in historical news-
papers, as well as the difficulties in transparently
evaluating and comparing different algorithms.

While automatic genre classification for histori-
cal sources remains relatively unexplored, there is
extensive research on automatic identification of
web genres and registers (Kuzman and Ljubešić,
2023). The state-of-the-art textual genre classifier
is a version of XLM-Roberta (Conneau et al., 2020)
fine-tuned on a combination of web genre datasets
with extensive genre category coverage (Kuzman
et al., 2023).

We extend this work by comparing the per-
formance of three multilingual encoders - XLM-
Roberta, mBERT (Devlin et al., 2019) and histori-
cal mBERT (Schweter et al., 2022) - for zero-shot
and few-shot genre classification of multilingual
historical magazines.

3 Genre Categories

A set of genre categories was defined under the
supervision of the main historian of the project
who specializes in patient organizations. Academic
reports about academic research or explains com-
plex scientific ideas in an accessible way (research
article, report or popular science article). Adminis-
trative reports about the activities or operations of
the patient organizations (meeting minutes, finan-
cial reports, annual reports, editorial information,

official correspondence and petitions, announce-
ments). Advertisement promotes products or ser-
vices with intent to sell them (promotion, adver-
tisement). Guide provides advice or instructions
for step-by-step implementation to achieve a cer-
tain goal or solve a problem related to health, legal
issues or other (dietary advice, physical exercise
instructions, recipe, procedural instructions, appli-
cation guidelines). Fiction aims to entertain the
reader, gives reading pleasure, engages the reader
emotionally (poems, short stories, humor, myths,
novel, novellas). Legal explains or informs about
terms and conditions (contract, rules, amendment,
general terms and conditions). News informs or
reports about updates on recent events and impor-
tant developments (daily news). Nonfiction prose
(nf_prose) narrates about events or experiences
from personal life or represents a description of
cultural phenomena or history (historical narrative,
auto(biography), memoire, travel note, personal
letter, opinion essay, cultural article, documentary
prose). QA is text structured in a question-answer
format, for example questions from members and
answers from medical professionals.

4 Datasets

For zero-shot prediction, we take advantage of
the publicly available datasets used in the previ-
ous work for automatic genre identification (AGI)
(Kuzman et al., 2023) and the investigation of
cross-lingual genre transfer in dependency parsing
(Danilova and Stymne, 2023).

The entire ActDisease Dataset is used to fine-
tune the models for masked language modeling
(MLM) in the semi-supervised few-shot scenario.
A portion of it is annotated for the experiments.

4.1 AGI Datasets

Corpus of Online Registers of English (CORE)
(Egbert et al., 2015) is a large dataset containing
around 50k documents manually annotated with
web registers. It uses a two-level label hierarchy: 8
main registers and 47 subregisters. Subregisters are
fine-grained and are well-suitable for mapping to
our categories. The mapping is discussed in detail
in the next subsection that describes the historical
dataset. Multilingual register corpora in Swedish,
Finnish and French (Repo et al., 2021) are anno-
tated only with the main registers and we leverage
them for mapping only partially.

Functional Text Dimensions (FTD) is a dataset
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Historical CORE UDM FTD

academic research article (RA) academic academic (A14)
administrative - parliament -
advertisement advertisement (AD), description with intent to sale (DS) - commercial (A12)
guide how-to (HT), recipe (RE), other how-to/instructional

(OH), how-to instructional (HI)
guide instruct (A7)

fiction poem (PO), short story (SS) fiction fictive (A4),
poetic (A19)

legal legal terms and conditions (LT) legal legal (A9)
news news report / blog (NE) news reporting (A8)
nonfiction_prose personal blog (PB), opinion blog (OB), travel blog (TB),

historical article (HA), magazine article (MA)
nonfiction prose,
blog

personal (A11),
argumentative (A1)

QA question/answer forum (QA), advice (AV) QA

Table 1: Mapping of genre categories between the AGI datasets and the ActDisease Dataset

DATA G B instances tokens

CORE + 2 28.5K 7.5M
CORE + 1 33.7K 8.7M
CORE - 1 33.6K 8.7M
CORE - 2 25.8K 6.7M
FTD + 2 3.8K 1.0M
FTD - 1 7.0K 1.7M
FTD + 1 3.8K 1.0M
FTD - 2 7.0K 1.7M
UDM - 1 5.0K 1.0M
UDM + 1 1.4K 0.3M
UDM + 2 1.3K 0.3M
UDM - 2 5.0K 1.0M
merged + 1 40.2K 10.4M
merged + 2 24.2K 6.3M
merged - 2 40.1K 9.7M
merged - 1 55.6K 13.8M

Table 2: Training data configurations for the AGI
datasets. [B2] means balanced by two levels: our label
and original dataset labels. [B1] means balancing by
our labels only. [G+] means the filtering by language
family is performed and only Germanic languages are
present in the dataset. [G-] is for the case when all
language families are included in the dataset

of document-level annotations of web genres
(Sharoff, 2021; Lepekhin and Sharoff, 2022). We
use the available data for two languages: English
and Russian. Documents belonging to multiple
labels or annotated as “unsuitable” are discarded.
The final dataset includes 1686 English and 1693
Russian documents labeled with 10 categories.

UD-MULTIGENRE (UDM) is a subset of Uni-
versal Dependencies (UD) in 38 languages en-
riched with genre annotations on sentence level
(Danilova and Stymne, 2023). It uses 17 genre
categories based on the original treebank-level UD
labels and contains 657.4k sentences (11M tokens)
in total.

X-GENRE dataset is a combination of English

DATA language family instances tokens

CORE gem 3.9K 1041.1K
FTD gem, sla 700 174.8K
UDM gem, roa, sla, urj 720 156.9K
merged gem, roa, sla, urj 4.6K 1084.4K

Table 3: Test data for intra-dataset evaluation of the
classifiers. In the language family column, we use ISO
codes of languages families: gem - Germanic, roa -
Romance, sla - Slavic, urj - Uralic

CORE, English FTD and Slovene Ginco (Kuzman
et al., 2023). Since there already exists a model
for genre classification fine-tuned on this dataset,
we use it as a baseline for zero-shot prediction on
comparable categories.

Genre Category Mapping. To map the cate-
gories of the datasets to genres of our historical
dataset, two annotators independently reviewed the
guidelines of each dataset and assigned the most
suitable categories to our genre labels. The cate-
gories on which the annotators agree are grouped
under the corresponding genres. The final mapping
is presented in Table 1.

Dataset sampling configurations. We investi-
gate two aspects of the training data: language se-
lection and data balancing. For language selection,
we consider two scenarios: training on the entire
set of available languages and training exclusively
on Germanic languages. In terms of data balancing,
we implement two strategies. The first involves
balancing the data at two levels: our genre labels
and the corresponding AGI labels. This ensures
that all AGI subcategories are equally represented.
The second strategy focuses on balancing only by
our genre labels, using downsampling to reduce
the size of the largest genres. The configurations
are shown in Table 2. Merged signifies that, for
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Figure 1: An example from the annotated subset of "Diabetiker Journal"

each genre, we aggregate the available data from
all datasets.

Each model is fine-tuned on all the configura-
tions resulting in 48 fine-tuned models. A random
10% portion of each training set with stratification
by label is used for validation. For an intra-dataset
evaluation of the models, we use a test set described
in Table 3. This test set is shared by all configura-
tions within the same dataset type (CORE, FTD,
UDM, merged). Pre-processing of the data includes
removal of web addresses, emails, XML-tags, and
emoji.

4.2 ActDisease Dataset

The ActDisease Dataset is a private dataset cur-
rently undergoing digitization (Aangenendt et al.,
2024). At this stage, the digitization process is
completed for two languages, Swedish and Ger-
man, and partially completed for French. In this
paper, we focus on the magazines issued in German
and Swedish. German data covers the 1875–1990
period and Swedish data—1938–1990. The dataset
contains 64863 issues with a total size of 112M
tokens.

Preprocessing for annotation. The dataset is
initially represented as the XML output of the Opti-
cal Character Recognition (OCR) engine ABBYY
Finereader 144 for each page. To facilitate the an-
notation process, we use the following procedure to
extract continuous text fragments under each title
in each issue.

For each recognized paragraph, font attribute
patterns of its lines (size, font type, font size, bold,
italic) are collected from the OCR output. Con-
sequent lines with the font attribute pattern are
merged into paragraphs and paragraphs contain-
ing only non-words are dropped. Content pages are
identified using regex and the titles are collected.

Each issue’s paragraphs are represented as a se-
quence of font sizes attributes and are clustered us-

4https://www.abbyy.com/company/news/
abbyy-finereader-14-pdf-solution/

ing GaussianHMM, which is a well-known method
in speech pattern recognition (Bilmes, 2008). Clus-
ters corresponding to titles are identified using
fuzzy string matching: MinHash locality sensitive
hashing (Broder, 1997) and TheFuzz5, a tool based
on the Levenstein distance. The cluster that follows
the title cluster and contains the longest sequence
of uniform font attribute patterns is consider to be
part of text under this title. It is added to the dataset
with year, volume, issue number and title as de-
scriptors. The clusters that precede or follow this
text cluster are added with the same title if they
contain the same font attribute pattern.

Annotation. Annotation files (Numbers spread-
sheets) are produced for two periodicals: the
Swedish "Diabetes" and the German "Diabetiker
Journal". To increase variation in content, we se-
lect the first and mid-year issues in each year. An
example of annotations for several translated para-
graphs from the "Diabetiker Journal" are shown in
Figure 1. The annotation was performed by 4 his-
torians and 2 computational linguists either native
or proficient in Swedish and German. At least 2
annotations were collected for each paragraph. The
average kappa agreement is 0.7. The final dataset
includes only those paragraphs, for which at least
two annotators agree.

Sampling Strategy. The annotated dataset is
divided into a training set (1182 paragraphs) and
a held-out set (552 paragraphs), with stratification
based on labels. The distribution of paragraphs
across languages and genres in these sets is illus-
trated in Figures 2 and 3.

For few-shot experiments, models are trained on
six different training set sizes: 100, 200, 300, 400,
500, and 1182 instances. The subsets are randomly
sampled from the training set, ensuring each is bal-
anced by label. The held-out set is further divided
into a validation set and a test set, each contain-
ing an equal number of instances and preserving
label balance. The legal and news categories are

5https://github.com/seatgeek/thefuzz
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Figure 2: Genre distribution in languages in the
training sample of the ActDisease Dataset

Figure 3: Genre distribution in languages in the held-
out sample of the ActDisease Dataset

excluded from these experiments due to insufficient
training data.

For zero-shot experiments, the entire test set is
used as the test set.

5 Experimental Setup

The main goal of this study is to identify the opti-
mal training dataset configurations and fine-tuning
strategies for aligning with the annotated genre
labels. We explore two scenarios: zero-shot predic-
tion, where models predict genres using existing
web genre datasets without seeing the target data,
and few-shot vs. semi-supervised few-shot train-
ing. In the semi-supervised scenario, we examine if
pre-training the models for MLM on the entire Act-
Disease Dataset improves their few-shot prediction
performance.

5.1 Models

For fine-tuning, we utilize pre-trained base ver-
sions of mBERT, XLM-RoBERTa and historical
multilingual model hmBERT on the AGI datasets.
BERT-like models have been extensively used in
the previous work for web register and genre clas-
sification (Lepekhin and Sharoff, 2022; Kuzman
and Ljubešić, 2023; Laippala et al., 2023). XLM-
RoBERTa outperformed mBERT on the XNLI
benchmark (Conneau et al., 2020) and has recently
been successfully applied for web genre classifica-
tion in (Kuzman et al., 2023).

hmBERT is relevant for this work, since it is pre-
trained on a large corpus of historical newspapers.
The Swedish portion spans publications from 1900
to 1910, while the German dataset provides good
coverage of the 19th and 20th centuries.

mBERT is used for comparison with hmBERT
since both are based on BERT, while XLM-
RoBERTa is not directly comparable.

5.2 Zero-Shot Prediction

In historical NLP, in-domain training data is of-
ten unavailable. To address this, we fine-tune our
models on each out-of-domain AGI training dataset
configuration individually, as well as on a merged
version that combines all datasets. We begin by
evaluating the classifiers’ predictions on their re-
spective native test sets. Since we map the original
labels to our genre categories, this change in genre
representation is likely to affect the models’ infer-
ence.

Following this, we perform zero-shot prediction
on the ActDisease Dataset’s test set and compare
the results to a baseline. This scenario is cross-
lingual for the FTD and X-GENRE datasets be-
cause they lack German and Swedish instances.
For the UDM and CORE datasets, the scenario
is partially cross-lingual: UDM includes Swedish
instances in guide, fiction, and administrative cat-
egories, and German - in news; CORE contains a
small number of Swedish instances in the guide
category.

Baseline. We use the state-of-the-art classifier
of web genres - X-GENRE (Kuzman et al., 2023)
as a baseline. We consider the predictions on the
most similar labels that can be directly mapped to
ours: Instruction (mapped to: guide), Legal, News,
Promotion (advertisement), Prose/Lyrical (fiction).

5.3 Few-shot and semi-supervised training

In this experiment, we explore a scenario with
a limited number of annotated training examples.
We train the models on datasets of different sizes,
ranging from 100 examples up to the full training
dataset of 1182 paragraphs. The training is con-
ducted in two modes: with and without an initial
phase of MLM pre-training on the entire ActDis-
ease Dataset.
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FTD CORE UDM merged
ACC Macro-F1 ACC Macro-F1 ACC Macro-F1 ACC Macro-F1

hmBERT 0.66 0.68 0.75 0.75 0.68 0.69 0.67 0.68
mBERT 0.88 0.88 0.76 0.77 0.82 0.83 0.80 0.79
XLM-RoBERTa 0.91 0.91 0.78 0.78 0.82 0.83 0.83 0.83

Table 4: Intra-dataset evaluation of the classifiers. Average scores over the models trained on different dataset
configurations.

QA academic administrative advertisement fiction guide legal news nf_prose

X-GENRE - - - 0.69 0.39 0.59 0.66 0.08 -

FT
D

hmBERT - 0.37 - 0.56 0.43 0.33 0.9 0.38 0.47
mBERT - 0.61 - 0.62 0.40 0.47 0.82 0.34 0.54
XLM-RoBERTa - 0.57 - 0.74 0.49 0.57 0.89 0.28 0.56

C
O

R
E hmBERT 0.1 0.45 - 0.07 0.41 0.23 0.80 0 0.20

mBERT 0.18 0.48 - 0.10 0.32 0.26 0.80 0 0.34
XLM-RoBERTa 0.35 0.50 - 0.11 0.46 0.30 0.84 0.07 0.33

U
D

M

hmBERT 0.1 0.04 0.43 - 0.27 0.26 0.09 0.01 0.03
mBERT 0.16 0.25 0.25 - 0.17 0.29 0.16 0.04 0.01
XLM-RoBERTa 0.53 0.21 0.30 - 0.30 0.31 0.14 0.05 0.08

m
er

ge
d hmBERT 0.10 0.18 0.24 0.22 0.36 0.18 0.19 0.01 0.17

mBERT 0.05 0.15 0.18 0.23 0.19 0.17 0.21 0.02 0.09
XLM-RoBERTa 0.43 0.27 0.14 0.34 0.40 0.28 0.45 0.04 0.14

Table 5: Zero-shot per-category F1 scores averaged across dataset configurations. The highlighted values indicate
cases where the highest average F1 performance for a certain category does not result from systematic overprediction
of this category by the classifiers, as verified through our analysis of confusion matrices.

6 Results

6.1 Intra-Dataset Evaluation of the Classifiers

The evaluation of models fine-tuned on web genre
datasets is presented in Table 4, where they are as-
sessed against their corresponding native test sets.
The results are averaged across dataset configu-
rations. XLM-RoBERTa shows the best perfor-
mance across all datasets. For UDM, both XLM-
RoBERTa and mBERT greatly outperform hm-
BERT. hmBERT achieves the lowest scores on all
datasets, which is expected in view of the nature of
its historical training data. The best genre predic-
tion capacity is observed on the FTD dataset with
XLM-RoBERTa.

The scores of mBERT and XLM-RoBERTa on
the CORE dataset with our genre mapping are no-
ticeably lower than on other datasets. Moreover,
during fine-tuning, overfitting occurs earlier for
CORE (from the 3rd epoch on average) than for
UDM or FTD (from the 5th epoch on average).
This performance may indicate that our genre map-
ping for this dataset is inappropriate.

The results for the merged dataset are not sur-
prising in view of the performance of the CORE
dataset, since CORE instances dominate in the

merged training data. Similarly to CORE, over-
fitting occurs earlier for the models trained on the
merged dataset (from the 3rd epoch on average).

6.2 Zero-Shot Inference

Table 5 presents the zero-shot inference results (F1
scores) for various genres, averaged across differ-
ent dataset configurations. Since each AGI dataset
contains only a subset of the genres, it is not pos-
sible to directly compare the overall performance
metrics of the classifiers. Instead, we evaluate the
performance for each genre separately and analyze
the confusion matrices6 to mitigate potential biases.

In general, our analysis indicates that models
trained on the FTD dataset configurations perform
better with our genre mapping compared to mod-
els trained on other datasets. It also suggests that
merging datasets necessitates a different approach
to achieve optimal results.

Upon close examination of the results from mod-
els trained on the UDM dataset, we observe a
class-specific bias. Despite applying downsam-
pling, models trained on all dataset configurations
tend to overpredict the news category. The average

6Appendix C contains confusion matrices that showcase
the trends observed in zero-shot inference
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accuracy of these models remains below 0.5. The
proportion of news instances in the dataset configu-
rations is consistent with other downsampled cate-
gories like academic, fiction, and legal, averaging
around 15%. However, the news category includes
the highest number of Germanic instances, most of
which are in German, potentially explaining this
bias.

Interestingly, the administrative category, when
classified by hmBERT, is less affected by this bias
compared to other categories. Furthermore, hm-
BERT correctly predicts on average 25 out of 69 ad-
ministrative instances, outperforming mBERT (11)
and XLM-RoBERTa (14). A possible explanation
for this could involve two factors: 1) hmBERT’s
pre-training on historical newspapers, which exten-
sively used the report genre—characterized by near-
verbatim chronological documentation of meetings
and events (Bødker, 2020), and 2) textual similar-
ity between patient organization meeting records
and European parliamentary meeting minutes in
the UDM training set.

On a different note, XLM-RoBERTa shows su-
perior performance in the QA category, averaging
16 correct predictions out of 38 instances, while
mBERT and hmBERT achieve only 4 and 2 correct
predictions, respectively.

Classifiers trained on FTD and CORE show
strong performance in predicting the legal category
with no biases detected in our confusion matrix
analysis with respect to this category.

Table 6 illustrates the average impact of differ-
ent configuration options on fine-tuning for each
dataset. For the FTD dataset, additional balancing
based on the original labels or filtering by language
family does not enhance performance. Although
the CORE dataset is predominantly English, the
inclusion of a small number of Finnish and French
instances slightly diminishes its performance. For
the UDM dataset, the presence of other language
families and balancing generally improve perfor-
mance in terms of macro F1.

In summary, for cross-lingual zero-shot predic-
tion, training on the FTD dataset using our genre
mapping is more effective than training on CORE
or UDM, or using a pre-trained multilingual genre
classifier.

6.3 Few-Shot Inference
Fig 4 shows the trends in performance of the mod-
els on the multilingual historical test set after being
fine-tuned on training sets of various sizes. Further

configuration F1

FT
D

[ B 2 ] 0.51
[ B 1 ] 0.56
[ G + ] 0.52
[ G - ] 0.56

C
O

R
E

[ B 2 ] 0.32
[ B 1 ] 0.32
[ G + ] 0.32
[ G - ] 0.31

U
D

M

[ B 2 ] 0.19
[ B 1 ] 0.18
[ G + ] 0.14
[ G - ] 0.22

Table 6: Macro F1 scores of models trained on the
AGI datasets averaged by configuration settings. [B2]
means balanced by two levels: our label and original
dataset labels. [B1] means balancing by our labels
only. [G+] means the filtering by language family is
performed and only Germanic languages are present
in the dataset. [G-] is for the case when all language
families are included in the dataset

Figure 4: Performance of the models in a few-shot
setting with and without MLM fine-tuning.

pre-training with a MLM objective is clearly advan-
tageous. F1 keeps increasing with the number of
training instances but is still below 0.8 with 1182
training instances for all models. hmBERT-MLM
outperforms XLM-RoBERTa-MLM and mBERT-
MLM by a small margin. mBERT-MLM is very
close to hmBERT-MLM with dataset size 500.
For the dataset size of 400, a decline in perfor-
mance is observed for XLM-RoBERTa, XLM-
RoBERTa-MLM, and hmBERT-MLM. Particularly
for XLM-RoBERTa, fine-tuning on this dataset
portion greatly increases confusion between QA
and academic, advertisement and guide, as well as
nf_prose and fiction. For the models with MLM-
pretraining, the confusion is less pronounced. Fur-
ther investigation is needed to understand the un-
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MODEL XLMR XLMR-MLM hmBERT hmBERT-MLM mBERT mBERT-MLM
SIZE 500 1182 500 1182 500 1182 500 1182 500 1182 500 1182

QA 0.61 0.76 0.77 0.84 0.55 0.73 0.71 0.76 0.62 0.72 0.73 0.78
academic 0.63 0.81 0.75 0.81 0.62 0.76 0.70 0.78 0.75 0.77 0.77 0.81
administrative 0.78 0.84 0.79 0.84 0.70 0.82 0.77 0.86 0.82 0.82 0.80 0.86
advertisement 0.81 0.93 0.90 0.93 0.84 0.91 0.89 0.93 0.87 0.92 0.87 0.92
fiction 0.49 0.05 0.55 0.34 0.53 0.10 0.60 0.51 0.58 0.47 0.62 0.33
guide 0.67 0.76 0.73 0.79 0.52 0.58 0.64 0.72 0.68 0.68 0.67 0.79
nf_prose 0.30 0.72 0.42 0.77 0.42 0.74 0.62 0.80 0.51 0.75 0.53 0.78
accuracy 0.63 0.78 0.72 0.81 0.63 0.76 0.73 0.82 0.71 0.78 0.73 0.81
macro_F1 0.61 0.69 0.70 0.76 0.60 0.67 0.71 0.77 0.69 0.73 0.71 0.75

Table 7: Per-category F1 and overall metrics achieved by pre-trained models in a few-shot setting (with and without
MLM fine-tuning) for two dataset sizes: 500 and 1182 training instances.

Figure 5: XLM-Roberta-MLM classification results
with full-sized training dataset

derlying causes.
Table 7 provides further details on the label-wise

F1 scores for dataset sizes 500 and 1182 (light grey
columns). Although hmBERT outperforms other
models in terms of overall accuracy and F1 score,
label-wise F1 scores show that this is largely due to
stronger prediction of fiction and nonfiction prose
and a less drastic drop in fiction with the dataset
size increase.

An analysis of confusion matrices, such as the
one depicted in Figure 5 for XLM-Roberta-MLM,
reveals that nonfictional prose is frequently over-
predicted when the model is trained on the entire
training dataset. This overprediction indicates that
the fiction and nonfictional prose categories may
be becoming increasingly similar, causing greater
confusion for the classifiers and resulting in higher
misclassification rates.

In contrast, hmBERT-MLM exhibits a lower sus-
ceptibility to this confusion compared to other mod-
els, suggesting it is better at distinguishing between
these categories even as they become more similar.

Genre identification in this context is particu-

larly challenging because all genres are confined
to a specific domain: patient organizations’ maga-
zines focused on diabetes. This means that both fic-
tional and (auto)biographical narratives frequently
revolve around the experiences of diabetes patients,
and are likely to share themes and narrative struc-
tures.

Among the models not further pre-trained on
the ActDisease Dataset, mBERT achieves a sur-
prisingly strong macro F1 score compared to the
others.

Additional pre-training with a MLM objective
enhances the quality of the few-shot learning for the
three considered models. It results in considerable
gains: on average 18.5% across models trained on
all dataset sizes. The greatest average increase in
macro F1 is observed for hmBERT-MLM (24% as
opposed to 14.5% for mBERT-MLM and 16.9%
for XLM-RoBERTa). For XLM-RoBERTa and
hmBERT, the effect of over-fitting in the fiction
category with the full-size dataset becomes less
pronounced in the MLM-fine-tuned models. It is
not the case in the mBERT though.

7 Conclusions

In this work, we address an underexplored prob-
lem of genre classification for historical magazines.
First, we show that with a custom genre scheme
based on the dataset properties it is possible to
successfully leverage the categories available in
the modern datasets in cross-domain and cross-
lingual zero-shot prediction. Our analysis reveals
that models trained on the FTD dataset configura-
tions achieve better alignment with our genre map-
ping compared to those trained on other datasets.

Next, we highlight the advantages of few-shot
learning using a small set of annotated instances.
Even a limited annotated sample from the same
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data source greatly enhances genre classification
performance on our historical test dataset. Further-
more, we find that prior MLM fine-tuning substan-
tially improves few-shot learning across all models,
with particularly strong gains for historical multi-
lingual BERT.

For future work, we aim to expand annotation ef-
forts to include new genre categories and languages
(English and French). Once sufficient annotations
are available, we will also explore monolingual
few-shot experiments to compare the performance
of monolingual and multilingual large language
models on this task. In addition, we plan to inves-
tigate how linguistic similarities between training
and test genre data are related to the classification
performance.

8 Limitations

Our study acknowledges several limitations that
should be addressed in future research. While we
are actively working on expanding the dataset, the
size of our annotated dataset in these experiments
is relatively small, which may restrict the general-
izability and robustness of our findings. A larger
corpus would provide more comprehensive train-
ing data and potentially lead to more reliable model
performance.

Additionally, the annotated dataset exhibits some
degree of imbalance across different genres. This
imbalance could introduce biases during the train-
ing process, affecting the overall performance and
fairness of our models.

Moreover, due to the scarcity of annotated in-
stances for individual languages, we do not cover
the monolingual few-shot setup. It would involve
fine-tuning language-specific pre-trained models
for MLM and then performing few-shot training.
However, in this scenario, much less data would be
used for MLM-fine-tuning.

Lastly, our pre-processing for annotation extracts
mostly clean paragraphs with low OCR error rate.
In real-life cases, the paragraphs are often noisy
and suffer from poor OCR, especially in case of
unusual fonts or layouts. We plan to address this in
the future research.
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A Genre Annotation Guidelines

A.1 Genre Definitions

Academic reports about academic research or ex-
plains complex scientific ideas or discoveries in an
accessible way.

Author : medical professionals, researchers
Target audience : physicians, researchers, pa-

tients, or other readers of the periodical.
Features : 1) high density of specialist language

including domain-specific terms (e.g., "coronary
angiography") and research terms (e.g., "experi-
ment", "approach", "results", "method"); 2) refer-
ences to academic works; 3) factual, often imper-
sonal, narrative about an observation of a process
(experiment/treatment/chemical reactions) and its
outcomes.

Subgenres : academic article, academic report,
popular science article

Administrative reports about the activities or
discusses plans of the patient organization.

Author : directive authorities or members
Target audience : members, directive authorities

of another organization/authority, politicians
Features : 1) presence of named entities refer-

ring to the organization and its directive members;
2) terms such as "annual meeting", "financial re-
port", "association report", "association activities",
"association meeting"; 3) detailed chronological
reporting;

Subgenres : meeting minutes, financial reports,
annual reports, editorial information, official corre-
spondence and petitions, announcements

Advertisement promotion of products and ser-
vices with intent to sell them, e.g.: sweeteners,
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injectors, alcohol, yoga, courses for nurses, lotter-
ies. These texts aim to create awareness of brands,
products, services, and ideas, as well as to persuade
the public to respond in a certain way toward what
is advertised.

Subgenres : advertisement, promotion, invitation
Guide recommends, provides advice or instruc-

tions for step-by-step implementation to achieve a
certain goal or solve a problem related to health,
legal issues or other. It can be one step-action or
more.

Author : directive authorities, members of the
organization, medical doctors, dieticians, patients,
consultants

Target audience : members or other readers of
the periodical

Features : 1) imperative modality expressed
with auxiliary verbs such as "should", "must"; 2)
itemized lists of actions; 3) addresses the reader
in 2nd person plural; 4) chronological order; 5)
presence of expressions similar to "It is recom-
mended to"/"We recommend you to" or "It is ad-
visable"/"We advise you"

Subgenres : dietary advice, physical exercise
instructions, recipe, procedural instructions, appli-
cation guidelines

Fiction aims to entertain the reader, gives read-
ing pleasure, engages the reader emotionally.

Author : fiction authors
Target audience : members or other readers of

the periodical
Features : 1) presence of imaginary elements,

such as invented characters, events, worlds; 2)
dense use of creative language such as tropes; 3)
emotional engagement; 4) can include dialogue of
characters

Subgenres : poems, short stories, humor, myths,
novel, novella

Legal explains or informs about law.
Subgenres : contracts, terms and conditions
News report about recent events. Contains short

factual text announcing an event with no analysis
or literary narrative, not a long-read.

Subgenres : daily news reports
Nonfictional prose narrates/reports about

events/experiences from personal life or represents
a neutral description of cultural phenomena or
history.

Author : members of the organization, patients
Target audience : members or other readers of

the periodical

Features : 1) first-/third-person narrative; 2)
chronological perspective; 3) references to time; 4)
factual or opinion; 5) language is not rich in tropes;
6) informal or neutral language;

Subgenres : auto(biography), memoire, travel
note, personal letter, opinion essay, cultural article,
documentary prose

QA is text structured in a question-answer for-
mat, for example, questions from members and an-
swers from medical professionals. Most frequently
corresponds to the questions and answers section
of the magazine.

A.2 Criteria for Genre Assignment
We base the categorization on concepts shared by
these sources that closely align with the idea of
communicative purpose. Although communicative
purpose is itself a complex and multilayer concept,
it has often been considered a key characteristic
feature for genre identification and categorization.

We perform classification on the paragraph level.
Each paragraph is part of a column text under a
certain title. Title often indicates what type of text
all the underlying paragraphs belong to. E.g., the
“Våra lokalföreningar” will indicate that the follow-
ing text discusses organizational activities.

The annotator is given a table where each row
includes a paragraph with its identifiers (journal,
year, volume, issue number), the corresponding
title and empty genre category columns. The an-
notator should place his hard assignment (1) in the
corresponding column in front of each paragraph.

B Fine-tuning Settings

The following hyper-parameters were used in our
experiments for fine-tuning in the zero shot and
few-shot settings:
- Number of epochs: 10
- Learning rate: 1e – 5
- Batch size: 8
- Weight decay: 0
- Maximum sequence length: 512

Other settings are set to default values in the
Huggingface’s Trainer7.

For the MLM fine-tuning, we used the official
script run_mlm.py available in the transformers
GitHub8 with batch size equal to 8.

7https://huggingface.co/docs/transformers/
main_classes/trainer

8https://github.com/huggingface/transformers/
tree/main/examples/pytorch/language-modeling
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C Classifier Performance in Zero-Shot Evaluation

The following figures illustrate zero-shot performance of classifiers fine-tuned on existing datasets for web
genre and register classification when applied to our historical test dataset, as discussed in Section 6.2.

Figure 6: Classification results for hmBERT fine-
tuned on UDM (B2 G+). The classifier recognizes
43% of paragraphs in the administrative genre.

Figure 7: Classification results for XLM-RoBERTA
fine-tuned on UDM (B1 G-). The classifier recognizes
60% of paragraphs in the QA genre.

Figure 8: Classification results for hmBERT fine-
tuned on FTD (B1 G-). The classifier recognizes 100%
of paragraphs in the legal genre.

Figure 9: Classification results for XLMR-RoBERTA
on FTD (B1 G-). The classifier recognizes 88% of
paragraphs in the legal genre.

Figure 10: Classification results for XLM-Roberta
fine-tuned on CORE (B1 G+). The classifier recog-
nizes 97% of paragraphs in the legal genre.

Figure 11: Classification results for hmBERT fine-
tuned on CORE (B1 G+). The classifier recognizes
88% of paragraphs in the legal genre.
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