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Abstract
This paper explores the integration of voice-
controlled dialogue systems in narrative-driven
video games, addressing the limitations of exist-
ing approaches. We propose a hybrid interface
that allows players to freely paraphrase prede-
fined dialogue options, combining player ex-
pressiveness with narrative cohesion. The pro-
totype was developed in Unity, and a large lan-
guage model was used to map the transcribed
voice input to existing dialogue options. The
approach was evaluated in a user study (n=14)
that compared the hybrid interface to traditional
point-and-click methods. Results indicate that
the proposed interface enhances the player’s de-
gree of joy and perceived freedom while main-
taining narrative consistency. The findings pro-
vide insights into the design of scalable and en-
gaging voice-controlled systems for interactive
storytelling. Future research should focus on
reducing latency and refining language model
accuracy to further improve user experience
and immersion.

1 Introduction

Voice interaction in video games remains a niche
yet promising feature, especially as advances in
technology offer new possibilities for immersion
and interaction of the player. Traditional ap-
proaches to voice-controlled dialogues with Non-
Playable Characters (NPCs) in games generally
fall into two categories: reading out pre-written
dialogue lines or free speech input in AI-generated
dialogues. The former often limits player expres-
sion, while the latter can lack narrative consistency
and control. This paper aims to present a novel
approach that serves as a middle ground between
these two approaches, combining the flexibility of
player input with structured narrative cohesion.

The goal of this paper is to explore the implemen-
tation of a voice-controlled interface (VCI) that al-
lows players to freely phrase their responses while
still choosing from pre-defined dialogue options.

By evaluating this hybrid approach, we aim to de-
termine its impact on the player experience, par-
ticularly in the context of narrative-driven games.
Specifically, we address the following research
questions:

1. How does the use of a voice-controlled inter-
face impact the immersion and user experi-
ence in a game with a narrative focus?

2. Does the player using this VCI have a sense
of freedom given a restricted set of predefined
dialogue options?

3. To which degree of accuracy can the player’s
spoken responses be reliably mapped to a
given set of dialogue options?

The key contribution of this work lies in an ap-
proach to enable spoken interaction in a narrative-
driven game that balances player freedom with nar-
rative consistency. We present findings that high-
light the potential of this approach in enhancing
immersion and user satisfaction while maintaining
cohesive storytelling.

The remainder of the paper is structured as fol-
lows: Section 2 presents and discusses other ap-
proaches that include voice control into games and
discusses how our approach differs. Section 3 con-
tains the core concept of the voice-controlled dia-
logue system with a description of its realization
in Section 4. Sections 5, 6, and 7 present the user
study design, the results and their discussion.

2 Related Work

Voice control as a narrative device in video games
has gained significant attention for its poten-
tial to enhance player immersion (Allison et al.,
2020). Natural voice interactions are generally
well-received, as they enhance player flow and re-
duce identity dissonance (Carter et al., 2015). Play-
ers often mimic character voices (Allison et al.,
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2019; Osking and Doucette, 2019), deepening im-
mersion, though this can be challenging when
there are differences in player and character at-
tributes such as gender (Carter et al., 2015). Per-
sistent issues with voice interfaces include unnat-
ural interactions, difficulty recalling commands,
slower response times compared to button inputs
(Allison et al., 2019), and recognition failures
(Zargham et al., 2022). This section reviews no-
table approaches specifically for voice-controlled
dialogues with non-playable characters (NPCs).

One established approach is the use of read-out-
loud interfaces, where players speak predefined
dialogue lines to interact with NPCs (Osking and
Doucette, 2019)(Cuebit, 2018). Here, players can-
not freely phrase their voice input but are restricted
to the phrasing of the dialogue option they are
choosing. This method is reliable and can enhance
immersion by encouraging players to embody their
characters. For instance, Flowers for Dan dan (Os-
king and Doucette, 2019) used a read-out-loud in-
terface where players verbally selected dialogue op-
tions by reading the text of the dialogue option, re-
sulting in higher emotional engagement compared
to traditional point-and-click controls. Similarly,
the Dragonborn Speaks Naturally modification for
Skyrim (Cuebit, 2018) adopted this approach to cre-
ate more immersive player-NPC interactions with-
out the need for complex AI systems. The main
advantage of read-out-loud interfaces is their prac-
tical integration into existing games, as they rely on
predefined dialogue options and require minimal
changes to the game’s dialogue system. However,
the restrictive nature of reading out predefined dia-
logue lines may limit the player’s sense of agency,
reducing immersion over extended play sessions.

Dynamic dialogue generation represents another
approach, where NPC responses are generated in
real-time using AI techniques such as natural lan-
guage processing (NLP) or large language mod-
els (LLMs). This approach provides players with
greater freedom and more natural interactions by
allowing them to speak freely rather than selecting
from predefined options. For example, the game
Façade (Mateas and Stern, 2003), later modified by
Dow et al. (Dow et al., 2007), employed a "Wiz-
ard of Oz" technique to simulate natural speech
input. Building on top of its underlying AI sys-
tems—natural language processing, autonomous
character behaviour, and a drama manager—this
approach fostered dynamic and immersive conver-
sations. Fraser et al. (Fraser et al., 2018) ex-

tended this concept by incorporating sentiment
analysis to adapt NPC responses based on player
emotions, thereby enhancing engagement. Simi-
larly, Bot Colony (Joseph, 2019) and Vaudeville
(Bumblebee-Studios, 2023) utilized AI-driven dia-
logue systems to generate NPC responses. While
the use of LLMs in dialogues with NPCs, such as
those in Vaudeville, can create human-like dialogue
that enhances player engagement, they also present
challenges including hallucinations, inconsisten-
cies, and difficulty maintaining narrative coherence.
Fraser et al.’s (Fraser et al., 2018) sentiment-driven
approach demonstrated improvements in emotional
immersion; however, concerns regarding scalability
in larger game environments and negative player
reactions to AI-generated dialogue remain (Cox
and Ooi, 2024; Akoury et al., 2023).

Building on these existing methods, this paper
proposes a middle-ground solution that integrates
the strengths of both approaches. By allowing play-
ers to use free-form speech while mapping their
input to predefined dialogue options, our method
seeks to maintain immersion and deliver a natural
interactive experience without compromising nar-
rative control. This hybrid approach offers a more
scalable and robust solution for voice-controlled
dialogues in narrative-driven games by addressing
the challenges identified in earlier research.

3 Concept

The core of the proposed approach lies in a middle-
ground solution for integrating voice interaction in
narrative-focused video games. It combines pre-
defined dialogue options with the player’s ability
to paraphrase freely. To achieve this, players are
given predefined dialogue choices that contain very
concisely worded versions of the core messages.
However, instead of asking the players to read them
out loud, they are encouraged to paraphrase these
options in their own words. For example, an option
like "Ask for more information" can be expressed
as "Could you give me more details?". While in
some cases the participants nonetheless opted to
read the text as given or nearly so, others were more
creative in their formulations. Hence, a pre-defined
dialogue flow controls the overall dialogue while
users can speak freely and naturally.

The overall architecture of modelling the dia-
logue and processing new user input is shown in
Figure 1. New user input is first processed in the
Understanding component that utilizes a large lan-
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Figure 1: Overall dialogue architecture: an LLM is used
to map new user input to one of the user input options
defined by the dialogue flow.

guage model to map the user input to one of the
possible dialogue options. These options are part
of the pre-defined dialogue flow and represented
in textual form. The large language model is then
prompted to either map the user input to one of
the dialogue options given the previous system re-
sponse, or to map it to misunderstood.

Once the user input is mapped to one of the pre-
defined dialogue options, the dialogue progresses
to the next node of the pre-defined dialogue flow
which defines the system output along with a new
set of dialogue options as possible user inputs. The
new set of dialogue options is subsequently used
together with the following user input in the Un-
derstanding component.

Thus, this concept draws from read-out-loud in-
terfaces (Osking and Doucette, 2019) and dynamic
input methods (Fraser et al., 2018; Bumblebee-
Studios, 2023) alike. It allows player freedom
and the capability to maintain narrative control.
Unlike fully generative NPC responses, which of-
ten lack coherence, this approach relies on a struc-
tured dialogue graph to ensure consistency while
enabling natural voice interaction. Allowing play-
ers to phrase their responses freely is expected to
enhance immersion and engagement compared to
restrictive read-aloud interfaces.

4 Prototype Development

The proposed concept is realized in a prototype
implementation of a narrative-driven game. The

Figure 2: A screenshot of the tutorial-section of the
game. The two dialogue options, displayed in German
language, translate to "How do the flowers look like?"
and "Offer support".

prototype was built using Unity, chosen for its flexi-
bility and extensive library of assets. Unity handled
all game mechanics, visual elements, character in-
teractions, and user interface components. Custom
C# scripts managed core game interactions, such as
dialogue flow, NPC responses, and player controls.
The game environment and characters were created
using free Unity Asset Store resources, providing
a functional game world for voice interaction test-
ing. A screenshot of the game is shown in Figure
2. In the tutorial shown in the figure, the player is
instructed by an NPC to help search for flowers in
the forest by selecting one of two options of how
to respond.
Voice Interaction: Player speech input was cap-
tured in Unity and processed through the Whisper
AI service for transcription. Given that the lan-
guage model performed better with English input,
the transcribed German text was translated into En-
glish via the Google Cloud Translation API before
further processing.
Dialogue Management: A structured dialogue
graph, implemented with Unity’s internal tools and
custom C# scripts, served as the backbone for dia-
logue flow. Each node in this graph represented a
specific narrative point linked to predefined player
options. Player input was mapped to these options
using the Llama-2 13B language model, hosted
on an Nvidia A100 GPU. The model received a
prompt that included the transcribed and translated
response, the current NPC dialogue, and available
dialogue options. The model then returned the
option number that best matched the player’s in-
tent. Prompt engineering was applied by using
langchain to improve mapping accuracy and re-
duce latency. An excerpt of the system message is
shown in Figure 3.
User Interface: Developed within Unity, the user
interface displayed available dialogue options and
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Figure 3: An excerpt of the system message used in the few-shot prompting. The system message includes an
explanation of the task and examples on how to map player’s responses to options.

provided immediate visual feedback. When play-
ers used voice input, the UI indicated ongoing pro-
cessing and highlighted the chosen option after
recognition, helping players understand the sys-
tem’s response to their spoken input.

Key Features: The prototype includes several key
design elements to enhance player experience and
immersion. The game adopts a first-person perspec-
tive, allowing players to interact directly with the
environment and NPCs to create a more engaging
experience. While in a dialogue, the player can
choose the dialogue options hands-free, i.e., the
player does not need to press a button to start or
stop the voice input. After a brief period of silence
detection, Unity processes the player’s speech and
matches it with the available dialogue options. The
VCI also provides a mechanism for revising dia-
logue options. When the system misinterprets a
player’s input, phrases such as “I didn’t mean that”
trigger a "Misunderstood" option. In order to avoid
mental overload by visualizing this additional op-
tion, the revise-option only becomes visible upon
selection. The participants in the user study have
been made aware of that option in an initial intro-
duction. The prototype also includes a tutorial de-
signed to help players familiarize themselves with

the basic controls and mechanics.
Limitations: The game’s world and characters
are constructed from different resources from the
Unity Asset Store. Therefore, the game environ-
ment appears visually inconsistent and the NPC’s
facial expressions and animations are limited. Both
aspects lead to a presumably less immersive and be-
lievable experience. Response latency in the voice
interface presents another issue, with delays some-
times interrupting the natural flow of conversation.
Finally, while the automatic German-to-English
translation system generally performs well, it occa-
sionally misinterprets nuanced phrases, which can
result in faulty mapping of player’s speech input to
the dialogue options.

5 User Study

The user study aimed to evaluate the proposed
voice-controlled interface (VCI) by comparing it
with a traditional point-and-click interface (PCI).
The study combined usability testing, A/B testing,
and surveys to assess the system’s impact on user
experience, perceived freedom, and system accu-
racy.

The study involved 14 participants, consisting of
an equal number of male and female individuals,
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Figure 4: Self-reported affinity towards video games
and voice interfaces by the participants.

aged between 23 and 36 years (mean age: 29, stan-
dard deviation: 4). Most participants (11) held uni-
versity degrees, and all were native German speak-
ers. Participants were personally recruited and in-
cluded a mix of friends, acquaintances, and indi-
viduals with no close connection to the researchers.
This group represented varied levels of familiarity
with gaming and voice interfaces. While partici-
pants had moderately high experience with video
games, their exposure to voice interfaces was com-
paratively limited (see Fig. 4). Participants alter-
nated between the two interfaces to counterbalance
order effects, with one group using the VCI first
and the other starting with the PCI. The procedure
included the following phases:

1. Introduction and Orientation: Participants
were briefed on the study, signed consent
forms, and received instructions on gameplay
mechanics. A presentation highlighted the use
of voice input, including the correction feature
for misunderstood inputs.

2. Tutorial Level: Participants completed a
short tutorial using the VCI to familiarize
themselves with the system. Assistance was
provided during this phase as needed.

3. Main Game Playthrough: Participants
played the main game with one interface while
the researcher minimized observer effects.
The task of the game is to help the NPC Felix
to find a missing key. During this task, the
dialogue hints that Felix is bothered by some-
thing else, and the player has the option to

inquire further about this issue or ignore it and
focus on finding the key. Each session ended
upon reaching one of the game’s three possi-
ble outcomes. The three endings correspond
to low, medium and high levels of empathy as
determined by the level of empathy shown to
Felix in the player’s responses over the course
of the dialogue.

4. Post-Play Questionnaire: Participants com-
pleted a questionnaire assessing the interface
they had just used.

5. Second Playthrough: Participants replayed
the main game with the alternative interface,
followed by the same questionnaire.

6. Final Questionnaire: A comprehensive ques-
tionnaire captured additional metrics like ac-
curacy, enjoyment, and overall preference.

The study was conducted on a laptop equipped
with the Unity-based prototype. Voice input was
captured using a Logitech webcam microphone,
chosen for its accuracy over the laptop’s built-in
microphone. Participants completed questionnaires
on the same laptop. Audio recordings documented
verbal interactions, while logs captured system re-
sponses, dialogue choices, and observational notes.

Two primary data sources, questionnaires and
play-through documentation, informed the study’s
findings.
Questionnaires: Participants responded to a series
of structured questions using seven-point Likert
scales. The questionnaires were adapted from ex-
isting instruments, namely the SASSI (Hone and
Graham, 2000) for assessing the speech interface
with regard to the usability aspects, and the GUESS
(Vieira et al., 2019) for measuring video game sat-
isfaction and user experience. The adapted ques-
tionnaire covered five scales:

• System Response Accuracy: Assessed how
reliably player inputs were mapped to prede-
fined options (Items I1–I2).

• Likeability: Measured user enjoyment and
perceived freedom (Items I3–I4).

• Cognitive Demand and Habitability: Eval-
uated ease of use and confidence in issuing
voice commands (Items I5–I6).

• Annoyance and Speed: Captured frustration
and delays during gameplay (Item I7).
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• Immersion: Examined how natural and en-
gaging the interactions felt (Item I8).

• Preference and Overall Assessment: As-
sessed which interface players preferred (Item
I9).

Playthrough Documentation: Logs recorded dia-
logue choices, LLM prompt-responses, and voice
input accuracy. Audio recordings and observational
notes provided qualitative insights into user behav-
ior, naturalness of interactions, and system respon-
siveness.
The study faced several limitations that must be
acknowledged. The small and relatively homoge-
neous sample, consisting of younger participants
with higher education, is not representative of the
broader gaming population. The limited dura-
tion of the study restricted participants’ familiarity
with the interfaces, potentially limiting the learning
curve and long-term usability assessment. Some
prototype limitations, such as latency, translation
inaccuracies, and limited NPC animations, likely
influenced user perceptions of the system. Factors
like mood, time of day, and external distractions
could also have impacted participant performance
and feedback.

6 Results

The results of the user study are presented in
this section, focusing on the impact of the voice-
controlled interface (VCI) on immersion, user expe-
rience, perceived freedom, and accuracy of spoken
inputs. A total of 14 participants completed the
study, which involved gameplay with both the VCI
and a traditional point-and-click interface (PCI),
followed by corresponding questionnaires. An
overview of the results for the VCI is shown in
table 1.

The questionnaire responses were collected on
a 7-point Likert scale ranging from “strongly dis-
agree” (1) to “strongly agree” (7). For positively
phrased statements, higher values indicate a more
favorable response, while for negatively phrased
statements, the scale was reversed to ensure consis-
tency in interpretation, where higher values always
reflect a positive attitude towards the VCI.

Impact on Immersion and User Experience
(R1)

Research Question R1 evaluated the overall im-
pact of the VCI on immersion and other aspects of

Table 1: Summary of the Results for the Voice-
Controlled Interface

Item Median Mean

I1: Accuracy of Mapping 5.0 4.89
I2: Correction of Misunderstood Input – –
I3: Degree of Joy 5.0 4.93
I4: Expressing Freedom 4.0 3.93
I5: Ease of Use 4.0 4.07
I6: Confidence in Using the VCI 3.0 3.86
I7: Annoyance 4.5 4.38
I8: Immersion 3.0 3.68

Overall Assessment and Preference:
Use in real games 5.5 5.43
Preference if improved 6.0 5.79

user experience. Items I3, I5, I6, I7, and I8 were
analysed:

Degree of Joy (Item I3): Participants rated en-
joyment of the VCI with a median of 5.0 and a
mean of 4.93, suggesting a moderately positive ex-
perience. When compared directly with the PCI,
the VCI scored higher (median 5.5, mean 5.43),
indicating enhanced enjoyment through voice inter-
action.

Ease of Use (Item I5): Ease of use received
mixed ratings, with a median of 4.0 and a mean of
4.07. Participants noted higher cognitive demand
for the VCI due to the need for paraphrasing. In
comparing both interfaces directly with each other,
participants reported the VCI as more demanding
(median 2.5, mean 3.07). In part, this can be due
to higher familiarity with a traditional interface.
However, the mental load for putting a paraphrased
dialogue option into one’s own words most likely
further contributed to this.

Confidence in Using the VCI (Item I6): Con-
fidence levels varied, with a median of 3.0 and a
mean of 3.86. Participants expressed moderate con-
fidence but reported uncertainty regarding whether
their phrasing would be correctly recognized, sug-
gesting a need for improvement.

Annoyance (Item I7): General annoyance was
low (median 5.0, mean 5.21), but participants gave
a more neutral rating of their attitude towards the
VCI response time (median 3.5, mean 3.93). Re-
ducing latency could significantly improve the over-
all experience.

Immersion (Item I8): The VCI provided
slightly better immersion compared to the PCI
(median 3.0, mean 3.57), but neither fully repli-
cated natural dialogue. Improvements in natural
language processing are needed to enhance immer-
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sion further.

Sense of Freedom (R2)

Research Question R2 examined participants’ per-
ceived freedom while using the VCI:

Expressing Freedom (Item I4): Participants
felt moderately free to express themselves (median
5.0, mean 4.5). While compared to the PCI, the
VCI allowed more authentic expression (median
5.0, mean 5.07), the limitations of predefined op-
tions occasionally hindered free expression (me-
dian 3.0, mean 3.36).

Degree of Accuracy (R3)

Research Question R3 focused on the accuracy of
mapping spoken responses to dialogue options:

Accuracy of Mapping (Item I1): Mapping ac-
curacy was rated positively (median 5.0, mean
4.89), with a system accuracy of approximately
90%. Participants often adhered closely to prede-
fined phrasing, positively influencing accuracy.

Correction of Misunderstood Input (Item I2):
The correction feature was rarely used due to infre-
quent mapping errors. However, its hidden nature
led to participants often overlooking this function-
ality, suggesting a need for better visibility and
usability.

Overall Assessment and Preference

Participants rated the VCI positively for potential
use in real games (median 5.5, mean 5.43). While
direct preferences between the VCI and PCI were
mixed (median 4.0, mean 4.36), most participants
indicated they would use the VCI if its accuracy
and speed were improved (median 6.0, mean 5.86).

Additionally, no significant correlation was
found between participants’ familiarity with video
games or voice interfaces and their perception of
the VCI. This suggests that the VCI is accessible
and engaging for a broad audience, regardless of
prior experience, supporting its potential appeal in
diverse gaming contexts.

7 Discussion

This section offers a comprehensive discussion of
the user study results and final reflections on the
voice-controlled interface (VCI) prototype, synthe-
sizing the findings, implications, limitations, and
directions for future research.

Table 2: Summary of participant responses to direct
comparison questions between the voice-controlled in-
terface (VCI) and the point-and-click interface (PCI).
Higher values indicate a greater preference for the VCI.

Item Median Mean

I3: Joy (VCI vs. PCI) 5.5 5.43
I4: Expressing Freedom (VCI vs. PCI) 5.0 5.07
I5: Ease of Use (VCI vs. PCI) 2.5 3.07
I3: Boredom (VCI vs. PCI) 6.0 5.50
I8: Immersion (VCI vs. PCI) 4.0 4.36

Interpretation of Results

The user study findings show that the VCI proto-
type was generally well-received by participants,
offering notable advantages in engagement and
user experience compared to the conventional
point-and-click interface (PCI). Participants ex-
pressed a preference for the VCI, indicating its
potential to enhance player involvement and en-
joyment, despite the presence of technical issues
like response latency and speech recognition chal-
lenges.

Impact on Immersion and User Experience
(R1): Participants found the VCI enjoyable, though
delays in processing voice input caused frustration
and moderate annoyance. Confidence in using the
system was mixed, likely due to the unfamiliarity
of combining predefined options with the freedom
to paraphrase responses. Improvements in response
time and system reliability are essential to enhance
immersion and user comfort. Despite these flaws,
the VCI had a slight advantage over the PCI in
terms of immersion, highlighting its potential for
narrative-driven games.

Sense of Freedom (R2): Participants appreci-
ated the ability to paraphrase predefined options,
which contributed to a sense of authenticity and
self-expression. However, the restricted nature
of predefined choices occasionally limited partic-
ipants’ sense of freedom. Future iterations of the
VCI could improve flexibility, reducing perceived
constraints and enhancing player empowerment.

Accuracy of Mapping (R3): Participants gen-
erally found the VCI predictable, though inconsis-
tencies in speech recognition affected how reliably
spoken input was mapped to dialogue options. The
correction feature for misunderstood inputs was un-
derutilized due to its hidden presentation. Despite
these issues, the technical approach—using a lan-
guage model (LLM) for mapping—shows promise,
particularly with improved speech recognition and
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responsiveness.

Practical and Theoretical Implications
The positive reception of the VCI suggests that
voice interaction, particularly in narrative contexts,
is an engaging feature for video games. The hybrid
approach of combining predefined dialogue options
with paraphrasing offers a scalable solution for in-
tegrating voice control into games without compro-
mising narrative coherence. Allowing players to
"play as themselves" enhances player embodiment,
especially in games where player agency is a core
feature, such as role-playing games (RPGs).

Addressing technical limitations such as re-
sponse time and speech recognition accuracy is
essential for the commercial adoption of the VCI.
Improvements in these areas would significantly
enhance player experience, making the interface
more reliable and enjoyable. Adding the flexibility
to toggle the VCI on and off would give players
greater control, catering to diverse preferences.

The study also contributes to understanding how
voice interaction can be effectively integrated into
video games. Unlike traditional top-down commu-
nication, the VCI allows for more natural interac-
tions with non-playable characters (NPCs), foster-
ing immersion by enabling players to project their
identity onto the character. To achieve deeper im-
mersion, improvements in system speed, accuracy,
and NPC responsiveness are still required.

Limitations
The study faced several limitations that affect the
generalizability of the findings. Methodologically,
the short duration of the study restricted partic-
ipants’ ability to become familiar with the VCI,
limiting insights into long-term usability. The con-
trolled environment may not fully replicate real-
world gaming conditions, influencing interactions
and feedback. Additionally, the small sample size
and participant homogeneity limit the applicability
of the findings to a broader gaming audience.

An additional limitation of the study is the in-
fluence of the presented options on the players’
thinking. The specific wording of the options may
influence the way in which participants phrase their
statements in the dialogue. Further work which ana-
lyzes differences in user input dependent upon how
options are presented or if options are displayed at
all would likely yield additional insights.

Similarly, specifics within the dialogue options
may also be interpreted in specific or more gen-

eral ways by participants. For instance, an "Ask
for more information" dialogue option may be in-
terpreted as pertaining to specific or general infor-
mation. The specificity or generality of dialogue
options may thus constitute an additional factor for
participant experiences that would be of interest to
subsequent research.

Technical limitations also played a significant
role in shaping user experience. Latency issues and
inconsistencies in speech recognition disrupted con-
versation flow and reduced immersion. The fixed
time required for voice recognition, combined with
delays in transcription and language model process-
ing, significantly affected user satisfaction. Addi-
tionally, the lack of expressive character animations
and authentic voice output further hindered immer-
sion and the believability of NPC interactions.

A final limitation worth mentioning regarding
immersion is that various aspects of language such
as sarcasm, irony, or other nuanced aspects of how
humans naturally communicate were out of scope
for this study. The relative advantages of a voice-
controlled interface over a point-and-click interface
will likely be most strongly observable in a system
that incorporates further subtleties of human ex-
pression.

Future Research
Future research should prioritize addressing the
technical and methodological limitations identified
in this study. Enhancing the speed and accuracy of
voice recognition through real-time transcription
and more advanced language models could sig-
nificantly improve the VCI’s performance. Incor-
porating dynamic dialogue generation could also
provide more flexible and adaptive player-NPC in-
teractions, addressing the constraints of predefined
dialogue options.

Long-term studies are needed to understand the
sustained effects of voice interaction on player en-
gagement and immersion. Integrating the VCI into
commercial games for extended periods would pro-
vide valuable insights into how players adapt to
and perceive the system. Additionally, future re-
search should explore the role of voice interaction
in fostering emotional connections between players
and NPCs, particularly through improved NPC ani-
mations, responsive dialogue, and enhanced player
agency.

Dynamic Dialogue Generation within Dia-
logue Graphs: Dynamic dialogue generation is
a promising direction for enhancing flexibility in
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voice interactions. The current prototype relies on
predefined dialogue options, limiting adaptability.
By integrating dynamic dialogue generation into
dialogue graphs, NPC responses can be generated
based on the player’s phrasing and narrative con-
text, improving natural interaction flow.

This hybrid approach, using language models
to generate context-aware responses while main-
taining the structure provided by dialogue graphs,
could offer a more personalized experience. NPC
responses could vary based on player phrasing, past
interactions, and storyline context, making conver-
sations more engaging and lifelike. However, chal-
lenges such as maintaining emotional authenticity,
ensuring lip synchronization, and minimizing la-
tency need to be addressed. Future research should
explore lightweight language models capable of
efficient operation within game environments.

8 Conclusion

This study contributes to the growing field of voice
interaction in video games, particularly NPC in-
teractions. The hybrid VCI approach—combining
predefined dialogue options with the ability to para-
phrase—has proven to be an engaging feature that
enhances a player’s sense of freedom and overall
user experience. Allowing players to interact natu-
rally, in their own words, creates a more personal-
ized experience that can align well with narrative-
driven games.

While the study’s findings show the potential
of voice-controlled interfaces, the technical and
methodological challenges identified must be ad-
dressed for long-term success. Improvements in
system speed, reliability and more advanced char-
acter design are critical for impacting the sense of
immersion to a greater extent. With these enhance-
ments, voice interaction could become an integral
part of video game dialogue systems, providing a
richer and more immersive player experience.
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