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Abstract
A corpus of dialogues between multimodal sys-
tems and humans is indispensable for the de-
velopment and improvement of such systems.
However, there is a shortage of human-machine
multimodal dialogue datasets, which hinders
the widespread deployment of these systems in
society. To address this issue, we construct a
Japanese multimodal human-machine dialogue
corpus, DSLCMM, by collecting and organiz-
ing data from the Dialogue System Live Com-
petitions (DSLCs). This paper details the pro-
cedure for constructing the corpus and presents
our analysis of the relationship between var-
ious dialogue features and evaluation scores
provided by users.

1 Introduction

With the advancement of large language mod-
els, the capabilities of text-based dialogue sys-
tems have improved (Shuster et al., 2022; Hudeček
and Dušek, 2023; Kong et al., 2024). However,
the performance of multimodal dialogue systems,
which must process speech, facial expressions, and
other non-verbal cues in real time, remains lim-
ited compared to human face-to-face interactions
(Higashinaka et al., 2024).

To unlock the full potential of dialogue systems
in society, it is essential to achieve multimodal
dialogue capabilities akin to human interactions.
However, there is a significant shortage of corpora
to support this. While a relatively large amount
of multimodal data focuses on human-to-human
dialogue or human-to-Wizard of Oz (WoZ) interac-
tions, there is a notable lack of corpora capturing
dialogues between actual multimodal dialogue sys-
tems and humans. To understand how real systems
and humans interact in multimodal dialogues and
identify areas for improvement, a corpus of such
interactions is indispensable.

Figure 1: Example data in DSLCMM displayed using
ELAN (Wittenburg et al., 2006).

In light of this background, we have constructed
a multimodal dialogue corpus called DSLCMM.
Specifically, we collected and processed data from
the Dialogue System Live Competition (DSLC)
series (Higashinaka et al., 2021) and organized
it into a corpus. This corpus contains 1,747 di-
alogues between 32 multimodal dialogue systems
and human users, obtained from two editions of
the competition. The language of the corpus is
Japanese. In addition to users’ speech, the corpus
contains user/system video recordings and logs of
system commands for gestures and facial expres-
sions. It also includes subjective evaluation scores
from users and transcriptions of all user utterances.
An example of the dataset is shown in Figure 1.
Utilizing this dataset has the potential to signifi-
cantly advance research on multimodal dialogue
systems. The corpus will be accessible from the
project pages of DSLC51 and DSLC62.

1https://sites.google.com/view/dslc5
2https://sites.google.com/view/dslc6

mailto:higashinaka@i.nagoya-u.ac.jp
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https://sites.google.com/view/dslc6
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In Section 2 of this paper, we review related
work. Section 3 provides an explanation of the
DSLC series, which served as the source of data
for our corpus, and Section 4 describes the dataset
construction process and presents statistical infor-
mation. In Section 5, we discuss the analyses con-
ducted on this corpus and the corresponding results.
A brief summary is provided in Section 6, followed
by a discussion of limitations and ethical consider-
ations.

2 Related Work

To the best of our knowledge, there are few existing
datasets of dialogues between humans and multi-
modal dialogue systems. However, several datasets
are available for multimodal dialogues between
humans or between humans and a WoZ system.

For example, MELD (Poria et al., 2018) includes
video data from the TV series “Friends”, with an-
notations for emotions. Additionally, multimodal
datasets specifically focused on emotions, such as
IEMOCAP (Busso et al., 2008) and MOSI (Zadeh
et al., 2016), have been constructed. The D64 Mul-
timodal Conversational Corpus (Oertel et al., 2013)
contains data from natural conversations between
humans collected using cameras and motion cap-
ture devices. AMI (Kraaij et al., 2005) is a cor-
pus of meetings that includes video recordings of
discussions. CEJC (Koiso et al., 2022) captures
everyday conversations and contains video data of
human-to-human interactions across various daily
activities.

One notable multimodal dialogue dataset be-
tween humans and a WoZ system is the Hazumi
corpus (Komatani and Okada, 2021). This corpus
contains casual conversations between humans and
a multimodal dialogue system operated by a wizard,
along with subjective evaluation scores from users.
Analyses examining the relationship between sys-
tem behavior and user evaluations have been con-
ducted (Wei et al., 2021). However, since the cor-
pus does not include dialogues between humans
and autonomous dialogue systems, it is limited
in addressing the challenges associated with de-
veloping and improving real multimodal dialogue
systems.

It should be noted that the term “multimodal
dialogue” can also refer to dialogues discussing
visual or video contents. Well-known examples
include MMConv (Liao et al., 2021), VideoChat
(Li et al., 2023), and SIMMC (Kottur et al., 2021).

However, these deal with text-based chat systems
that interact with images, videos, or virtual reality
environments, and do not involve face-to-face in-
teractions typical of human dialogues, which are
the focus of this study.

3 Dialogue System Live Competitions

The DSLC is a competition for dialogue sys-
tems that has been held in Japan since 2018 (Hi-
gashinaka et al., 2021). DSLC consists of prelimi-
nary and final rounds, with the final round featuring
a live event where dialogue systems are demon-
strated in front of an audience, and rankings are
determined based on audience evaluations. Initially,
the competition focused solely on text-based dia-
logue systems, but starting with DSLC5 in 2022,
it expanded to include multimodal dialogues (Hi-
gashinaka et al., 2024). In this section, we describe
DSLC5 and DSLC6, from which the data for our
corpus were sourced. Since the dataset is created
from the preliminary round data, the final round is
not discussed in this paper.

3.1 DSLC5

Two tracks were held in DSLC5: the Open Track
and the Situation Track. In the Open Track, sys-
tems competed based on their performance in open-
domain casual conversation. In the Situation Track,
systems were evaluated on their ability to engage
in human-like interactions according to predefined
scenarios. The specific situation was as follows:

Shizuka (the system) and Yuki (the user)
are friends from the same university sem-
inar group. Shizuka has lost an expensive
technical book borrowed from Yuki and
is now unable to return it. Shizuka ex-
plains the situation and offers an apology
to Yuki.

The developers created systems capable of engag-
ing in human-like conversations within this sce-
nario. The scenario was designed based on the Oral
Proficiency Interview used in language education,
facilitating an effective assessment of language pro-
ficiency. In both tracks, the dialogue duration was
set to 4 minutes.

Initially, 11 teams entered the Open Track and
15 teams participated in the Situation Track. Due
to challenges in system development, several teams
withdrew, leaving nine teams in the Open Track and
ten teams in the Situation Track for the preliminary
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round. In both tracks, participants utilized software
provided by the organizers to develop their dia-
logue systems. This software allowed participants
to focus solely on implementing the dialogue con-
trol module, which sent commands for gestures and
facial expressions, along with utterance content,
based on the received speech recognition results.
The system’s gestures and facial expressions were
displayed through a CG character named CGEr-
ica (Glas et al., 2016), included with the software.
In DSLC5, the gestures and facial expressions of
users were not processed by the system.

In the preliminary round, a total of ten systems
in the Open Track and 11 systems in the Situa-
tion Track, including the baseline system for each
track, were evaluated. Each system was subjec-
tively assessed by approximately 50 crowdworkers.
The systems were operated in the cloud, and dia-
logues were conducted via Zoom. Since separate
crowdworkers were recruited for each system, the
evaluators varied across systems.

In the Open Track, the dialogue participants se-
lected two topics from a list of pre-determined key-
words and engaged in casual conversation about
those topics. The evaluation was based on two as-
pects: dialogue content and manner of speaking.
Dialogue content was assessed using three crite-
ria: Naturalness (whether the dialogue felt natural),
Topic Following (whether the system appropriately
responded to the chosen topics), and Topic Provi-
sion (whether the system could provide new infor-
mation related to the chosen topics). Each criterion
was rated on a 5-point Likert scale. The manner
of speaking was evaluated for Naturalness of Inter-
action (whether the system’s manner of speaking,
including voice, gestures, and facial expressions,
appeared natural), also on a 5-point Likert scale.

In the Situation Track, the systems were com-
prehensively evaluated based on a single criterion:
“How appropriate and human-like was the conver-
sation for the given situation?” (Overall), using a
5-point Likert scale.

3.2 DSLC6
In DSLC6, only the Situation Track was conducted.
This decision was made because, with the ad-
vancement of large language models, sustaining ca-
sual conversation was deemed trivial (Iizuka et al.,
2023). The software utilized was the same as in
DSLC5 but with additional inputs, including esti-
mated emotions (e.g., happy, surprised), head orien-
tation, age, and gender, which were automatically

inferred from the user’s facial images using open-
source software. The situation for the competition
was set as follows:

Yuki (the user), a member of the film
club, is considering organizing a wel-
come party for Professor Kobayashi,
who has recently taken over as the club’s
advisor this month. Yuki consults with
Shizuka (the system), a fellow member
of the film club, about the plans for the
welcome party.

There were initially ten team entries, but due to
technical difficulties, only eight teams ultimately
participated in the preliminary round. The dialogue
duration was set to 5 minutes.

To ensure the accurate capture of users’ facial
images and other inputs, the preliminary round was
conducted in a laboratory setting where evaluators
engaged in face-to-face conversations with the sys-
tems, rather than using a cloud-based format. Three
baseline systems were provided (two using GPT-
3.5 with different prompts and one using GPT-4),
resulting in a total of 11 systems evaluated. Each
system was assessed by approximately 50 evalu-
ators. If a system failed to operate, participants
interacted with one of the baseline systems.

The systems were evaluated based on three cri-
teria, each rated on a 5-point scale: Utterance
Content (whether the system’s responses were con-
textually appropriate), Gesture/Facial Expression
(whether the system’s gestures and facial expres-
sions were contextually appropriate), and Voice
(whether the system used appropriate timing, tone,
and intensity in its speech). Notably, many of the
systems in DSLC6 were built on OpenAI’s GPT-4
or GPT-3.5 APIs, marking a significant difference
from DSLC5, in which rules and locally fine-tuned
language models were observed.

4 Corpus

As the organizers of the DSLC5 and DSLC6, we
processed the data of the preliminary rounds to cre-
ate a multimodal dialogue corpus between users
and multimodal dialogue systems. Specifically, we
extracted video segments for each dialogue ses-
sion, transcribed the audio (transcriptions were per-
formed only for user utterances, as the system’s
utterances were logged), and linked these with sys-
tem logs and subjective evaluation scores. The
data for each dialogue session consists of an ELAN
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LC5O LC5S LC6S
# System 10 11 11
# Dialogue 537 569 641
# System Utterance 13,111 17,730 20,963
# User Utterance 11,176 12,167 15,114
# Total Utterance 24,287 29,897 36,077
# Words / System Utt 10.13 11.31 11.18
# Words / User Utt 10.13 6.45 10.77
Duration (hours) 42.32 43.91 57.09

Table 1: Statistics of DSLCMM and its subsets. “Utt”
stands for “utterance”.

file containing transcriptions, an MP4 video file
with recordings (user videos are available only for
DSLC6), separate audio files for each speaker, and
a JSON file containing system logs and subjective
evaluation scores. As a result, we constructed the
DSLC Multimodal Corpus (DSLCMM), compris-
ing 1,747 multimodal dialogues.

The overview of the dataset is presented in Ta-
ble 1. We refer to the subset of the Open Track
from DSLC5 as LC5O, and the subset of the Situa-
tion Track from DSLC5 as LC5S. The subset from
DSLC6 is referred to as LC6S. Each of these sub-
sets contains more than 500 dialogues. The dataset
is deemed sufficiently large for analysis and post-
training tasks. For detailed statistical information
on the systems in each subset, please refer to the
appendix.

The distribution of subjective evaluation scores
for each subset is presented in Table 2. As shown,
the dataset includes a variety of evaluations, reflect-
ing both appropriate and inappropriate dialogue
examples. This indicates that the dataset covers a
wide range of phenomena observed in multimodal
dialogues with systems. Moreover, the relatively
small number of instances with the highest eval-
uation score suggests that there is still room for
improvement in the systems.

5 Analyses

To illustrate how this corpus can be utilized, we
analyzed the relationship between various features
of the dialogues and the users’ subjective evalua-
tions (Table 3). Specifically, we extracted features
such as the number of utterances, gestures, and
facial expressions from each dialogue, and calcu-
lated Spearman’s correlations between these fea-
tures and the subjective evaluation scores. In this
context, “gesture” and “face” refer to the number
of commands issued for gesture and facial expres-
sion outputs, respectively. The logs allowed us to
accurately count the number of gesture and facial

Subset Criteria 1 2 3 4 5
LC5O Nat 18.8 28.1 18.8 27.7 6.5

Topic F 18.2 29.6 20.5 25.3 6.3
Topic P 19.2 28.3 19.4 27.2 6.0

Nat in Int 8.9 20.7 25.0 36.5 8.9
LC5S Overall 4.6 12.5 18.3 48.7 16.0

Utt Cont 5.5 16.5 17.0 44.5 16.5
LC6S Gest/Face 5.6 21.7 23.9 39.0 9.8

Voice 6.9 19.7 26.8 36.7 10.0

Table 2: Distribution of evaluation scores (%). A score
of 1 represents the worst rating, and a score of 5 repre-
sents the best. “Nat,” “Topic F,” “Topic P,” and “Nat in
Int” refer to Naturalness, Topic Following, Topic Provi-
sion, and Naturalness in Interaction, respectively. “Utt
Cont” and “Gest/Face” denote utterance content and
gesture/facial expression, respectively.

expression commands. “Latency” denotes the time
between the end of the user’s speech and the start
of the system’s response.

In LC5O, significant positive correlations were
observed between the number of system utterances,
the number of gesture and facial expression com-
mands, and the evaluation scores. This suggests
that the system made a good impression on users
by providing informative utterances and expressing
gestures. Regarding Latency, a positive correlation
was observed with Topic Following. This indi-
cates that longer response times were associated
with better subjective evaluations, potentially be-
cause longer response times led to higher-quality
responses regarding topics. In LC5S, a signifi-
cant negative correlation was observed between
the number of facial expression commands per ut-
terance and the evaluation score. This suggests
that expressing appropriate facial expressions to
match specific situations may be more challenging
compared to the Open Track.

In LC6S, a negative correlation was found with
the number of user utterances, suggesting that sys-
tems requiring users to speak extensively were
likely more difficult to interact with. Similar to
LC5O, the number of gesture commands showed
a positive correlation. Additionally, the evalua-
tion score exhibited a positive correlation with the
number of facial expression commands. Here, an
inverse correlation relative to the LC5S results was
observed, suggesting that further detailed analy-
ses of the specific types of expressions and their
contextual circumstances are needed.

The analysis presented here is based on overall
trends observed across multiple systems, and such
insights could not be obtained from a dataset featur-
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Dialogue LC5O LC5S LC6S
Features Nat Topic F Topic P Nat in Int Overall Utt Cont Gest/Face Voice
# User Utterance –0.03 –0.06 –0.00 –0.07 0.02 –0.17* –0.15* –0.24*
# System Utterance 0.17* 0.20* 0.19* 0.15* 0.03 0.04 –0.04 0.00
# Gesture 0.13* 0.14* 0.08 0.11 –0.01 0.23* 0.12* 0.17*
# Face 0.18* 0.18* 0.15* 0.20* –0.10 0.13* 0.01 0.02
# Gesture / Utterance –0.01 0.01 –0.07 –0.01 –0.02 0.21* 0.14* 0.14*
# Face / Utterance 0.04 0.04 0.03 0.08 –0.12* 0.11* 0.07 0.04
Latency 0.11 0.17* 0.02 0.03 0.04 –0.05 0.00 0.01

Table 3: Correlation between evaluation scores and features. Asterisks indicate statistical significance (p < 0.01).

ing only a single system. DSLCMM enables this
type of cross-system analysis, offering valuable and
generalizable knowledge. We believe this dataset
will be instrumental in advancing understanding in
the field.

6 Summary

In this study, we utilized data from the DSLC se-
ries to construct DSLCMM, a multimodal human-
machine dialogue corpus. DSLCMM encompasses
dialogues from multiple systems, capturing a wide
range of dialogue quality. It includes data on sys-
tem gestures and facial expression commands, as
well as video data featuring facial information of
users, making it well-suited for tasks such as multi-
modal dialogue generation. With user evaluation
scores included, the dataset can also support tasks
like estimating user evaluation scores (Komatani
et al., 2023), detecting dialogue breakdowns in mul-
timodal settings (Higashinaka et al., 2016; Tsub-
okura et al., 2022; Miah et al., 2024). It can also
be useful for building multimodal models for face-
to-face conversation (Park et al., 2024; Zhu et al.,
2024). We hope this corpus will advance research
and development in multimodal dialogue systems.

Limitations

The dataset constructed in this study is valuable as
it contains dialogues between humans and multi-
modal dialogue systems, but it has certain limita-
tions. The software used by participants is uniform,
and there are only two situational contexts, which
may limit the variability in dialogues. Additionally,
the dialogues are constrained by the capabilities of
the systems at the time; similar dialogues might not
be generated with faster and more advanced large
language models in the future. Furthermore, since
the dataset is in Japanese, it is uncertain whether
the insights gained here can be applied to other
languages.

Ethical Considerations

The dataset constructed in this study includes users’
speech and facial images, necessitating careful con-
sideration of privacy. We have obtained approval
from the ethical review committee for departments
at the Higashiyama Campus, Nagoya University,
concerning data collection, usage, and publication.
In releasing this dataset, we will ensure that privacy
is rigorously protected, and any data that poses a
privacy concern will be promptly withdrawn. There
is a potential risk that the data could be used to
build dialogue systems that impersonate specific
individuals. To address this, we plan to include
provisions in the terms of use explicitly prohibiting
such applications.
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A Appendix

The following tables present the statistical data for each system within the subsets of DSLCMM. The
terms “# Utt”, “# Gesture”, and “# Face” refer to the number of utterances per dialogue, as well as system
commands per dialogue for gestures and facial expressions, respectively.

System # Dialogue
# Utterance # Vocabulary System User

System User System User # Utt # Gesture # Face # Utt
LIO 50 2301 1245 1814 1174 46.02 15.32 4.00 24.90
TOH 51 1036 979 2085 1209 20.31 357.73 1317.55 19.20
BAO 72 1447 1650 1910 1654 20.10 0.17 58.58 22.92
TOA 59 2472 1078 1254 1184 41.90 82.12 39.05 18.27
AO1 51 909 998 1114 1167 17.82 110.75 91.18 19.57
MIN 55 953 1068 1204 1291 17.33 103.53 194.22 19.42
CHU 49 1049 1057 1011 1086 21.41 52.65 198.94 21.57
IRI 44 868 888 806 1057 19.73 4.00 6.14 20.18

AO2 53 946 953 1241 1077 17.85 5.17 37.75 17.98
AO3 53 1130 1260 1336 1230 21.32 21.79 0.00 23.77

Table 4: Statistics of dialogues for systems in LC5O.

System # Dialogue
# Utterance # Vocabulary System User

System User System User # Utt # Gesture # Face # Utt
FCL 54 1704 1094 173 534 31.56 17.83 34.89 20.26
LIS 54 1107 1227 527 622 20.50 36.80 17.15 22.72

YUR 50 2683 752 294 408 53.66 97.62 50.20 15.04
NAK 58 2433 1340 182 642 41.95 34.47 47.10 23.10
AS1 52 1245 1074 180 590 23.94 8.58 28.65 20.65
BAS 48 1764 1099 208 621 36.75 6.79 5.00 22.90
CIT 52 1361 1230 187 622 26.17 127.50 95.29 23.65
SAI 51 1619 1376 117 660 31.75 6.04 16.00 26.98

HON 53 953 1102 188 561 17.98 35.17 119.25 20.79
AS2 43 1477 1039 245 560 34.35 1.93 25.19 24.16
TSU 54 1384 834 263 476 25.63 87.26 649.39 15.44

Table 5: Statistics of dialogues for systems in LC5S.

System # Dialogue
# Utterance # Vocabulary System User

System User System User # Utt # Gesture # Face # Utt
TOH 50 1330 1026 530 881 26.60 184.40 61.30 20.52
BI3 105 2036 2572 1064 1427 19.39 470.47 29.12 24.50
RIS 51 3351 1284 654 911 65.71 563.37 59.39 25.18
UEC 58 3192 1270 1012 1031 55.03 492.28 82.47 21.90
BI4 56 1013 1276 848 1070 18.09 483.46 26.79 22.79
BK3 54 1109 1381 998 1027 20.54 516.81 31.43 25.57
HNL 53 1819 1293 1026 948 34.32 373.23 10.13 24.40
YAM 50 2271 1534 718 1015 45.42 152.56 22.48 30.68
CIT 56 1414 1139 757 943 25.25 174.27 132.86 20.34
AN1 50 2546 1116 1220 1024 50.92 125.98 46.88 22.32
AN2 58 882 1223 982 967 15.21 3.12 12.19 21.09

Table 6: Statistics of dialogues for systems in LC6S.
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