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Abstract

In human-robot dialogue systems, streaming

automatic speech recognition (ASR) services

(e.g., Google ASR) are often utilized, with

the microphone positioned close to the robot’s

loudspeaker. Under these conditions, both the

robot’s and the user’s utterances are captured,

resulting in frequent failures to detect user

speech. This study analyzes voice activity de-

tection (VAD) errors by comparing results from

such streaming ASR to those from standalone

VAD models. Experiments conducted on three

distinct dialogue datasets showed that stream-

ing ASR tends to ignore user utterances imme-

diately following system utterances. We dis-

cuss the underlying causes of these VAD errors

and provide recommendations for improving

VAD performance in human-robot dialogue.

1 Introduction

Several embodied robots capable of speech interac-

tion have been developed (Minato et al., 2024; In-

oue et al., 2016). In this situation, since such robots

are embodied, automatic speech recognition (ASR)

is performed without the user wearing a headset

microphone, meaning the microphone is not close

to the user’s mouth. Instead, the robot usually uses

its built-in loudspeaker and a microphone placed

nearby.

With advancements in ASR technology, even

researchers who do not specialize in ASR can eas-

ily use it. Several previous studies have compared

the performance of off-the-shelf ASR, providing

valuable information for researchers and develop-

ers outside the speech recognition community, e.g.,

(Georgila and Traum, 2024). One of the simplest

ways to use ASR is through streaming-based ASRs

accessed via APIs. By using these, ASRs do not

need to be downloaded or installed in advance,

making them very convenient. In this case, be-

cause the ASR is streaming-based, both voice ac-

tivity detection (VAD) and speech recognition are

Mixture voice

Robot utterance User utterance

User utterance failed to be detected

Figure 1: Robot fails to detect user utterance on dialogue

performed simultaneously on the server side.

VAD (Atal and Rabiner, 1976) is a crucial fron-

tend technology for spoken dialogue systems. Its

role is to detect the active speech segments from

the input signals captured by microphones. VAD

is primarily used to determine the boundaries of

a user utterance, facilitating turn-taking in dia-

logue (Brady, 1965; Medennikov et al., 2020;

Skantze, 2021). However, if the system misses

the user utterance, causing the dialogue to break

down. Thus, accurately detecting user speech seg-

ments is also important for ASR (Kingsbury et al.,

2002; Novitasari et al., 2022). Errors in failing to

detect user utterances are significant problems for

both turn-taking and ASR and therefore must be

avoided.

In this paper, we demonstrate situations where

system fails to detect user utterances occur in robot

dialogue. Specifically, we focus on scenarios where

(1) a streaming-based ASR is used, and (2) the

robot’s loudspeaker and microphone are positioned

in close proximity. In such cases, the robot’s voice

is also picked up by the microphone along with

the user’s voice. This leads to frequent failures in

VAD when using streaming-based ASR trained on

single-speaker data, as depicted in Figure 1. VAD



246

error result in the robot ignoring the user utterance.

This causes the robot to remain silent without tak-

ing its turn, making it difficult for general users to

understand the robot’s status, leading to significant

frustration. Therefore, our research aims to pro-

vide insights for human-robot interaction (HRI) re-

searchers and practitioners to achieve robust VAD.

This study addresses the following two research

questions:

(RQ1) To what extent do commonly used tools,

such as Google APIs employed in construct-

ing spoken dialogue systems, ignore user ut-

terances?

(RQ2) Under what circumstances are user utter-

ances more likely to be ignored?

To answer these research questions, we con-

ducted multiple analyses. As experimental vali-

dation, we demonstrate VAD error (i.e., failures

of VAD to detect user utterances) in a streaming-

based ASR system using three datasets with differ-

ent microphone configurations. We also compare

the performance to a case where VAD is performed

separately. On the basis of these results, we discuss

the appropriate system configurations for conve-

niently building conversational robots.

2 Related works

Several studies have analyzed the performance and

errors of publicly available ASRs. As ASR can

be increasingly used by non-experts, it is useful

to analyze the performance and issues of various

ASRs. Pasandi and Pasandi (2016) showed that

the Google API’s ASR tends to ignore disfluencies,

i.e., non-fluent words. Addlesee et al. (2020) com-

pared the ASRs of Microsoft, IBM, and Google,

investigating their robustness against disfluencies

and overlaps. Georgila et al. (2020) analyzed the

characteristics of several ASRs, demonstrating that

performance degrades in domains requiring special-

ized vocabulary, as well as in noisy environments.

Georgila and Traum (2024) investigated the im-

pact of accents, i.e., various native and non-tative

accents in English, on the performance of off-the-

shelf ASRs. The Whisper model was found to be

particularly sensitive to variations in accents.

These studies focus on analyzing ASR perfor-

mance. However, it is also helpful to analyze the

causes, especially in situations involving interac-

tion with embodied robots. Error analysis in a
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behavior for B

B is attending to 

behavior from A

Figure 2: Action ladders (Clark, 1996)

convenient streaming-based ASR, rather than in

segmented speech files, is also helpful. Particu-

larly, a failure in VAD causes more damage to the

dialogue than simple ASR errors, as it means the

system does not recognize that the user has spo-

ken. Therefore, we focus on VAD and examine

situations when its errors occur in dialogues with

embodied robots, where a robot utterance can be

picked up by the microphone along with the user

utterance.

A Model that predicts future user utterance seg-

ments, rather than detecting the end of the user

utterance segment, was proposed. Voice activity

projection (VAP) (Ekstedt and Skantze, 2022) is

a model that predicts the future voice activity of

two speakers, on the basis of raw audio input. The

model requires two channels of recorded speech as

input. Since our study targets a situation in which a

dialogue system is used in a simple recording envi-

ronment, and thus targets speech segment detection

on the basis of one-channel recorded speech, VAP

is not included in the comparison in this study.

3 Target of Analysis

VAD is a crucial component in spoken dialogue sys-

tems. According to the action ladder (Clark, 1996)

illustrated in Fig. 2, joint actions between interlocu-

tors at the signal level are established when the

addressee successfully identifies the signal emitted

by the speaker. On the basis of this, joint actions

at higher levels, such as the Intention level and

Conversation level, can be established.

Errors in VAD lead to two main issues in spoken

dialogue systems:

1. Joint actions at the Intention Level (or higher

levels) cannot be established due to missed

voice activity segments.

2. Joint actions fail to form even at the Signal

level.



247

100ms

Ex.1 Turn-wise VAD

Ignore

Detect

Ex.2 Frame-wise VAD

Reference of 

user’s utterance

Detection

by Google API

Detection

by VAD model

Ignore utterance

Detect utterance
X ✓✓ ✓ ✓✓

X X X X X

Figure 3: Calculation method of VAD accuracy in this

study

The former issue refers to speech recognition er-

rors caused by incorrect speech segmentation, thus

hindering joint actions. This is an issue known in

speech recognition.

The latter issue is more serious in spoken dia-

logue systems, especially for robot dialogue sys-

tems that interact with a wide range of users. If the

system fails to identify that the user has spoken, it

cannot take any action in response, leading to the

user utterance being ignored. In speech commu-

nication, failing to respond can greatly reduce the

user’s motivation to continue the dialogue, mak-

ing this problem more severe than simply having

incorrect recognition results.

Corresponding to these two issues, we will ana-

lyze VAD performance both frame-wise and turn-

wise, as illustrated in Fig. 3.

(Ex.1) Turn-wise VAD error rate: We calculated

the percentage of missed detection across all

of the user’s turns.

(Ex.2) Frame-wise VAD scores: We calculated

detection accuracy every 100 milliseconds.

Furthermore, we examined the extent to which

speech recognition accuracy improves due to

speech segment detection.

4 Data and Models

This section describes the dataset and VAD models

used for the analysis in this study.

4.1 Dataset

In this experiment, we utilize three datasets (Ta-

ble 1). In our analysis, we evaluate the accuracy

of speech segment detection for user utterances at

both the turn and frame levels. Therefore, as a refer-

ence for the amount of data used in the evaluation,

we present the number of dialogues, the number of

utterances, and the total utterance duration in the

dataset. Both datasets have annotations for system

speech segments and user speech segments.

Hazumi1911 1 This is open Japanese dialogue

data. The dataset consists of conversational

data recorded in a laboratory setting with a

microphone placed in front of a robot. In

this dataset, the system and the user had an

about 15-minute chit-chat about diverse topics

(Komatani and Okada, 2021). Hazumi1911

contains face-to-face conversations. The ap-

pearance of the dialogue system is that of a

2D Computer graphics (CG) agent.

Hazumi2010 2 Like Hazumi1911, this dataset is

publicly available and was recorded under

nearly identical conditions. The main differ-

ence is that Hazumi2010 comprises remote

dialogues conducted online.

Avatar Fes. This dataset includes dialogue data

recorded using a dialogue robot in a real-

world environment. The dialogue system was

implemented on a small robot that engaged in

3-minute attentive listening dialogues (Inoue

et al., 2020). Recordings were made of par-

ticipants interacting with the dialogue system

at a trial event, the Avatar Festival. Since

the recordings took place in an event hall,

there is a significant amount of background

noise. Furthermore, participants were not al-

ways fully engaged with the dialogue system,

and there were instances where third parties

spoke to them. Such data reflects dialogues

under conditions representative of actual us-

age scenarios of the dialogue system. Dia-

logues in which participants terminated the

interaction prematurely were excluded from

the dataset.

The datasets used in this study encompass

a variety of environments. Hazumi1911 and

Hazumi2010 contain dialogue datasets collected in

laboratory environments, whereas the Avatar Fes.

dataset contains data from real-world usage sce-

narios. One key difference among the dialogues in

these datasets is the length of turn-taking; therefore,

1https://github.com/ouktlab/Hazumi1911
2https://github.com/ouktlab/Hazumi2010
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Table 1: Dataset details

Dataset
Number of Average number of Average of user

dialogues turns utterance duration [second]

Hazumi1911 23 83.5 866.9

Hazumi2010 33 74.1 704.9

Avatar Fes. 138 30.4 81.2

we present basic statistics on turn-taking durations.

This is significant because the difficulty in distin-

guishing between system and user speech during

VAD depends on the length of turn-taking. The

distribution of lengths of silence between speaker

turn for the Hazumi1911 and Hazumi2010 datasets

is shown in Figure 4. We calculated the distribution

of the intervals from the end of the system utter-

ance to the beginning of the user utterance for all

utterances except the backchannel. In Hazumi1911,

the distribution ranges from negative values (indi-

cating overlap) to instances where the user takes a

long time to respond. In contrast, in Hazumi2010,

user speech is concentrated after the end of sys-

tem utterance (0s). This may be due to the fact

that Hazumi1911 involves face-to-face interactions,

while Hazumi2010 consists of online interactions.

In online dialogues, participants tend to wait until

the system has finished speaking before they re-

spond, which may reduce the likelihood of recogni-

tion errors occurring in speech immediately follow-

ing the system utterance. In Avatar Fes, the length

of turn-taking varies greatly. This dataset consists

of real-world dialogues with various background

noises and is not necessarily limited to one-to-one

conversations, as there may be interruptions from

other speakers.

4.2 Compared models

This section describes the models used in this ex-

periment. We used the Google Speech Recognition

API and, for comparison purposes, two publicly

available models specialized in VAD. To perform

analyses that assume typical usage scenarios, we

selected models that are user-friendly and readily

accessible.

Google ASR API The first model is a streaming-

based ASR, Google Speech-to-Text3. We

used the default model, accessing it via an API

from Python for ASR. This model provides

the start and end times for each recognized

word. Other ASR APIs, such as Whisper, are

3https://cloud.google.com/speech-to-text?hl=en
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Figure 4: Histogram of silent pause length (System to

User) in each dataset

also available. However, since Whisper re-

quires a separate VAD setup, which might

be difficult for practitioners to use easily, we

chose to use Google ASR for this study.

Pyadin (VAD) The second model is a pre-trained
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VAD model based on DNN-HMM4 (Takeda

and Komatani, 2024). This model is a hybrid

model of a hidden Markov model (HMM)

and deep neural network (DNN) using a

transformer-encoder. This model was trained

on diverse datasets encompassing various en-

vironmental conditions. It remains robust

against variations in signal amplitudes and

speech distortions.

Silero VAD The third model is the VAD model

based on long short-term memory (LSTM)5.

Despite its low computational complexity and

suitability for real-time processing, this model

achieves higher accuracy than power-based

VAD models. Furthermore, since the model is

publicly available, it can be easily tested. In

this study, we used it as a baseline model for

model-based VAD.

5 Results of Analyses

The analysis results for Ex.1 and Ex.2 are sum-

marized in Section 5.1. More detailed frame-level

analyses are conducted in Sections 5.2 and 5.3. In

Section 5.2, we analyze the impact of speech seg-

ment detection errors on speech recognition. In

Section 5.3, we investigate at which points during

user utterances the detection of speech segments

fails.

5.1 VAD accuracy by each model

Dialogue systems can identify when they are speak-

ing. Therefore, in this experiment, we exclude the

detection results for the system’s voice segments

to calculate the outcomes.

We analyzed cases where the user utterance was

entirely ignored. Table 2 shows the number of

exchanges in which no user utterance was detected.

Chi-square tests conducted on 2×3 contingency

tables for each dataset (Hazumi1911, Hazumi2010,

Avatar Fes.) showed significant differences in

user speech ignoring rates among the three mod-

els (Google, Pyadin, Silero; p < 0.01). Sub-

sequent pairwise comparisons using Fisher’s ex-

act test with Bonferroni correction indicated that,

for Hazumi1911 and Avatar Fes., all model pairs

differed significantly. In Hazumi1911, signifi-

cant differences were found between Google and

Pyadin (p < 0.01) as well as between Pyadin

and Silero (p < 0.01), but not between Google

4https://github.com/ouktlab/pyadintool
5https://github.com/snakers4/silero-vad

Table 2: Turn-wise VAD scores: The number of ignored

user turns (Ex.1)

Data Model Ignored / Total

Google 319/1920 (17%)
Hazumi1911 Pyadin 39/1920 (2%)

Silero 99/1920 (5%)

Google 69/2446 (3%)
Hazumi2010 Pyadin 5/2446 (0.2%)

Silero 69/2446 (3%)

Google 1582/4449 (36%)
Avatar Fes. Pyadin 48/4449 (1%)

Silero 322/4449 (7%)

Table 3: Frame-wise VAD scores (Ex.2)

Data Model Pre Rec F-value

Hazumi1911

Google 0.73 0.73 0.73

Pyadin 0.87 0.89 0.88

Silero 0.88 0.89 0.88

Hazumi2010

Google 0.53 0.88 0.64

Pyadin 0.79 0.97 0.86

Silero 0.84 0.92 0.87

Avatar Fes.

Google 0.61 0.56 0.47

Pyadin 0.58 0.95 0.71

Silero 0.67 0.85 0.74

and Silero. Overall, these results suggest that un-

der Hazumi1911 and Avatar Fes. conditions, the

Google model’s ignoring rate was notably higher

than those of the other two models. Chi-square

tests conducted on 2 × 3 contingency tables for

each dataset (Hazumi1911, Hazumi2010, Avatar

Fes.) showed significant differences in user speech

ignoring rates among the three models (Google,

Pyadin, Silero; p < 0.01). Subsequent pairwise

comparisons using Fisher’s exact test with Bonfer-

roni correction indicated that, for Hazumi1911 and

Avatar Fes., all model pairs differed significantly.

In Hazumi1911, significant differences were found

between Google and Pyadin (p < 0.01) as well

as between Pyadin and Silero (p < 0.01), but not

between Google and Silero. Overall, these results

suggest that under Hazumi1911 and Avatar Fes.

conditions, the Google model’s ignoring rate was

notably higher than those of the other two models.

The accuracy of speech segment detection at

100 ms intervals is shown in Table 3. The experi-

mental results show that using VAD yields higher

detection accuracy across all datasets.
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Table 4: ASR results for each dataset using different

segmentation methods for user utterances: ASR is per-

formed using Google ASR in all conditions.

Data Segmentation CER

Hazumi1911

Only ASR 0.55

VAD (Pyadin) ⇒ ASR 0.50

Manual ⇒ ASR 0.42

Hazumi2010

Only ASR 0.54

VAD (Pyadin) ⇒ ASR 0.51

Manual ⇒ ASR 0.40

Avatar Fes.

Only ASR 0.65

VAD (Pyadin) ⇒ ASR 0.43

Manual ⇒ ASR 0.42

5.2 Impacts of VAD errors on ASR

The following experiment analyzes the impact of

speech segment detection on speech recognition ac-

curacy. We compared speech recognition accuracy

under three conditions, using Google Speech-to-

Text for all conditions:

Only ASR We input the entire dialogue audio into

Google ASR.

VAD (Pyadin) ⇒ ASR We split into audio files

for each user utterance using VAD. We used

Google ASR on those audio files.

Manual ⇒ ASR We split into audio files for each

user utterance on the basis of manually anno-

tated boundaries. We used Google ASR on

those audio files.

Table 4 shows the differences in speech recog-

nition accuracy in each condition. The character

error rate (CER) in the Manual condition is the

smallest in each dataset. The results show that us-

ing VAD can reduce ASR errors due to streaming-

based ASR. Also, results in the Google condition

have more errors than those in the VAD condi-

tion. These results make it clear that errors in VAD

within Google ASR significantly affect ASR accu-

racy.

5.3 VAD error trends in Google ASR

We examined the patterns of VAD errors in Google

ASR. We investigated the relationship between the

time to user utterance after system utterance and

VAD error rates. The results of this analysis are

shown in Figure 5. For each start time (in 100 ms

increments) after the end of system utterance, we

assessed whether user utterance at that timing was

detected. The results indicate the percentage of

user utterance that was not detected as utterance

for each frame.

In all data, there is a high frequency of detection

errors immediately following system utterances.

User utterance immediately after system speech

may be misrecognized as noise and not detected

as part of the speech segment. For Google ASR,

only one of the voices may be identified as a voice

when multiple voices are entered in a certain inter-

val. In this case, the system speech is prioritized

and the following user utterance is ignored. This

phenomenon may occur in models trained with the

assumption of a single speaker.

6 Discussion and Recommendations

6.1 Discussion

From the results in Section 5.1, we found that

Google ASR API often ignores the user’s turn,

which is a very serious problem for spoken dia-

logue systems. We also found that this issue can be

mitigated by using a separately trained VAD model.

However, when examining the frame-level analy-

sis results, we observed that the accuracy varies

significantly depending on the environment, con-

firming that VAD tends to fail more easily in noisy

environments. As shown in Table 3, even in low-

noise environments, the precision of Hazumi2010

is lower than that of Hazumi1911, while its recall is

higher. This is likely due to the fact, as illustrated

in Figure 4, that Hazumi2010 exhibits delayed turn-

taking by users, resulting in fewer overlaps with

system utterances. Consequently, the likelihood of

missed detections is reduced, affecting observed

recall and precision metrics.

From the results presented in Section 5.2, we

found that ASR accuracy decreases when there are

many errors in VAD. This trend is consistent with

those reported in previous studies and has been

reconfirmed in the present research.

In Section 5.3, we analyzed the timing in which

utterances are ignored and found a strong tendency

for user utterances immediately following system

utterances to be ignored. This tendency is particu-

larly pronounced when using the Google ASR API.

Specific examples of errors are shown in Figure 6.

These examples were sampled from dialogues in

the Avatar Fes. dataset, where detection errors

were frequently observed. In Example 1, Google

ASR fails to detect the user utterance immediately

following the system’s question, making it impos-
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Figure 5: The relationship between user utterance tim-

ing and the detection failure rate per frame (100 ms)

sible to determine whether the user responded to

the system’s question. However, standalone VAD

models successfully detected this utterance. This

is thought to be due to confusion between user and

system utterances, possibly stemming from the ar-

chitecture of the speech recognition model. The

Transformer model has a fixed input window and

may not be able to recognize speaker differences

within that window. Therefore, it may not be able

to distinguish user speech immediately after system

speech from the system speech itself.

One method to address this problem is to control

turn-taking so that user utterances do not overlap

with system utterances. Using the robot’s move-

ments, we can adjust aspects such as the timing of

the user utterance. For instance, before transferring

the turn to the user, the robot can look at the user’s

face; or during the system utterance, it can make

large gestures to prevent the user from speaking

simultaneously. In this way, by adjusting the user’s

speaking timing, we can avoid the user utterance

overlapping with the system utterances.

Other factors, such as background noise and

robot operation sounds, can also cause VAD errors.

In Example 2, we present a case where all three

VAD models failed to detect the user utterance.

This failure occurred due to loud background noise,

such as footsteps and laughter, being captured by

the microphone in the middle of the user utterance,

preventing proper detection. In noisy environments

like this, the system frequently misses user utter-

ances. In the case of robots that control gestures,

the sounds generated by the robot’s movements

may also cause errors in VAD and ASR (Nishimura

et al., 2006; Ince et al., 2011). Therefore, it is nec-

essary to implement background noise suppression

and minimize the robot’s operational sounds during

user utterances.

6.2 Recommendations

On the basis of the findings of this study, we offer

the following recommendations to HRI researchers

and practitioners. These suggestions aim to en-

hance the accurate recognition of user utterances,

especially in situations where implementing an ad-

vanced speech processing environment is not fea-

sible. Specifically, we propose methods to reduce

omissions in the VAD of user utterances when de-

veloping dialogue systems.

Employing VAD Model The VAD feature in-

cluded with Google ASR tends to miss user

utterances. To address this issue, we recom-

mend using an independent VAD model. As

demonstrated by our experimental results in

Section 5, errors can be significantly reduced

by employing individually trained VAD mod-

els.

Using Separate Microphones Our experiments

have shown that the system utterances and

user utterances need to be properly separated
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What was the most challenging part of your job? Robot

User

User

The most challenging part of my job was...

Short pause

(300 ms)

Example1 : Google ASR couldn’t detect the user utterance

Ignored utterance

Example2 : All VADs couldn’t detect the user utterance

I still play baseball. I play baseball with my junior high and high school friends.

Ignored utterance

Background noise (Foot stamp, Laughter)

Figure 6: Example of VAD failures in detecting user utterances in Avatar Fes. dataset

to suppress error. Therefore, we advise config-

uring the microphone placement to ensure that

system speech and user speech are not con-

fused in the audio inputs. The most effective

method is to provide the user with a handheld

microphone. If this is not possible, the mi-

crophone should be positioned away from the

system’s speakers to minimize interference.

Understanding Error Trends in VAD VAD

tends to fail in detecting the beginning

of user utterances. This suggests that the

initial part of the user utterance may not

be recognized. Robust dialogue processing

is therefore crucial, taking into account

the possibility of missed detections of user

responses, especially those immediately

following system utterances. Such robust

handling can ensure more reliable dialogue

system performance even when some user

utterances are not initially detected.

7 Conclusion

In this study, we analyzed the patterns of speech

segment detection errors in typical speech recog-

nition scenarios involving dialogue robots. When

utilizing streaming-based automatic speech recog-

nition (ASR) systems, such as Google API, in envi-

ronments where both system and user speech are

input, we observed instances where user utterance

was not detected. Through an error analysis of

voice activity detection (VAD) on dialogue data

between a dialogue system and users, we clarified

the tendencies of missed detections.

On the basis of our analysis, we made the fol-

lowing two contributions:

Answer to RQ1 We observed that the accuracy of

Google ASR declines as the operational en-

vironment approaches real-world conditions.

However, by integrating a dedicated VAD

model, we can effectively prevent the system

from disregarding the user’s turn.

Answer to RQ2 Our findings indicate that user

utterances occurring immediately after sys-

tem utterances are prone to being overlooked.

Therefore, it is important to ensure that user

and system utterances do not overlap to pre-

vent missing user inputs.

To mitigate such errors, a speech segment detection

model needs to be used preprocess ASR. Alterna-

tively, ensuring that system speech is not captured

by the microphone during ASR in robot dialogues

is crucial. Additionally, encouraging users to wait

briefly after the system finishes speaking before

responding may also be effective.

To achieve more robust turn-taking, errors in

turn-taking, such as those involving voice activity

detection (VAP), neecd to be examined in future

studies. We hope that our findings will contribute

to improving the performance of dialogue robots

and enhancing the user experience in human-robot

interactions.
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