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Abstract

This paper proposes a methodology for iden-
tifying evaluation items for practical dialogue
systems. Traditionally, user satisfaction and
user experiences have been the primary met-
rics for evaluating dialogue systems. However,
there are various other evaluation items to con-
sider when developing and operating practical
dialogue systems, and such evaluation items are
expected to lead to new research topics. So far,
there has been no methodology for identifying
these evaluation items. We propose identifying
evaluation items based on business-dialogue
system alignment models, which are applica-
tions of business-IT alignment models used
in the development and operation of practical
IT systems. We also present a generic model
that facilitates the construction of a business-
dialogue system alignment model for each dia-
logue system.

1 Introduction

Traditionally, in the dialogue systems research com-
munity, user satisfaction (Walker et al., 1997; Ultes
and Maier, 2021; Pan et al., 2022) and user ex-
perience (Clark et al., 2019; Følstad and Taylor,
2021; Johnston et al., 2023; Minato et al., 2023)
have been widely used as metrics for evaluating
dialogue systems. With recent advancements in
dialogue system technology, particularly the devel-
opment of large language models (LLMs), it has
become possible to develop dialogue systems with
high scores in these metrics (Hudeček and Dusek,
2023; Iizuka et al., 2023).

However, in developing and operating practical
systems, it is necessary to consider various fac-
tors other than the aforementioned metrics. For
instance, a chatbot using Retrieval-Augmented
Generation (RAG) (Lewis et al., 2020) can gen-
erate natural responses based on the contents of a
database, but there is still a possibility of generating
responses that are inconsistent with the database

contents. Therefore, there are risks associated with
using such a system for customer service. Addition-
ally, when using an LLM on one’s own hardware,
substantial hardware resources are required, result-
ing in high running costs. Consequently, if the
anticipated benefits do not exceed these costs, it is
difficult to continue operating the system.

In addition to LLMs, various new technologies
have been proposed for dialogue systems, but not
all are used in practical systems. We suspect that
one reason for this is the difference between the
evaluation metrics used in the research community
and those used to evaluate practical systems. So it
is crucial to identify evaluation items for building
and operating practical systems.

Dybkjær and Bernsen (2002) and McTear (2004)
mention requirements for dialogue systems in ex-
plaining dialogue systems development life cycles.
McTear (2004) discusses the need for considering
requirements from not only users but also oper-
ators, but how to list all the requirements is not
discussed. Nakano et al. (2024) categorize evalu-
ation items for dialogue systems from the system
owner’s perspective into benefits, costs, and risks,
and they include items that do not have a positive
correlation with user satisfaction or user experi-
ence. However, the methodology for identifying all
evaluation items for individual dialogue systems
has not been presented.

In this paper, we apply business-IT alignment
models (Hinkelmann et al., 2016) to dialogue sys-
tems. Business-IT alignment models are widely
used to link business goals, business processes, and
applications to facilitate the examination and eval-
uation of business systems by various stakeholders.
We call the results of the application of business-IT
alignment models to dialogue systems Business-
Dialogue System Alignment Models (hereafter
Business-DS Alignment Models). By applying
these models to individual dialogue systems to cre-
ate a business-DS alignment, it becomes possible
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to list evaluation items specific to each dialogue
system.

Furthermore, to facilitate the creation of the
business-DS alignment model for an individual
dialogue system, this paper proposes a generic
model for business-DS alignment. By applying
this generic model to individual dialogue systems,
it is possible to create an alignment model tailored
to each system, which can then be used to identify
the corresponding evaluation items.

It should be noted that, while this paper uses
the term business, it is not limited to the narrow
sense of business. Instead, it encompasses all prac-
tical dialogue system development and operation.
For example, the same analytical approach can be
applied to systems developed and operated by non-
profit organizations or local governments.

2 Previous Work

2.1 Evaluating Dialogue Systems

As previously mentioned, user satisfaction (Walker
et al., 1997; Pan et al., 2022; Ultes and Maier, 2021)
and user experience (Clark et al., 2019; Følstad and
Taylor, 2021; Johnston et al., 2023; Minato et al.,
2023) are commonly used metrics for evaluating
dialogue systems. User satisfaction is measured by
integrating factors such as the degree of task com-
pletion and the cost incurred by the user to achieve
the task (Walker et al., 1997). User experience
is generally measured through subjective evalua-
tions. Post-interaction surveys are often used to ask
questions such as whether the interaction with the
system was enjoyable or if the user would like to
converse with the system again.

However, there are also studies addressing im-
portant factors that cannot be measured by these
metrics alone. One such factor is development
cost. Recent dialogue system technologies often
utilize models trained with annotated data. Using
active learning to achieve higher accuracy with a
smaller amount of annotations is proposed (Asghar
et al., 2017; Hiraoka et al., 2017; Tur et al., 2005).
Additionally, end-to-end learning for building dia-
logue systems (Lowe et al., 2017; Wen et al., 2017)
can reduce development costs by eliminating the
need for annotations. Furthermore, research is also
being conducted to reduce hardware costs during
operation (Pandelea et al., 2022).

In addition, recent neural dialogue generation
and dialogue systems using large language models
may include offensive or discriminatory language

in their utterances. Methods for avoiding such ut-
terances are also proposed (Xu et al., 2021; Sun
et al., 2022; Ziems et al., 2022; Henderson et al.,
2018).

However, no methodology has been proposed to
identify all the items to evaluate when developing
and operating practical dialogue systems.

2.2 Business-IT Alignment Model

To identify all the evaluation items, it is necessary
for various stakeholders involved in the develop-
ment and operation to overview and evaluate the
project from their respective perspectives. This re-
quires a comprehensive view of the entire project.

In the context of IT systems in general, not lim-
ited to dialogue systems, discussing systems from
both managerial and developmental viewpoints is
referred to as business-IT alignment. To achieve
this, the relationships between business goals, busi-
ness processes, and applications are represented in
what is called a business-IT alignment model.

In a business-IT alignment model, it is possi-
ble to represent not only the IT system itself but
also its development and operation. Vicente et al.
(2013) created models for operation and Mayer
et al. (2019) created models for risks.

There is also research on modeling business-IT
alignment for AI service systems that use machine
learning (Takeuchi and Yamamoto, 2019). Addi-
tionally, meta-models that integrate multiple mod-
els related to AI service systems have been pro-
posed (Husen et al., 2024; Takeuchi et al., 2024).

However, dialogue systems are different from
typical AI service systems in that they intensively
interact with humans. Therefore, the aforemen-
tioned models cannot be directly applied to dia-
logue systems.

3 Proposed Methodology

3.1 Overview

We propose a methodology in which various stake-
holders involved in a dialogue system development
and operation project can overview and evaluate the
project from their respective perspectives by con-
structing a business-DS alignment model. Based
on this model, we identify comprehensively the
evaluation items.

A business-dialogue system alignment model
consists of the services provided by the dialogue
system, values, risks, and costs. Each of these
components is broken down into finer elements
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Figure 1: Relationships among the business-IT and
business-DS alignment models.

ElementNotation

A business entity that is capable of performing 
behavior.

Business actor

An explicitly defined exposed business behavior.Business service

A sequence of business behaviors that achieves a 
specific outcome such as a defined set of 
products or business services.

Business process

A concept used within a particular business 
domain.

Business object

An explicitly defined exposed application 
behavior.

Application service

An encapsulation of application functionality 
aligned to implementation structure, which is 
modular and replaceable. 

Application component

Automated behavior that can be performed by an 
application component.

Application function

Data structured for automated processing.Data object

An external or internal condition that motivates 
an organization to define its goals.

Driver

A high-level statement of intent, direction, or 
desired end state for an organization and its 
stakeholders.

Goal

The result of an analysis of the state of affairs of 
the enterprise with respect to some driver.

Assessment

Table 1: ArchiMate elements.

and represented using a modeling language called
ArchiMate (The Open Group, 2019). By further
integrating these elements and expressing the rela-
tionships between them, the overall model can be
represented. This allows for the enumeration of the
values, risks, and costs associated with the target
dialogue system.

However, constructing a business-DS alignment
model from scratch is difficult for researchers in
the dialogue system community. Therefore, we pro-
pose a generic model for business-DS alignment.
Applying this generic model to individual dialogue
systems makes it easy to create an alignment model
tailored to each system, which can then be used to
list evaluation items. Figure 1 illustrates the rela-
tionship among business-IT alignment models and
business-DS alignment models.

RelationNotation

A temporal or causal relation.Triggering
A left-hand-side element plays a role in 
the creation or achievement.Realization
A left-hand-side element comprise one or 
more other elements.Composition
A left-hand-side element affects the 
implementation of motivation elements.Influence
A left-hand-side element observes or acts 
upon right-hand- side elements.Access
A left-hand-side element allocates 
responsibility or execution.Assignment

Table 2: ArchiMate relations.

3.2 Generic Model for Business-Dialogue
System Alignment

The generic model for business-DS alignment con-
sists of the generic model of values, the generic
model of risks, the generic model of costs, and the
generic model of the services provided by dialogue
systems (hereafter, we simply call this the generic
model of dialogue systems). We illustrate these us-
ing ArchiMate. The explanations of the ArchiMate
elements and relationships are shown in Tables 1
and 2, respectively.

3.2.1 Generic Model of Values
The values of dialogue systems are defined from
various perspectives. We consider that it consists
of user value, quality value, and business value,
and further enumerate their sub-elements. Figure 2
is the ArchiMate illustration for these.

User value User value refers to the benefits that
users obtain. Following Aaker (2014), we consider
the following four elements as components of the
value model:

• Functional value: The utility obtained from
the functions of the service: e.g., achieving
tasks or effectively practicing dialogue.

• Emotional value: The special emotions
brought about by the process and experience
of using the service: e.g., enjoying the conver-
sation.

• Self-expressive value: The state where users
can express their ideal selves through the use
of the service: e.g., feeling satisfied with one’s
ability to effectively use the dialogue system.

• Social value: The identity or sense of belong-
ing gained from using the service: e.g., feeling
satisfied being part of a group that uses the
same dialogue system.
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Figure 2: Generic model of values.

Quality value Quality value refers to the value
that users obtain from the high quality of the ser-
vice. Based on the quality model called the Kano
Model (Kano et al., 1984; Mikulić and Prebežac,
2011), we decompose quality value into the follow-
ing elements.

• Must-be value: This value leads to dissat-
isfaction if not fulfilled but does not signifi-
cantly increase satisfaction when fulfilled. In
the context of dialogue systems, this includes
the ability to complete tasks reliably and the
system not crashing.

• Attractive value: This value does not cause
dissatisfaction if not fulfilled, but significantly
increases satisfaction when it is. For dialogue
systems, this includes the ability to engage
in natural, human-like conversation, such as
fluency and appropriate timing and prosody.

Business value Business value refers to the value
obtained by the operators or owners of the dialogue
system. The following three elements are consid-
ered sub-components:

• Revenue increase: This includes the increase
in sales of products incorporating the dialogue
system and the increase in sales of products
recommended by the dialogue system.

• Cost reduction: This refers to the reduction in
labor costs achieved by replacing tasks previ-
ously performed by humans with the dialogue
system.

• New revenue: This includes revenue from
service fees for using the dialogue system,
income from displaying advertisements to dia-
logue systems users, and revenue from selling
collected dialogue data.

Here, quality value demonstrates attributes such
as “whether not providing it poses a risk” or
“whether providing it leads to opportunities.” On
the other hand, business value can be seen as what
the provider gains in exchange for delivering user
value (Perri, 2018).

Here, we have listed quality value, user value,
and business value in parallel. However, enhancing
quality value and user value can lead to an increase
in the number of users and usage frequency, which
in turn may lead to revenue increase, cost reduc-
tion, and new revenues. These relationships vary
depending on the individual system.

Note that we do not limit the dialogue systems
targeted in this study to task-oriented dialogue sys-
tems. Non-task-oriented dialogue systems can also
have various values. For example, in the case of a
system that allows users to chat with a well-known
character (Akama et al., 2017; Han et al., 2022),
users can gain emotional value by enjoying ca-
sual conversations. Additionally, since the system
can promote the character, the system owner can
achieve a revenue increase.

3.2.2 Generic Model of Risks
In recent years, there have been many concerns
about the risks associated with AI, including gener-
ative AI. In this context, principles for the societal
implementation of AI are being considered not only
by academic organizations but also by national and
international institutions. This study views the fail-
ure to adhere to these principles as a risk.

Many principles have been established as guide-
lines, but they vary in granularity and comprehen-
siveness, and comparisons are being made (Jobin
et al., 2019). In our study, the principles men-
tioned in more than one-third of the 84 guidelines
investigated by Jobin et al. (2019) are considered
components of risk, and we apply these principles
to dialogue systems.
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Figure 3: Generic model of risks. Not satisfying the AI principles causes risks.
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Figure 4: Generic model of costs.

Transparency: The dialogue system can explain
why it behaved in a certain way.

Justice and fairness: It does not make utterances
based on biased thinking.

Non-maleficence: There is no risk of generating
defamatory utterances, producing incorrect
utterances, or copyright violation.

Responsibility: Responsibility is clearly assigned
when problems arise.

Privacy: There is no risk of leakage of personal in-
formation, speech, or facial images contained
in the dialogue content.

Beneficence: The dialogue system has a positive
impact on users and society.

Freedom and autonomy: There is no risk of be-
ing used for criminal purposes.

When developing or operating dialogue systems,
if there is a possibility that these principles could
be compromised, it is considered to be a risk.

Figure 3 illustrates this generic model of risks.

3.2.3 Generic Model of Costs
In the practical implementation of any system, not
limited to dialogue systems, development and op-
erational costs are required. These costs can be
broken down as follows:

Cost for human resources: This includes human
resources for initial system development, sys-
tem testing, system modifications after the
start of operation, and human resources for
handling issues and troubleshooting.

Cost for information resources: This involves
the creation of annotated data for model
building, and the creation of data used as
references for writing rules.

Cost for IT resources: This includes computing
resources needed for initial system develop-
ment, server usage fees, external API service
usage fees, and application registration fees.

Figure 4 illustrates this generic model of costs.

3.2.4 Generic Model of Dialogue Systems
Below we enumerate the elements related to a di-
alogue system. This is based on the AI service
system description by Takeuchi et al. (2024).

User: The user of the dialogue system.

Operator: The person or entity operating or own-
ing the dialogue system.

User activities using the dialogue system:
Activities performed by the user using
the dialogue system, such as performing
tasks, practicing having a conversation, and
enjoying a conversation.

Operator activities using the dialogue system:
Activities performed by the operator using
the dialogue system, such as providing
information and obtaining information from
users.

Dialogue services: Services provided by the dia-
logue system, such as providing information
at any time and providing the joy of conversa-
tion.
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Figure 5: Generic model of dialogue systems. A solid line without direction denotes a general relationship.

Dialogue system components: Components
within the dialogue system, such as language
understanding component, dialogue manage-
ment component, and information search
component.

Component functions: Functions of the dialogue
system components, such as language under-
standing, dialogue management, and informa-
tion search.

Data/models: Models used by dialogue system
components and the data to train these models,
such as language understanding model and
training data for it.

Observed events/issues: Possible events or issues
regarding data/models, application compo-
nents, or functions, such that annotated data
for language model training is necessary and
that the language generation component might
generate incorrect statements.

Figure 5 illustrates this generic model of dia-
logue systems.

3.3 Creating a Business-Dialogue System
Alignment Model and Identifying
Evaluation Items

To create a business-DS alignment model, we will
apply the general model described in Section 3.2
to the target dialogue system. In practice, each dia-
logue system will be represented using ArchiMate,
illustrating its relationships with value, cost, and
risk elements. Elements not related to these will be
excluded.

Request
Handling 

Dialog
Management

FAQ
search

User's
Browser

FAQ 
Database

Figure 6: Architecture of the FAQ chatbot as a case
study.

In the explanation below, we use a simple FAQ
(Frequently-Asked Questions) chatbot as a case
study. This chatbot uses an FAQ database con-
taining question-and-answer pairs to respond to
user queries via text input and output. It performs
example-based question answering (Banchs and
Li, 2012; Inaba and Takahashi, 2016). The system
operates on a server, and users access it through
a browser without entering a user ID. The chatbot
comprises a web server for handling requests, a
simple dialogue management module based on a
state transition model, and an FAQ search module,
as shown in Figure 6. The dialogue management
module generates initial responses and handles sit-
uations where no FAQ match is found. The FAQ
search module uses Sentence-BERT (Reimers and
Gurevych, 2019) to match the input sentence with
example questions, extracts the relevant FAQ, and
returns it to the dialogue management module.

We first tailor the generic model of dialogue
systems to the target system (Figure 7). In the case
of the FAQ chatbot, it becomes as follows:

• User is the user of the dialogue system to seek
information.
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Figure 7: Business-dialogue system alignment model for FAQ Chatbot.

• Operator is the operator or the owner of the
system who provides information.

• User activity using the dialogue system is ob-
taining information at any time.

• Operator activities using the dialogue system
are automatically providing information and
obtaining users’ requests.

• Dialogue service is a service that provides
information at any time.

• Dialogue system components are web applica-
tion server, dialogue management component,
and FAQ search component.

• Component functions are request handling, di-
alogue management, and FAQ search.

• Data/models are user request utterances, sys-
tem responses, the dialogue management sce-
nario, and the FAQ set.

• Observed events/issues are the need for a FAQ
set, the need for dialogue management sce-
narios, and the possible inclusion of personal
information in user utterances.

Then these are linked to the elements of values,
risks, and costs by the following steps.

(1) Derive costs from observed events/issues in
the development, operation, and usage of each
component.

In the case of the FAQ chatbot, costs are re-
quired for developing and operating each com-
ponent. Additionally, the need for a FAQ set
and dialogue management scenarios incurs
development and maintenance costs.

(2) Identify principles that are hindered by ob-
served events in the development, operation,
and usage of each component as risks.

In the case of the FAQ chatbot, the inclusion of
personal information in user utterances poses
a risk to privacy protection. On the contrary,
since responses are pre-written in the FAQ
database, the risk of incorrect answers, biased
responses, or responses containing slander is
low. Also, since the creation of the FAQ set
involves cooperation between dialogue sys-
tem developers/operators and business-side
personnel, there is a risk of unclear responsi-
bility for the content.

(3) Identify business value from activities asso-
ciated with the dialogue system development
operators.

In the case of the FAQ chatbot, automating in-
formation providing reduces labor costs. Ad-
ditionally, analyzing user requests can reveal
user needs, leading to new revenue opportuni-
ties.

(4) Identify user value from user activities using
the dialogue system and the business value
influenced by that user value.
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In the case of the FAQ chatbot, the ability to
obtain information provides functional value
to the user.

(5) Identify quality value from user activities us-
ing the dialogue system and the business value
influenced by that user value.

In the case of the FAQ chatbot, the ability to
obtain information at any time without service
interruption provides essential value to the
user.

In this way, the values, risks, and costs of individ-
ual dialogue systems are enumerated and identified
as evaluation items. The resulting business-DS
alignment model for the FAQ chatbot written in
ArchiMate is shown in Figure 7.

Additional case studies can be found in Ap-
pendix A.

4 Limitations and Discussion

Although the case studies suggested that our ap-
proach is promising, there may be values, risks, and
costs that have not been considered, necessitating
continuous review. Particularly with advancements
in technology like LLMs, which enable more nat-
ural conversations, new risks that were previously
unconsidered may arise.

As stated earlier, academic research has often
used user satisfaction and user experience as evalu-
ation metrics. Roughly speaking, user satisfaction
relates to functional value, self-expressive value,
and social value. User experience relates to emo-
tional value, must-be value, attractive value, non-
maleficence, justice and fairness, and transparency.
Our analysis identified evaluation items beyond
these, so it became possible to consider user satis-
faction, user experience, and other evaluation items
all at once. We hope this leads to new research
themes.

In planning the actual system development, it
is necessary to balance values, risks, and costs.
For example, while showing many advertisements
might increase business value, it could decrease
emotional value and pose risks to hinder non-
maleficence. Similarly, using a low-performance
model to reduce costs can decrease must-be value.
A balanced system design considering all evalua-
tion items is necessary, and our approach enables
such a balanced design by identifying evaluation
items from various perspectives.

In some cases, it is desirable to integrate these
evaluation items into a single-dimensional evalu-
ation scale. However, the prioritization of these
items must be determined by the consensus of vari-
ous stakeholders, including the system owner. We
hope business-DS alignment models help the facil-
itation among the stakeholders.

The evaluation items obtained using the method-
ology proposed in this paper do not necessarily
allow for a quantitative assessment of dialogue sys-
tems. However, in many cases, various IT-related
technologies are proposed and utilized without
quantitative evaluation. In addition, focusing only
on quantifiable evaluation items and ignoring other
items have the risk of falling into the well-known
McNamara fallacy (also known as the quantitative
fallacy). We believe that instead of focusing solely
on fields where quantitative evaluation is feasible
through small-scale experiments, dialogue system
researchers should also consider evaluation items
that are difficult to quantify. This approach may
lead to the development of more practical technolo-
gies.

While it is practically impossible to quantita-
tively demonstrate the superiority of our methodol-
ogy, we aim to showcase its effectiveness by apply-
ing it to the development of a variety of practical
dialogue systems and evaluating it from multiple
perspectives.

Business-IT alignment models on which our
methodology is based may not be familiar to di-
alogue system engineers, making it potentially
challenging to construct a business-DS alignment
model. Therefore, we believe it is effective to
present a simpler model. As an alternative ap-
proach, it is also possible to consider developing
human resources who can construct business-DS
alignment models while communicating with vari-
ous stakeholders.

5 Concluding Remarks

This paper proposed a methodology to identify
evaluation items for dialogue systems based on
business-DS alignment models. Although the
methodology presented in this paper needs im-
provement through more case studies. Neverthe-
less, we believe that it serves as a useful first step.

Besides the future work already mentioned, We
plan to analyze the issues that prevent commercial-
izing systems in the research stage.
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A Additional Case Studies

A.1 Dialogue Systems Analyzed
In addition to the FAQ chatbot that was analyzed
in Section 3.3, we analyzed the system listed be-
low. We selected these systems because they are
already in commercial service or close to practical
use. Note that we do not assume the same settings
as the systems referenced in the literature.

Speech-based assistant on smartphones This
works as an embedded application of smartphones
and performs question answering, controlling ap-
plications, and other tasks like Apple’s iPhone Siri
(Bellegarda, 2013). The input modality is speech
and the output modalities are speech, displaying
on the smartphone, and application control. It uses
proprietary speech recognition. Wake words are
recognized on the device and other user utterances
are recognized on the server. It also uses propri-
etary server-based language understanding using
BERT or others. Dialogue management and re-
sponse generation are rule-based and run on the
server. Speech synthesis is device-embedded.

Job interview practice system This system is
designed for practicing job interviews (Inoue et al.,
2021; Yu et al., 2019; Su et al., 2018) by interacting
with a virtual agent. The system operates on a
server and is accessed via a browser. The input
modalities are speech and facial images, and the
output modalities are speech and virtual agents. It
uses commercial server-based speech recognition
and speech synthesis. Language understanding,
dialogue management, and language generation
use an API-based commercial LLM service (such
as OpenAI’s ChatGPT1). The virtual agent runs on
the browser.

Interview dialogue system for understanding
user status This is a virtual agent dialogue sys-
tem designed to engage with users, asking about
their lifestyle and health status while conversing
with them (DeVault et al., 2014; Asao et al., 2020).
To ensure continuous use, the system aims to make
the dialogues enjoyable for the users (Kobori et al.,
2016). The system operates on a server and is
accessed through a browser. Input modalities are
speech and facial images and the output modalities
are speech and virtual agents. It uses server-based
commercial speech recognition and language un-
derstanding, and device-embedded speech synthe-

1https://openai.com/index/chatgpt/

sis. It also uses scenario-based dialogue manage-
ment running on the server. The virtual agent runs
on a browser.

Conversational recommender system This sys-
tem engages in dialogue to elicit user preferences
and experience (Zeng et al., 2023), and based on
this information, recommends products (Jannach
et al., 2021; Gao et al., 2021). It operates on a
server. The input and output modality is text. It
uses a crowd service for language understanding
and state transition model-based dialogue manage-
ment (e.g., Google Dialogflow2).

A.2 Evaluation Items for Example Dialogue
Systems

Table 3 shows the elements of the generic model for
business-DS alignment and their relation to each
example system. The factors listed under “com-
mon to all system” are those shared by all systems.
We show this table instead of the comprehensive
ArchiMate representations for simplicity.

Relatively minor risks have been omitted. For
instance, even if rule-based utterance generation is
used, there is a possibility that the person writing
the rules might create biased or offensive utter-
ance templates. However, this risk is generally low
because checks are usually conducted before the
system is deployed.

In contrast, response generation using LLMs car-
ries a higher risk because it cannot be pre-checked.
However, compared to other applications, job in-
terview practice systems have relatively low actual
harm even if the LLM generates inappropriate ut-
terances. Considering the development cost, using
an LLM is reasonable.

These case studies have suggested that, based on
the business-DS alignment models, it is possible to
identify the costs, risks, and values of individual
dialogue systems. They also allow for highlight-
ing potential issues and comparing systems from
various perspectives.

2https://cloud.google.com/dialogflow

https://openai.com/index/chatgpt/
https://cloud.google.com/dialogflow
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Speech-based 
assistant on 
smartphones

Job interview pratice 
system

Interview dialogue 
system for 
understanding user 
status

Conversational 
recommender system

Revenue 
increase

Increase in the sales of 
a product integrated 
with the system

Increase in the sales of 
recommended 
products 

Cost 
reduction

Reduction in labor 
costs

Reduction in labor 
costs

Reduction in labor 
costs

New 
revenues

Reuse of collected 
dialogue data

Dialogue system 
usage fee

Functional 
value

Can obtain desired 
information

Can effectively practice 
dialogues

Can receive product 
recommendations 
tailored to the user's 
preferences

Emotional 
value

Not embarrassing 
because no one else 
can hear

Can enjoy 
conversation

Self-
expressive 
value
Social 
Must-be 
value

System does not 
stop

Can accomplish task 
with high probability

Can accomplish task 
with high probability

Can accomplish task 
with high probability

Attractive 
value

Can engage in 
natural, human-like 
conversations

Risk that the behaviors 
of the LLM cannot be 
explained
Risk of LLM making 
utterances based on 
biased thinking
Risk of LLM making 
defamatory or incorrect 
utterances
Risk that responsibility 
sharing between 
external services and 
the system is not clear

Risk that responsibility 
sharing between 
external services and 
the system is not clear

Risk that responsibility 
sharing between 
external services and 
the system is not clear

Risk of the leakage of 
personal information 
contained in the user's 
speech or utterance 
content

Risk of the leakage of 
personal information 
contained in the user's 
speech, facial images, 
and utterance content

Risk of the leakage of 
personal information 
contained in the user's 
speech, facial images, 
and utterance content

Risk of the leakage of 
personal information 
contained in the user's 
utterance content

The risk of not being 
able to control the 
content generated by 
an LLM 

- Initial system 
development and 
system testing
- System  
modifications after 
the operation starts
- Troubleshooting 
and issue resolution

Annotated data for 
model construction and 
response generation 
rules

Annotated data for 
model construction and 
response generation 
rules

Annotated data for 
model construction 

- Computational 
resources required 
for initial system 
development
- Server cost

SaaS usage fees 
(speech recognition, 
speech synthesis, and 
LLM)

SaaS usage fees 
(speech recognition 
and language 
understanding)

SaaS usage fees 
(language 
understanding)

Quality 
Value

Transparency

Justice and fairness

Example dialogue systemCommon to all 
systems

Elements in the generic model

Costs for 
developing and 
operating the 
dialogue 
system

Values 
provided by the 
dialogue 
system

AI principles to 
be satisfied

Cost for human 
resources

Cost for information 
resources

Cost for IT resources

Non-maleficence

Responsibility

Privacy

Beneficence

Freedom and 
autonomy

Business 
Value

User 
value

Table 3: Evaluation items for example dialogue systems.
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