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Abstract
Sustainability metrics have increasingly be-
come a crucial non-financial criterion in invest-
ment decision-making. Organizations world-
wide are recognizing the importance of sustain-
ability and are proactively highlighting their ef-
forts through specialized sustainability reports.
Unlike traditional annual reports, these sustain-
ability disclosures are typically text-heavy and
are often expressed as infographics, complex ta-
bles, and charts. The non-machine-readable na-
ture of these reports presents a significant chal-
lenge for efficient information extraction. The
rapid advancement of Vision Language Models
(VLMs) has raised the question whether these
VLMs can address such challenges in domain
specific task. In this study, we demonstrate the
application of VLMs for extracting sustainabil-
ity information from dedicated sustainability
reports. Our experiments highlight the limita-
tions in the performance of several open-source
VLMs in extracting information about sustain-
ability disclosures from different type of pages.

1 Introduction

In recent years, we have witnessed a significant
growth in inclusion of non-financial factors partic-
ularly sustainability in corporate reporting. As per
KPMG’s recent sustainability reporting survey1,
reporting on sustainability has become part of busi-
ness as usual for 96% of the world’s largest 250
companies and a majority of the top 100 companies
in each country. Driven by continued stakeholder
demand for transparency and consistency in sus-
tainability data disclosures, several standards have
been proposed to harmonize sustainability report-
ing. Frameworks like Global Reporting Initiative
(GRI), Sustainability Accounting Standards Board
(SASB), and UN Sustainable Development Goals
(SDG), have been developed to streamline the re-
porting around various sustainability indicators

1https://kpmg.com/xx/en/our-insights/esg/the-move-to-
mandatory-reporting.html

(Chofreh and Goni, 2017). Despite being part of
business-critical disclosures, sustainability report-
ing remains mostly unstructured, unlike the stan-
dardized annual financial reports. With no common
reporting template, these reports lack consistency,
relying mostly on charts, infographics and text, and
are generally published in non-machine-readable
PDF formats (Ruggiero and Bachiller, 2023). Ex-
tracting relevant information from these unstruc-
tured reports takes several person hours of efforts
and is prone to mistakes and influence by personal
judgment. Hence, automation of sustainability in-
formation extraction from reports can reduce pro-
cessing time and let stakeholders focus more on
decision making. In this work, we have used the
GRI framework as reference. The GRI framework
offers sustainability standards in three categories:
Economy (GRI 200), Environment (GRI 300), and
Social (GRI 400), for further details refer A.1. Or-
ganisations use various indicators listed under these
three to report their sustainability activities.

Recent advancements in natural language pro-
cessing with availability of Large Language Mod-
els (LLM) and Vision Language Models (VLM) viz
Llama (Touvron et al., 2023), Gemini (Team et al.,
2023, 2024), Phi (Abdin et al., 2024), ChatGPT
(Achiam et al., 2023), LLaVa (Liu et al., 2023a,b),
etc have opened a new dimension to multi-modal
information extraction. Significant number of ef-
forts have been made to utilize LLMs for extracting
information from sustainability or Environmental,
Social, and Governance (ESG) reports. For in-
stance, ClimateBERT (Webersinke et al., 2021) is
a transformer model fine-tuned for climate-related
classification tasks, ChatReport (Ni et al., 2023)
is an LLM-based tool that evaluates companies’
sustainability reports according to the TCFD guide-
lines. ESGReveal (Zou et al., 2023) is a tripartite
framework leveraging LLMs and RAG to extract
and analyze ESG data, offering benchmarks for
corporate reporting. DocQA (Mishra et al., 2024)
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is a platform for question answering over sustain-
ability reports using RAG framework. Bronzini et
al. (Bronzini et al., 2024) used LLMs to construct
knowledge graphs for analyzing ESG disclosures
from sustainability reports. However, to the best of
our knowledge, the use of VLMs for ESG data ex-
traction is yet to be explored. Also, LLMs still face
challenges in effectively handling domain-specific
tasks in a zero-shot setting(Yao et al., 2023). In
this work, we have evaluated the performance of
open source VLMs on the task of extracting sus-
tainability disclosures from sustainability reports.
We highlight the shortcomings of these models on
the extraction task.

2 Data Curation & System Architecture

We collected around 700 English language sus-
tainability reports from the SASB website2. Many
organizations include a GRI index table in their sus-
tainability reports which lists GRI disclosures with
their reference, such as page numbers, links, and
section headers. The format varies across reports,
as can be seen in A.2. We used GRI index tables
from these reports to generate the benchmark eval-
uation dataset, focusing on those with internal ref-
erences only for listed GRI disclosures. We applied
a keyword driven heuristic-based filtering method
to identify reports containing a GRI Index table,
specifically checking if the index mention appeared
in the table of contents. This filtering process left
us with 380 reports. Next, we manually annotated
the page ranges in the reports where the GRI Index
tables appeared. These tables were extracted using
a combination of Table Transformer (Smock et al.,
2022) and Llama 3 (Dubey et al., 2024) with hu-
man in the loop in <GRI disclosure, Page Number>
format. Comparison of our approach with VLM
based table extractions are shown in appendix A.2.

Figure 1: System Flow Diagram

Figure 1 shows the process flow followed for the
work. After identifying the relevant page image and
corresponding GRI disclosure for which data needs
to be extracted, we provided the page image along

2https://sasb.ifrs.org/company-use/sasb-reporters/

with a contextual prompt to the VLMs. The prompt
was designed to guide the model in extracting spe-
cific information based on the GRI disclosure. The
VLM output is then validated by human experts.
The next section outlines the VLMs used in our
experiments, a brief overview of their architecture
and selection rationale.

3 Experiments

We experimented with the following VLMs for
extracting information related to GRI disclosures
from the report pages:

• Llama 3.2 Vision - Llama-3.2-11B-Vision-
Instruct3 is an instruction fine-tuned model of
Llama 3.2 vision (Dubey et al., 2024) which
integrates image encoder followed by image
adapter and language model decoder.

• Qwen2 VL - Qwen2-VL-7B-Instruct4 is an
instruction fine-tuned model of Qwen2 (Wang
et al., 2024) which integrates 675M parameter
vision encoder with 7.6B parameter language
model decoder. It uses naive dynamic reso-
lution to process any resolution image along
with multi-modal rotary position embedding
to extrapolate longer sequences.

• LLaVA - LLaVA-v1.6-mistral-7b-hf 5 is an
instruction fine-tuned model of LLaVA-NeXT
(Liu et al., 2024) which combines a vision
encoder and a connector to connect with mis-
tral (Jiang et al., 2023) LLM for joint vision-
language tasks.

These models were selected due to their proven
accuracy on similar datasets, such as DocVQA
(Mathew et al., 2021), ChartQA (Masry et al.,
2022), InfographicVQA (Mathew et al., 2022), and
MMMU (Yue et al., 2024). Additionally, they rep-
resent some of the recent advancements in the field,
ensuring that the models used are both relevant and
capable of handling the complexities of the task at
hand. In the later section, we will discuss about the
short comings of these models in specific settings.

4 Results & Analysis

We conducted experiments to validate the extrac-
tions of 74 unique GRI disclosures across 10 sus-

3https://huggingface.co/meta-llama/Llama-3.2-11B-
Vision-Instruct

4https://huggingface.co/Qwen/Qwen2-VL-7B-Instruct
5https://huggingface.co/llava-hf/llava-v1.6-mistral-7b-hf
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tainability reports, with a total of 640 pages an-
alyzed. The results were assessed by two inde-
pendent domain experts, with a Cohen’s Kappa
score(Cohen, 1960) of 0.9, indicating strong consis-
tency in the evaluation process. Partial extractions
were considered incorrect during validation. The
requirement for manual validation of the outputs
limited the number of reports included in the ex-
periments. These pages included data presented as
text, tables, charts, infographics, or a combination
of these formats (Examples shown in Appendix A
Figure 2). Around 60% of the pages have data in
more than one format. In Table 1, we present the
distribution of pages as per the data formats.

Page Type Count Page Type Count
text 125 table+infographics 10

table 125 chart+infographics 7
infographics 5 text+chart 90

text+infographics 163 text+chart+table 46
text+table 39 text+chart+infographics 30

Table 1: Distribution of Pages as per Data format

The prevalence of "text" and "text + infograph-
ics" highlights the reliance on textual descriptions
and visual information in sustainability reporting.
However, the reports also incorporate a substan-
tial number of tables and combined modalities like
"text + chart" and "text + chart + table", empha-
sizing the multimodal nature of these documents.
The low incidence of standalone "infographics"
and "chart + infographics" likely stems from the
common practice of including accompanying text
within these visuals, resulting in a higher preva-
lence of combined "text + infographics" entries.

We expand our analysis by including key metrics
that evaluate the effectiveness of VLMs in GRI
disclosure extraction. For validation purposes, we
considered three distinct cases:

• Correct: The model correctly extracts the
relevant information from the page.

• Incorrect: The model extracts information
from the page; however, it fails to provide the
correct answer due to misinterpretation, in-
complete understanding, or inaccurate reason-
ing. This could involve selecting the wrong
data point from a chart/table or misinterpret-
ing a statement in the text.

• Hallucination: The model provides informa-
tion that is not present on the page. This indi-
cates that the response isn’t properly based on

the page content, and the model is generating
the response based on its training data.

The accuracy of information extraction using
VLMs is calculated as the percentage of correct,
incorrect, or hallucinated instances, out of the total
number of instances for a given GRI category or
page type. Table 2 shows VLMs accuracy in ex-
tracting information across GRI categories. The
results reveal varying performance across these cat-
egories for all the models, indicating sensitivity to
the specific content and language used within each.
For instance, while Llama 3.2 vision demonstrates
a relatively high accuracy in the Economic category,
likely due to the structured and quantifiable na-
ture of economic disclosures, its performance dips
in the Environment and Social categories. As for
LLaVa and Qwen2, a striking negative result is the
substantial proportion of "incorrect" predictions,
often exceeding "correct" ones. This highlights
models issue with fine-grained comprehension and
information localization within the document. Fur-
thermore, the presence of hallucination raises con-
cerns about reliability, specially for LLaVa in the
Environment category. This is due to LLaVa’s ten-
dency to generate descriptive summaries of page
images, rather than focusing on precise information
extraction, which might contributed to the fabrica-
tion of information. Qwen2 displays a different pat-
tern, exhibiting a lower hallucination rate but a high
proportion of incorrect predictions. This behavior
suggests a potential weakness in Qwen2’s ability to
perform fine-grained information extraction. Our
observations indicate that Qwen2 occasionally pro-
vides section headlines or the names of GRI disclo-
sures themselves as answers, even when more spe-
cific information is requested in the prompt. This
tendency to offer labels rather than detailed con-
tent contributes to the increased rate of incorrect
predictions. The impact of different page types on
the VLM’s accuracy is demonstrated in Table 3,
revealing a significant performance gap based on
content and layout complexity. While text-heavy
pages achieve moderate accuracy for Llama 3.2 and
Qwen2, LLaVa struggles, suggesting differences
in handling textual information. Complex layouts
involving tables, charts, or their combinations like
"text + table", "chart + infographics" present con-
sistent challenges for all VLMs, with accuracy of-
ten falling below 50%, highlighting difficulties in
deciphering information embedded within struc-
tured or visually formatted elements. The inclusion
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Category Llama 3.2 Vision Instruct LLaVa v1.6 Qwen2 VL Chat
Correct Incorrect Hallucination Correct Incorrect Hallucination Correct Incorrect Hallucination

Economic 68.42 28.95 2.63 50 36.84 13.16 39.47 60.53 0
Environmental 50.47 45.04 4.47 38.02 40.25 21.72 45.36 51.43 3.19
Social 62.15 35.45 2.39 36.65 44.22 19.12 57.37 41.43 1.19

Table 2: Accuracy(%) of VLMs in extracting information across GRI categories

Page Type Llama 3.2 Vision Instruct LLaVa v1.6 Qwen2 VL Chat
Correct Incorrect Hallucination Correct Incorrect Hallucination Correct Incorrect Hallucination

text 66.4 32 1.6 38.4 41.6 20 55.2 44 0.8
table 47.2 44 8.8 40.8 40.8 18.4 36 57.6 6.4

infographics 80 20 0 40 60 0 100 0 0
text+infographics 55.83 41.72 2.45 30.06 44.78 25.15 43.56 55.83 0.61

text+table 41.03 58.97 0 46.15 25.64 28.21 56.41 41.03 2.56
table+infographics 100 0 0 0 0 100 80 20 0
chart+infographics 14.29 85.71 0 14.29 57.14 28.57 42.86 57.14 0

text+chart 66.67 31.11 2.22 51.11 46.67 2.22 64.44 35.56 0
text+chart+table 47.83 52.17 0 56.52 39.13 4.35 43.49 52.17 4.35

text+chart+infographics 66.67 23.33 10 26.67 40 33.33 50 50 0
Overall 57.19 39.38 3.44 38.91 41.41 19.69 49.38 48.59 2.03

No Data 22.11 71.63 6.25 48.55 41.34 10.09 40.38 57.69 1.92

Table 3: Accuracy(%) of VLMs in information extraction from different page types

of "infographics" seems to have a varied impact.
Llama and Qwen2 achieve high accuracy with stan-
dalone infographics, but performance decreases
when combined with text, indicating challenges
in integrating multimodal information. Hallucina-
tion tendencies, particularly prominent in LLaVa
for heavily structured pages like "text + chart +
infographics", "chart + infographics", suggest a
potential link between difficulty in processing spe-
cific page structures and the tendency to hallucinate.
Overall, Llama3.2 and Qwen2 exhibit comparable
performance, while LLaVa lags, underscoring the
need for further research into how VLMs process
diverse page elements and mitigate hallucination,
especially in complex layouts. Few examples for
the same are shown in appendix A.3.
The "No Data" case, shown in the last row of Table
3 presents a notable finding from our experiments.
In 208 instances, the relevant data for disclosures
listed in the GRI index table was not present on
the referenced pages. We then assessed the perfor-
mance of VLMs on pages where GRI disclosure
information is expected but absent. This scenario
tested the models’ ability to handle missing data
and avoid generating potentially misleading or fab-
ricated responses. The results reveal a concerning
trend: Llama and Qwen2 exhibits a high proportion
of "incorrect" predictions in this context whereas
LLaVa achieves highest accuracy in saying "no, the
information is not present". Llama, while demon-
strating the lowest percentage of correct responses,

struggles significantly, with over 72% of its predic-
tions classified as incorrect. Interestingly, while the
hallucination rates are low for all models, the sub-
stantial proportion of incorrect predictions suggests
that the models may be attempting to answer by
relying on contextual clues or related information,
even when the specific data point is missing. This
highlights a critical limitation: the models appear
unable to reliably identify and flag the absence of
required information, instead attempting to provide
an answer, even if it is incorrect. This behavior
underscores the need for improved mechanisms to
detect and handle missing data.

5 Conclusion

In this work, we explored the feasibility of using
Vision-Language Models (VLMs) for sustainability
data extraction from multimodal PDF page images.
Our experiments concluded that no single VLM
can efficiently manage all data formats. We found
that Llama performs best on text-based pages but
is prone to incorrect responses. The LLaVa model
frequently experiences hallucinations, while Qwen
exhibits similar accuracy for both correct and in-
correct responses. This study opens potential fu-
ture research directions, such as integrating model
strengths, fine-tuning for improved performance,
and using knowledge-infused prompts for better
extraction. It is also important to address cases
with no data, focusing on extending VLMs ability
to recognize and respond to information gaps.
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A Appendix

Figure 2 illustrates several examples of pages from
sustainability reports that exhibit multimodal con-
tent. These examples highlight the complexity in-
volved in processing such pages, where visual ele-
ments such as text, tables, charts, infographics and
their combinations are present.

A.1 GRI Framework
The Global Reporting Initiative (GRI)6 framework
is a globally recognized standard for sustainability
reporting that helps organizations disclose their en-
vironmental, social, and economic impacts. It pro-
vides structured guidelines to ensure transparency,
consistency, and comparability in sustainability re-
ports. The GRI framework consists of several se-
ries, each addressing specific areas of sustainabil-
ity:

• 200 Series focuses on economic factors,
guiding organizations to report on their
Economic performance(201), Market pres-
ence(202), Anti-competitive behaviour(206)
etc.

• 300 Series deals with environmental aspects,
covering topics such as Energy(302), Water
and Effluents(303), Emissions(305), and bio-
diversity(304) etc.

• 400 Series addresses social factors, includ-
ing labor practices such as Child labor(408),
Forced or Compulsory labor(409), Training
and Education(404), Occupational health and
safety(403) etc.

Table 4 provides a sample breakdown of the GRI
series, illustrating how each series is further subdi-
vided into specific disclosures.

6https://www.globalreporting.org/

Economic
(200)

Anti-corruption
(205)

Operations Assessed for Risks rel-
ated to Corruption(205-1)

Environment
(300)

Energy
(302)

Energy consumption within the
organization (302-1)

Energy intensity
(302-3)

Water
(303)

Water Withdrawal
(303-3)

Social
(400)

Occupational Health
& Safety (403)

Promotion of Worker Health
(403-6)

Table 4: GRI hierarchy example

A.2 GRI Index Table

In Figure 3, we have shown few examples of GRI
index tables. These tables have information about
GRI disclosures along their data references in the
reports. These references can be present in form of
page number along with or without textual infor-
mation, internal and external links, name of other
reports, and section headers within the report along
with other metadata. These formats differ from
one report to another. To extract the information
about GRI disclosures mentioned in the table, it is
required to have the GRI disclosure data in <GRI
Disclosure, Page Number> format. While validat-
ing, we have relaxed the assumption of strict page
number such as if we get p.38, we mark it correct.
We have validated it for 10 sustainability reports.
Table 5 shows the accuracy of VLMs for GRI in-
dex table extraction and our approach Table Trans-
former + Llama 3. Here, Llama 3.2 Vision achieved
83.5% accuracy but struggled with providing direct
page numbers when text is involved. Additionally,
it had difficulty in maintaining format consistency.
In contrast, Qwen2 faced issues in detection of
GRI disclosure and performs poorly when multi-
ple tables were present and achieved only 53.5%
accuracy. LLaVa, on the other hand, consistently
produced repetitive results, falling short of expec-
tations. In comparison, our approach delivers accu-
rate page numbers and achieves superior accuracy
of 93%, making it the preferred method for GRI
Index extraction. This observation highlights the
limitations of Qwen2 and LLaVa in accurately ex-
tracting information from page images containing
large tables, a scenario that is not commonly en-
countered.

TableTransformer +
Llama 3 Instruct Llama 3.2 Vision Qwen2 VL Chat

Accuracy 93% 83.5% 53.5%

Table 5: Accuracy of different models in GRI Index
Table Extraction
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Page type: Table+Infographics Page type: Text+Chart+Table

Page type: Text+Chart+Infographics Page type: Text+Chart

Figure 2: Examples of pages from sustainability reports exhibiting multimodal content, highlighting the complexity
involved in processing visual elements to extract the relevant data.

Figure 3: Examples of GRI Index Tables
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(A) (B)

(C) (D)

(E) (F)

(G)

Figure 4: Page images corresponding to Table 6 for data extraction
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GRI Disclosure Page type VLM Model Information Extracted using VLM Validation

Water Consumption
(303-5)

Table (Image A) LLaVa

"Total Water Consumption" with a value of 807
million m3. "Total Water Consumption from ar-
eas with high stress" with a value of 807 million

m3 in the same table.

Hallucination

Average hours of training
per year per employee

(404-1)

Text +
Infographics
(Image B)

Qwen [’8,000’] Incorrect

Nitrogen oxides (NOX), sulfur
oxides (SOX), and other signi-

ficant air emissions (305-7)
Table (Image C) Llama

**Nitrogen Oxides (NOX)** * **2019**: 0 *
*2020**: 0 * **2021**: 0 * **2022**: 0
*Sulfur Oxides (SOX)** * **2019**: 0 *
*2020**: 0 * **2021**: 0 * **2022**: 0

Hallucination

Confirmed incidents of corruption
and actions taken (205-3)

Text (Image D) Qwen
[’Confirmed incidents of corruption and action

taken.’]
Incorrect

GHG emissions intensity
(305-4)

Text+Chart
+Table

(Image E)
Llama

Total Normalized Scope 1+Scope 2 Greenhouse
Gas Emissions per Area Unit (tCO2e/m2). Scope 1

+ Scope 2 Greenhouse Gas Emissions (tCO2e).
These are the only references to GHG emissions

intensity in the image.

Incorrect

Waste diverted from disposal
(306-4)

Text+Chart+
Infographics

(Image F)
LLaVa

As part of our ongoing commitment to sustainable
business practices, we continuously monitor and
improve our waste management processes. By

implementing new technologies and strategies, we
aim to achieve zero landfill waste generation acr-

oss all sites by 2030. This initiative aligns with our
broader goal of achieving net zero emissions by

2050.

Hallucination

Reduction of GHG emissions
(305-5)

Text+
Infographics
(Image G)

Qwen

"FY 222 GHG Emissions, by scope and category
7,587,446 metric tonnes CO2e SCOPE 1 & 2 Di-
rect and indirect emissions Total: 6% SCOPE 3
CATEGORY 1 Purchased goods and services Total:
42% SCOPE 3 CATEGORY 4 Upstream transport-
ation and distribution Total: 8% SCOPE 3 CATEG-
ORY 9 Downstream transportation and distribution
Total: 4% SCOPE 3 CATEGORY 11 ....."

Correct

Table 6: Examples of data extraction from images using different VLMs along with its validation

A.3 Examples of GRI Disclosure Extraction
Figure 4 shows few reference page images. Infor-
mation extracted through different VLMs for few
GRI disclosures from these images are shown in
Table 6. The analysis of these examples are as
follows:

• Row 1 - Image A: An attempt was made to
extract information related to water consump-
tion; however, LLaVa failed to correctly re-
trieve the information. The extracted value
did not correspond to any data present on the
page, resulting in a case of hallucination.

• Row 2 - Image B: Qwen2 was tasked to ex-
tract the information about Average hours of
training per year per employee but it erro-
neously extracted number of people managers
benefited from the manager curriculum which
is incorrect.

• Row 3 - Image C: It shows another case of
hallucination where Llama 3.2 generated false
value "0" for the disclosure Nitrogen oxides
(NOX), sulfur oxides (SOX), and other signif-
icant emissions. This example also highlight

the case of "No Data" as there is no informa-
tion available corresponding to the GRI dis-
closure "Nitrogen oxides (NOx), sulfur oxides
(SOx), and other significant air emissions(305-
7)" on the page.

• Row 4 - Image D: Qwen2 failed to extract any
information from this image, which contained
only textual data.

• Row 5 - Image E: Llama 3.2 provided the title
of charts as an answer which is an incorrect
response.

• Row 6 - Image F: In this complex image
which contains text, chart and infographics
all together, LLaVa exhibited hallucination by
providing a statement "we aim to achieve zero
landfill waste generation across all sites by
2030." as an answer. This information is not
present on the page.

• Row 7 - Image G: Although complex data rep-
resentation in their in the page image, Qwen2
is able to extract correct information from the
infographics.
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