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Abstract

Large language models (LLMs) exhibit excep-
tional performance across a wide range of nat-
ural language processing tasks, often relying
on lengthy prompts to harness their full capa-
bilities. However, extended prompts can lead
to substantial computational overhead and in-
creased hardware demands, limiting the scala-
bility and efficiency of such models. In this pa-
per, we propose DisComp, a two-stage prompt
compression framework based on knowledge
distillation that combines task-agnostic and
task-aware strategies, designed to efficiently
compress prompt length without compromis-
ing performance.

In the first stage, task-agnostic compression
is achieved through knowledge distillation,
transferring the summarization capabilities of
a LLM to a smaller, more efficient model.
The distillation process combines cross-entropy
loss and keyword matching loss to ensure the
smaller model generates concise and informa-
tive summaries. In the second stage, sentence-
level pruning is applied, where sentences are
ranked by relevance to the query, and irrele-
vant sentences are pruned to retain only task-
critical information. We evaluate our method
on three benchmark datasets, LongBench , Ze-
roSCROLLS and NaturalQuestions. The re-
sults show that DisComp significantly outper-
forms previous task-agnostic and task-specific
compression approaches, and it is up to 6.56×
faster at inference compared to the best token-
level compression method.

1 Introduction

Large Language Models (LLMs) have continued
to push the boundaries of natural language pro-
cessing, achieving remarkable results in various
tasks such as question answering, text summa-
rization, and code generation (Ushio et al., 2023;
Chowdhery et al., 2023). To maximize the po-
tential of LLMs, researchers have introduced sev-

eral advanced prompting techniques, including In-
Context Learning (ICL) (Dong et al., 2023), Chain-
of-Thought (CoT) reasoning (Wei et al., 2022), and
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020). While these methods can elicit highly
effective generations by activating the domain-
specific knowledge of LLMs, they often require
longer prompts. However, the efficiency and per-
formance of LLMs deteriorate when handling long
input sequences due to the quadratic complexity
of the self-attention mechanism inherent in Trans-
former architectures (Vaswani et al., 2017). There-
fore, effectively compressing context length while
maintaining model performance has emerged as a
critical research challenge.

Recent research has introduced various methods
for prompt compression to enhance computational
efficiency when handling long contexts, while min-
imizing the impact on model performance. In task-
aware compression, studies focus on customizing
prompts based on specific tasks or queries, which
has been shown to improve performance in down-
stream applications (Jiang et al., 2023b; Xu et al.,
2024; Jung and Kim, 2023). However, task-aware
compression often relies on task-specific features,
limiting its efficiency and generalizability, particu-
larly in multi-task or open-domain settings (Huang
et al., 2023). In contrast, task-agnostic compression
methods aim for broader applicability by remov-
ing redundant information (Li et al., 2023; Jiang
et al., 2023a; Pan et al., 2024). These approaches
utilize information entropy to eliminate unneces-
sary lexical units, offering greater generalization
and efficiency. Nonetheless, the main challenges
of task-agnostic methods lie in the imprecision of
information entropy as a compression criterion and
the inability of causal language models to fully cap-
ture essential contextual information due to their
unidirectional nature.

To address the aforementioned issues, we pro-
pose a novel method that integrates task-agnostic
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and task-aware strategies, as shown in Figure 1. In
the first stage, we apply task-agnostic compression
based on knowledge distillation to transfer the sum-
marization capabilities of a large language model
(LLM) to a small language model (SLM). The
distillation loss includes two components: cross-
entropy loss, which aligns the small model’s output
with that of the LLM, and keyword matching loss,
which ensures essential information is retained.
This dual-loss approach enables the small model to
generate concise and semantically rich summaries.
In the second stage, we perform sentence-level
pruning on the summaries generated by the small
model. Sentences are ranked based on their rele-
vance to the given query using a designed scoring
function (e.g., using cosine similarity of contex-
tual embeddings), and those with lower scores are
pruned according to the compression ratio. This
ensures that only the most relevant information is
retained. By combining task-agnostic and task-
aware strategies, our approach strikes an effective
balance between efficiency and generalization.

Generally, our two-stage approach overcomes
the limitations of solely relying on task-aware or
task-agnostic methods, achieving comprehensive
efficiency improvements. Our main contributions
are as follows:

• Unified Task-Agnostic and Task-Aware
Compression: To our knowledge, we are the
first to integrate both task-agnostic and task-
aware prompt compression strategies into a
single cohesive framework. This unified ap-
proach leverages the strengths of each method,
enabling efficient reduction of prompt length
while ensuring the retention of task-specific
critical information.

• Two-Stage Compression Framework: Our
approach employs knowledge distillation and
sentence-level pruning, generating concise, se-
mantically complete summaries that signifi-
cantly improve computational efficiency and
model performance without compromising
relevance to the specific task.

• Accelerate Inference: We evaluated the ef-
fectiveness of the proposed method on the
LongBench (Bai et al., 2023), ZeroSCROLLS
(Shaham et al., 2023) and NaturalQuestions
(Liu et al., 2023a) datasets to assess its perfor-
mance across various tasks. Our experimen-
tal results demonstrate that DisComp outper-

forms prior compression works and is up to
6.56x faster during inference compared to the
existing best method.

2 Related Work

2.1 Knowledge Distillation

Recent advancements in knowledge distillation
have introduced significant techniques, such as
symbolic knowledge distillation (West et al., 2022).
This approach transfers knowledge from a teacher
model by generating a training dataset through the
teacher model and subsequently training a student
model on this dataset. To enhance the effectiveness
of the distillation process, a critic criterion is in-
troduced to filter out undesirable examples from
the generated dataset, ensuring that the student
model learns high-quality knowledge. This dis-
tillation technique has been widely applied across
various tasks, including summarization (Jung et al.,
2023), where the goal is to generate high-quality
summaries while optimizing the performance of
downstream language models (LMs). One work
that is similar to our setting is (Hsu and Tan, 2021)
which trains an extractive summarization model
to optimize for prediction accuracy of a sentiment
prediction model based on the summary.

2.2 Prompt Compression

Depending on whether task information is used
for compression, prompt compression methods can
be categorized into task-aware and task-agnostic
compression approaches. Task-aware compression
tailors the context to specific downstream tasks
or queries. For example, LongLLMLingua (Jiang
et al., 2023b) employs a question-aware coarse-to-
fine strategy that estimates token information en-
tropy based on the question. Reinforcement Learn-
ing (RL) methods (Jung and Kim, 2023; Huang
et al., 2023) train models using reward signals from
downstream tasks, while soft prompt tuning tech-
niques (Wingate et al., 2022; Mu et al., 2023) re-
quire fine-tuning for specific tasks. Additionally,
Xu et al. (Xu et al., 2024) utilize a summariza-
tion model to compress context conditioned on the
question. Although task-aware methods achieve ef-
fective compression for particular tasks and ratios,
their adaptability to diverse real-world applications
is limited. In contrast, task-agnostic compression
methods do not consider specific tasks, enhancing
their applicability across various applications and
compatibility with black-box large language mod-
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Figure 1: Overview of DisComp. DisComp utilizes a trained summarization model (SLM) and a sentence encoder
to perform summarization and sentence-level pruning on the original context. The remaining sentences after pruning
are then passed to the downstream LLM for output generation.

els (LLMs). These methods typically use informa-
tion entropy metrics to eliminate redundant prompt
information (Li et al., 2023; Jiang et al., 2023a)
or employ summarization techniques (Chen et al.,
2023; Packer et al., 2023). However, they may fail
to optimally capture token importance for specific
LLMs and often involve high computational costs,
while summarization-based approaches can omit
essential details. Additionally, methods that com-
press hidden or KV caches (Chevalier et al., 2023;
Ge et al., 2023; Liu et al., 2023b; Xiao et al., 2024)
are not easily applicable to black-box LLMs and
are thus beyond the scope of this work.

3 Method

3.1 Problem Definition

A prompt compression system is designed to gen-
erate a compressed prompt x̃ = {x̃i}L̃i=1 from an
input context x = {xi}Li=1, where L̃, L represent
the numbers of tokens in x̃, x, respectively, and
L̃ < L. The compression ratio can be denoted as
τ = L̃/L, where τ ∈ [0, 1]. DISCOMP comprises
two sequential stages: task-agnostic summarization
and task-aware sentence-level pruning. In the first
stage, a task-agnostic compressor condenses the
input context x into a summary s, effectively cap-
turing the core information of x while significantly
reducing the number of tokens. In the second stage,
the summary s is segmented into individual sen-
tences {Si}Ki=1, where K is the number of the sen-

tences. Each sentence is processed in conjunction
with the query Q by a task-aware encoder, and sen-
tences that receive scores below a predetermined
threshold are subsequently pruned.

3.2 Task-agnostic Summarization

In our process of distilling the capabilities of a
large teacher model into a smaller student model,
we adopt a task-agnostic summarization approach.
Unlike previous methods that guide summarization
using input queries or task-specific prompts, we
provide a handcraft summarization prompt, which
directs the teacher model to summarize the given
context Ci without referencing any specific input
or task-specific queries Q. This strategy enables
the model to learn general summarization abilities
without reliance on task-specific inputs. The de-
tailed procedure is outlined in Algorithm 1.

Our training dataset is constructed from the
Wikitext-103 dataset (Merity et al., 2017). Dur-
ing data construction, we extract continuous text
passages from Wikitext-103 to form a set of con-
texts {Ci}Ni=1, where N is the number of samples.
For each context Ci, we use a handcraft prompt
to guide the teacher model in generating the corre-
sponding summary Si. The generated summaries
encapsulate the main information within the con-
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Algorithm 1 Fine-tuning Student Model Ms

Input: Teacher model Mt, Student model Ms, Set
of contexts {Ci}Ni=1, Handcrafted summarization
prompt p, hyperparameter λ
Output: Fine-tuned student model Ms

1: D ← ∅
2: for i ∈ {1, 2, . . . , N} do
3: Si = Generate(Mt, [p;Ci])
4: Ki = ExtractKeywords(Si)
5: D ← D ∪ {(Ci, Si,Ki)}
6: end for
7: Ltotal ← 0
8: for (Ci, Si,Ki) ∈ D do
9: Ŝi = Generate(Ms, Ci)

10: LCE,i = −
∑Ti

t=1 logPS(S
t
i | S<t

i , Ci)

11: LKW,i = 1− |Ki ∩ Ŝi|
|Ki|

12: Li = LCE,i + λLKW,i

13: Ltotal ← Ltotal + Li

14: end for
15: Ms ← Update(Ms,∇MsLtotal)

texts, allowing the model to focus on concise con-
tent expression.

When training the student model, our goal is to
ensure that the student model replicates the sum-
maries produced by the teacher model. To achieve
this, we design a combined loss function that in-
tegrates cross-entropy loss and keyword matching
loss. The cross-entropy loss LCE measures the
token-level differences between the student’s gen-
erated summary Ŝi and the teacher’s summary Si:

LCE = − 1

N

N∑

i=1

Ti∑

t=1

logPS
(
St
i | S<t

i , Ci

)

Here, Ti is the length of the summary Si, and PS
represents the probability distribution of the student
model.

The keyword matching loss LKW ensures that
the student’s generated summary retains the key in-
formation from the teacher’s summary. We extract
a set of keywords Ki from the teacher’s summary
Si using the RAKE algorithm (Rapid Automatic
Keyword Extraction). RAKE is an unsupervised,
domain-independent keyword extraction algorithm
that identifies key phrases in a text by analyzing
the frequency of word appearances and their co-
occurrences with other words. The extracted key-
words are then used in the loss calculation:

Ki = ExtractKeywords(Si) (2)

The keyword matching loss is defined as the pro-
portion of keywords not included in the student’s
summary:

LKW =
1

N

N∑

i=1


1−

∣∣∣Ki ∩ Ŝi

∣∣∣
|Ki|


 (3)

The total loss function is:

Ltotal = LCE + λLKW (4)

where λ is a hyperparameter used to balance the
importance of textual similarity and content preser-
vation.

3.3 Task-aware Sentence-level Pruning
We propose a novel method to train a sentence
encoder model by leveraging the summaries gen-
erated by our fine-tuned student model and the
question-answer (QA) pairs generated by prompt-
ing a downstream LLM. The detailed procedure
is outlined in Algorithm 2. Specifically, for each
context Ci, we perform the following steps:

Summary Generation: We use the model Ms

obtained from the previous step to generate a sum-
mary Si of the context Ci. The summary Si is
then segmented into individual sentences {sij}Ni

j=1,
where Ni is the number of sentences in Si. QA
Pair Generation: To prepare for subsequent task-
aware sentence-level pruning, we prompt a frozen
downstream LLM to generate corresponding QA
pairs {(Qik, Aik)}Mi

k=1 for each context Ci, where
Mi denotes the number of QA pairs generated from
Ci. In these generated QA pairs, Aik serves as the
reference answer. Sentence-Question Scoring:
The encoder model encθ embeds each sentence
sij and question Qik into fixed-dimensional em-
beddings. The inner product of these embeddings
represents how helpful the sentence sij is for an-
swering the question Qik. We compute a score
for each sentence-question pair using a combined
function that considers both the likelihood of gener-
ating the correct answer and the semantic similarity
between the sentence and the question:

Score(sij , Qik) = α · log pM (Aik | [sij ;Qik])

+(1− α) · sim (encθ(sij), encθ(Qik))
(5)

where α ∈ [0, 1] balances the two components, pM
is the probability assigned by a language model
M , and sim(·, ·) is the cosine similarity between
embeddings.
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Algorithm 2 Training Sentence Encoder Model
encθ
Input: Fine-tuned student model Ms, Frozen LLM
M , Set of contexts {Ci}Ni=1, Hyperparameters β,
τ , P
Output: Trained sentence encoder model encθ

1: D ← ∅
2: for i ∈ {1, 2, . . . , N} do
3: Si = Generate(Ms, Ci)
4: {sij} = Segment(Si)
5: {(Qik, Aik)} = GenerateQA(M,Ci)
6: for (sij , Qik) do
7: score(sij , Qik) = β ·

log pM (Aik | [sij ;Qik]) + (1 − β) ·
sim(encθ(sij), encθ(Qik))

8: end for
9: Pi ← Top-K sentences by score

10: Ni ← HardNegativeSampling(Pi)
11: D ← D ∪ {(Pi, Ni, Qik)}
12: end for
13: L = − log

( ∑
pos∑

pos+
∑

neg

)

14: Update encθ with∇θL

Selection of Positive and Negative Examples:
We select the top P sentences with the highest
scores as positive examples Pi. Negative examples
Ni are selected through hard negative sampling by
choosing sentences that are semantically similar to
the positive examples but have lower scores. Model
Training: We train a encoder model encθ that em-
beds sentences sij and questions Qik into fixed-
dimensional embeddings. The model is trained us-
ing the NT-Xent (Normalized Temperature-scaled
Cross Entropy) loss function:

L = − log

∑
pj∈Pi

pos
∑

pj∈Pi

pos +
∑

nj∈Ni

neg
(6)

where,

pos = exp (sim(encθ(pi), encθ(Qik))/τ) (7)

neg = exp (sim(encθ(ni), encθ(Qik))/τ) (8)

τ is a temperature parameter.

3.4 Inference

At the inference stage, given an input context x and
a query Q, we repeat the three steps outlined pre-
viously: summary generation, sentence-question
scoring, and selection of positive and negative

examples. First, the input context is processed
through a summarization model, compressing it to
τ1 times its original length, where τ1 represents the
summary compression ratio. Then we obtain the
summarized context x1, which is then divided into
a set of sentences {si}.

Next, sentences are scored; lower-scoring sen-
tences are pruned, and higher-scoring sentences
are retained. The number of retained sentences is
determined based on the pruning compression ratio
τ2. Specifically, we select the top K sentences with
the highest scores such that their total token length
satisfies

∑K
i=1 tokenlen(Si) ≤ τ2 · tokenlen(x1).

Subsequently, the selected sentences are re-
ordered according to their original sequence in the
context to form the compressed context x̃. The final
compression ratio for the entire process is given
by τ = τ1 · τ2. Finally, the compressed context
x̃ is fed into the downstream language model to
generate the output.

4 Experiments

4.1 Dadasets

To evaluate the effectiveness of our method, we
follow the experimental setup of previous works
(Jiang et al. 2023c), we use the three bench-
mark datasets: LongBench (Bai et al., 2023), Zero-
SCROLLS (Shaham et al., 2023) and NaturalQues-
tions (Liu et al., 2023a). LongBench is a dataset
designed for long-context scenarios and contains
six task type tasks, such as single-document ques-
tion answering (QA) and multi-document QA. Sim-
ilarly, ZeroSCROLLS is a multi-task dataset con-
sists of four task types. NaturalQuestions is simi-
lar to a retrieval-augmented generation benchmark,
where each question is paired with 20 documents,
one of which contains the correct answer, and ac-
curacy is used as the evaluation metric.

4.2 Implementation Details

For task-agnostic summarization, we employ a
student model with an encoder-decoder architec-
ture(775M), initialized from the T5-large check-
point (Raffel et al., 2020). This model has been
trained with summarization datasets (Hermann
et al., 2015). We fine-tune it on the constructed
dataset using the combined loss function. The
teacher model used for summarization is GPT-3.5-
Turbo, which generates high-quality summaries for
training the student model. To ensure stable and
reproducible results, we employ greedy decoding
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Methods LongBench ZeroSCROLLS

SingleDoc MultiDoc Summ. FewShot Synth. Code AVG Tokens 1/τ AVG Tokens 1/τ

2,000 tokens constraint
Task-Agnostic Compression
Selective-Context 16.2 34.8 24.4 15.7 8.4 49.2 24.8 1,865 5x 20.5 1,773 6x
LLMLingua 22.4 32.1 24.5 61.2 10.4 56.8 34.6 1,862 5x 27.2 1,784 5x
LLMLingua-2 29.8 33.1 25.3 66.4 21.3 58.9 39.1 1,898 5x 33.3 1,862 5x
Task-Aware Compression
SBERT 33.8 35.9 25.9 23.5 18.0 17.8 25.8 1,947 5x 20.5 1,773 6x
OpenAI 34.3 36.3 24.7 32.4 26.3 24.8 29.8 1,991 5x 24.0 1,784 5x
LongLLMLingua 39.0 42.2 27.4 69.3 53.8 56.6 48.0 1,809 6x 32.5 1,753 6x
DisComp(Ours) 42.3 46.1 29.2 70.2 51.5 58.3 49.6 1,796 6x 33.4 1,898 5x

3,000 tokens constraint
Task-Agnostic Compression
Selective-Context 23.3 39.2 25.0 23.8 27.5 53.1 32.0 3,417 3x 19.8 1,865 5x
LLMLingua 31.8 37.5 26.2 67.2 8.3 53.2 37.4 3,399 3x 24.0 1,862 5x
LLMLingua-2 35.5 38.7 26.3 69.6 21.4 62.8 42.4 3,421 3x 29.3 1,898 5x
Task-Aware Compression
SBERT 35.3 37.4 26.7 63.4 51.0 34.5 41.4 3,328 3x 20.7 1,773 6x
OpenAI 34.5 38.6 26.8 63.4 49.6 37.6 41.7 3,421 3x 24.0 1,784 5x
LongLLMLingua 40.7 46.2 27.2 70.6 53.0 55.2 48.8 3,283 3x 32.8 1,753 6x
DisComp(Ours) 42.5 46.7 29.5 71.4 52.0 59.7 50.3 3,352 3x 34.9 3,327 3x

Original Prompt 39.7 38.7 26.5 67.0 37.8 54.2 44.0 10,295 - 34.7 9,788 -
Zero-Shot 15.6 31.3 15.6 40.7 1.6 36.2 23.5 214 48x 10.8 32 306x

Table 1: Performance of different models across various compression ratios on LongBench and ZeroSCROLLS.

and set the temperature to 0 in all experiments.
For task-aware sentence-level pruing, we adopt
Mistral-7B-Instruct-v0.2 (Jiang et al., 2023c) as
our sentence encoder and fine-tune this model with
LoRA (Hu et al., 2022) of rank 16 to learn the
context-aware embeddings.

We alo use GPT-3.5-Turbo as the downstream
targhet LLM. We fine-tune the two aforementioned
models using the AdamW optimizer, with learning
rates of 3e-5 and 5e-5, and a batch size of 32. Our
method is implemented using Huggingface’s Trans-
formers library and PyTorch 2.0.1, with training
conducted on a single NVIDIA A100 80G GPU
using CUDA-12.1 for hardware.

4.3 Baselines

We compare our method with several state-of-the-
art prompt compression techniques. As primary
baselines, we adopt Selective-Context (Li et al.,
2023), LLMLingua (Jiang et al., 2023a), and
LLMLingua-2 (Pan et al., 2024), which represent
the latest advancements in task-agnostic prompt
compression. Additionally, we include task-aware
prompt compression methods in our evaluation,

including retrieval-based methods: BM25, Gzip
(Jiang et al., 2023b), Sentence-BERT (Reimers
and Gurevych, 2019), OpenAI’s text-embedding-
ada-002 model, and LongLLMLingua(Jiang et al.,
2023b). designed for handling long-context sce-
narios. By incorporating both task-agnostic and
task-aware methods, we provide a comprehensive
comparison of different prompt compression ap-
proaches across various tasks and contexts.

4.4 Results

Main results. We evaluated the effectiveness of
the proposed method on the LongBench, Zero-
SCROLLS, and NaturalQuestions datasets to assess
its performance across various tasks. Our approach
was compared against multiple baseline methods,
including both task-agnostic and task-aware com-
pression techniques.

Table 1 presents the main results of our method
on the LongBench and ZeroSCROLLS datasets,
evaluated under token constraints of 2,000 and
3,000 tokens, corresponding to approximately 5×
and 3× compression rates. We assessed perfor-
mance across multiple subtasks, including single-
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Methods GPT3.5-Turbo LongChat-13b Length

1st 5th 10th 15th 20th 1st 5th 10th 15th 20th Tokens 1/τ

2x constraint
BM25 53.7 49.3 47.9 49.9 46.9 50.9 44.9 44.1 42.9 43.2 1545 1.9x
Gzip 64.6 63.8 60.5 58.3 57.3 61.9 55.7 52.7 50.8 50.9 1567 1.9x
SBERT 72.5 67.9 63.3 65.0 66.2 65.8 57.5 54.9 53.4 55.7 1549 1.9x
OpenAI 73.0 65.6 65.5 65.4 65.5 65.9 57.5 56.2 54.2 55.7 1550 1.9x
LongLLMLingua 77.2 72.9 70.8 70.5 70.6 68.7 59.4 57.3 55.9 58.4 1429 2.1x

DisComp(Ours) 77.8 73.5 71.6 71.2 70.8 69.3 60.1 58.7 56.8 58.9 1408 2.1x

4x constraint
BM25 40.6 38.6 38.2 37.4 36.6 39.5 37.5 36.8 36.4 35.5 798 3.7x
Gzip 63.1 61.0 59.8 61.1 60.1 57.6 52.9 51.0 50.1 50.4 824 3.6x
SBERT 66.9 61.1 59.0 61.2 60.4 62.6 56.6 55.1 53.9 55.0 808 3.6x
OpenAI 63.8 64.6 65.4 64.1 63.7 61.2 56.0 55.1 54.4 55.0 804 3.7x
LongLLMLingua 75.0 71.8 71.2 71.2 74.7 68.7 60.5 59.3 58.3 61.3 748 3.9x

DisComp(Ours) 75.6 72.3 72.0 71.6 75.0 69.8 61.2 60.0 58.7 62.1 794 3.7x

Original Prompt 75.7 57.3 54.1 55.4 63.1 68.6 57.4 55.3 52.5 55.0 2946 -

Zero-shot 56.1 35.0 15 196x

Table 2: Results on NaturalQuestions with different compression ratio in a task-aware setting.

document comprehension, multi-document anal-
ysis, summarization, few-shot learning, synthetic
tasks, and code understanding. On the LongBench
dataset, except for slightly lower performance in
the synthetic tasks and code understanding, our
method outperforms the state-of-the-art methods
in all other subtasks. Additionally, with 2,000 and
3,000 tokens constraints, the average performance
improved by 1.6 and 1.5 percentage points, respec-
tively. Similarly, on the ZeroSCROLLS dataset,
our method surpasses the current state-of-the-art
by 0.6 and 1.2 percentage points with 2,000 and
3,000 tokens constraints, respectively, while using
the fewest tokens. This consistent superior perfor-
mance across different datasets and compression
rates further validates the strong generalization ca-
pability and broad applicability of our approach.

Table 2 presents the main results on the Natu-
ralQuestions dataset. It can be observed that regard-
less of the position of the correct answer within the
prompt, DisComp consistently achieves the best
performance. Compared to the original prompt,
DisComp utilizes fewer tokens while delivering su-
perior results. For instance, under the 2x constraint,
DisComp gains a performance improvement of
17.9% on GPT-3.5 Turbo with the ground-truth doc-
ument at the 10th position. Similarly, under the 4x

constraint, DisComp achieves a 7.1% performance
boost on LongChat-13b with the ground-truth doc-
ument at the 20th position. We can also observe
that the position of the correct answer within the
prompt significantly impacts the accuracy of the
results, as shown in Figure 2. Accuracy is highest
when the answer is placed in the first position, and
it remains the second highest when placed in the
20th position, which is the last. Between these two
extremes, accuracy decreases progressively. This
suggests that large language models are more sen-
sitive to the information presented at the beginning
and the end of the input prompt, while paying less
attention to the information in the middle.

Ablation studies. We conduct ablation studies
to assess the contribution of different components
of our proposed method. These experiments are
performed on the LongBench Single-Doc subset,
comprising NarrativeQA, Qasper, and MultiField-
Qaen datasets, under a 2,000-token constraint. We
evaluate the impact of removing key components,
including keyword matching loss, sentence prun-
ing, task-agnostic compression, knowledge distilla-
tion, and the sentence scoring mechanism during
pruning. The accuracy scores reported in Table
3 illustrate the degradation in performance when
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Figure 2: Performance Variation with Key Information
in Different Positions.

each component is removed from the full model.
Removing the keyword matching loss impairs

the model’s ability to prioritize essential keywords,
resulting in a noticeable decline in performance
across datasets. The exclusion of sentence prun-
ing leads to the inclusion of redundant informa-
tion, negatively affecting model efficacy. Without
task-agnostic compression, which utilizes knowl-
edge distillation to produce efficient summaries,
summary quality suffers, causing lower accuracy.
Eliminating knowledge distillation hampers the stu-
dent’s ability to generalize effectively from the
teacher model, leading to a substantial performance
drop. Finally, without the sentence scoring mecha-
nism—where sentences are selected randomly in-
stead of based on relevance—the model exhibits
a sharp decline in performance, underscoring the
importance of this component in retaining relevant
information in the compressed context.

Setup Accuracy

DisComp 42.15

w/o LKW 42.02
w/o Task-Agnostic Summarization 41.83
w/o Sentence Pruning 38.64
w/o Knowledge Distillation 40.34
w/o Score(S,Q) 39.46

Table 3: Ablation Study on LongBench Single-Doc
Subset (Accuracy as the Sole Metric, 2,000-token Con-
straint)

Latency Evaluation. In this section, we evaluate
the latency of our proposed method and compare
it with prior state-of-the-art approaches in prompt
compression. The results are summarized in Ta-

ble 4, with all evaluations performed on an A100
GPU, the same hardware setup used for training.
We measure the average processing time of samples
from the LongBench dataset to ensure a fair com-
parison across methods. Specifically, we compare
our approach against three recent methods: LLM-
Lingua (Jiang et al., 2023a), LLMLingua-2 (Pan
et al., 2024), and LongLLMLingua (Jiang et al.,
2023b).

As shown in Table 4, DisComp significantly
outperforms LLMLingua and LongLLMLingua in
terms of latency, achieving a 13.88× and 22.65×
speedup in average processing time, and a 5.9× and
6.56× speedup in median processing time, respec-
tively. Although LLMLingua-2 has slightly lower
latency than DisComp, it performs significantly
worse across multiple benchmark tasks. In certain
specific tasks, LLMLingua-2 even underperforms
LongLLMLingua. Unlike previous methods, Dis-
Comp not only maintains competitive latency but
also consistently achieves better performance in
downstream tasks, providing a good balance be-
tween efficiency and effectiveness.

Method Avg. Med. Avg. Rel. Med. Rel.

LLMLingua 4.73 1.47 13.88× 5.9×
LLMLingua-2 0.23 0.10 0.68× 0.4×
LongLLMLingua 7.70 1.64 22.65× 6.56×
DisComp(Ours) 0.34 0.25 1× 1×

Table 4: Latency comparison across different methods.
Avg., Med., and Rel. denote average, median, and rela-
tive times.

5 Conclusion

Our proposed method effectively integrates task-
agnostic and task-aware compression strategies to
maximize the efficiency and performance of large
language models. By combining knowledge dis-
tillation with sentence-level pruning, we achieve a
balance between generalization and task-specific
optimization, enabling significant prompt compres-
sion while retaining crucial information. Experi-
mental results demonstrate that our approach con-
sistently outperforms existing methods across vari-
ous tasks, validating its ability to address the chal-
lenges associated with long input sequences in
LLMs. This work presents a promising direction
for enhancing the efficiency of LLMs without sac-
rificing performance, contributing to the advance-
ment of prompt optimization techniques.

1040



Limitations

DisComp has limitations with respect to the train-
ing dataset. The training data used in this study is
primarily based on Wikitext-103, which mainly fo-
cuses on encyclopedia-style text. While this dataset
covers a wide range of topics, the model’s gener-
alization capability might be limited when dealing
with other types of text. As demonstrated in the ex-
periments on the LongBench dataset, although our
method achieved the best performance in tasks such
as single-document and multi-document question
answering, summarization, and few-shot learning,
it performed worse than the current state-of-the-art
methods in synthetic and code understanding tasks.
This dataset bias limits DisComp’s adaptability in
more diverse task scenarios, and further exploration
is needed to assess its effectiveness across different
domain data.

Additionally, DisComp shows certain limitations
under high compression ratios. As the compression
ratio increases, the model inevitably loses some
critical information while trying to reduce the con-
text length. Although task-agnostic compression
strategies help preserve the core content, when the
compression ratio is too high—particularly when
handling long texts and complex contexts—the
model’s semantic integrity and information ac-
curacy may be compromised. This can signifi-
cantly degrade performance in tasks that require
precise information retention. Therefore, future
work could further optimize the compression algo-
rithm to reduce information loss while improving
efficiency.
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A Keyword Extraction Algorithm

Algorithm 3 Keyword Extraction Algorithm
Input: Text summary Si

Output: Keyword set Ki

1: Define stopword list StopWords
2: Use StopWords and punctuation to split Si

into a set of candidate phrases P
3: Initialize frequency table freq and degree ta-

ble deg
4: for each candidate phrase phrase ∈ P do
5: Get the set of words in the phrase, denoted

as words
6: for each word w ∈ words do
7: freq[w] += 1
8: deg[w] += length(words)
9: end for

10: end for
11: for each word w ∈ freq do
12: Calculate word score: score[w] = deg[w]

freq[w]
13: end for
14: Initialize phrase score table phrase_scores
15: for each candidate phrase phrase ∈ P do
16: Get the set of words in the phrase, denoted

as words
17: Calculate phrase score:

phrase_scores[phrase] =∑
∀w∈words score[w]

18: end for
19: Sort the candidate phrases in descending order

based on phrase_scores
20: Select the top-scoring phrases to form the key-

word set Ki

RAKE (Rapid Automatic Keyword Extraction) is
an unsupervised, domain-independent keyword ex-
traction algorithm that identifies key phrases by
analyzing the frequency of word appearances and
their co-occurrences with other words in the text.
We use the keywords extracted by RAKE to ensure
that the student’s generated summary retains the
key information from the teacher’s summary.

The core steps of the RAKE algorithm are shown
in Algorithm 3. First, the text is split into candi-
date phrases based on stop words and punctuation.
Next, the word frequency and degree (the number
of candidate phrases in which the word appears) of
each word in the candidate phrases are calculated.
Then, a score is computed for each word, which is
the ratio of its degree to its frequency. The score
of a phrase is the sum of the scores of the words it

contains. Finally, the candidate phrases are sorted
according to their scores, and the highest-scoring
phrases are selected as keywords.

Through the above steps, the RAKE algorithm
can effectively extract key information from the
teacher’s summary Si. These keywords are then
used to compute the keyword matching loss LKW,
guiding the student model to generate more accu-
rate summaries.

B Training Dataset Construction

B1 Knowledge Distillation Dataset
Construction

We extract continuous text passages from Wikitext-
103 to form a set of contexts {Ci}Ni=1. Each con-
text Ci consists of multiple consecutive sentences,
ensuring sufficient content for meaningful summa-
rization. We set the number of samples N to 2,400,
which strikes a balance between dataset diversity
and computational feasibility for training.

B2 QA Pair Generation:

To facilitate task-aware sentence-level pruning, we
generate QA pairs based on the constructed dataset.
The QA pairs help the model learn which sentences
are most informative for answering specific ques-
tions, enhancing its ability to focus on essential
content.The detailed procedure is presented in Al-
gorithm 4.

Algorithm 4 QA Pair Generation Process
Input: Context Ci

Output: Question-Answer set {(Qik, Aik)}Mi
k=1

1: Select a context Ci from the set {Ci}
2: Split Ci into individual sentences {sij}Ni

j=1

3: Initialize a downstream frozen large language
model (LLM)

4: Define a prompt to guide the LLM in generat-
ing questions and answers based on Ci

5: for each context Ci do
6: Generate question-answer pairs
{(Qik, Aik)}Mi

k=1 using the LLM
7: end for
8: Apply post-processing to filter the QA pairs:

• Remove duplicate questions
• Discard question-answer pairs where the

answer is not in Ci

• Filter out vague or irrelevant questions
9: Compile the filtered QA pairs to form the

dataset {(Ci, Qik, Aik)}

1043



Figure 3: Instructions used in training and inference process.

For each context Ci, we generate Mi QA pairs.
We set Mi proportionally to the length of Ci, typi-
cally generating 4 to 8 QA pairs per context. This
approach ensures adequate coverage of the content
within each context. Subsequently, we ultimately
select two question-answer pairs for each context
Ci. The total number of QA pairs generated is ap-
proximately 4800. This volume provides ample
data for the model to learn meaningful associations
between sentences and questions.

C Instructions Usage in Training and
Inference

In Figure 3, we present the carefully designed
prompts used during training and inference.

D Parameter α Verification Experiment

To verify the rationality of the value of parameter
α, we conducted ablation experiments on the Long-
Bench dataset (Single-Doc Subset ) and tested the
performance of α when α ∈ {0, 0.25, 0.5, 0.75, 1}.
The experimental settings were the same as those in
the main experiment, with other parameters fixed
and only the value of α adjusted. The results are
shown in Table 5 below.

Experimental results show that when α = 0.5,
the model accuracy reaches 42.2%, which is con-
sistent with the best result of the main experiment.
Pure semantic similarity (α = 0) or pure genera-
tion probability (α = 1) both lead to a significant

decrease in performance. Moreover, the accura-
cies when α = 0.25 and α = 0.75 are also lower
than that of the balanced strategy. This verifies
the necessity of the hybrid scoring mechanism: the
generation probability of the language model (α
term) can capture fine - grained signals related to
the task, while the semantic similarity (1−α term)
ensures the retention of general information. The
balance between the two significantly improves the
integrity and task adaptability of the compressed
content. Finally, α = 0.5 is determined as the opti-
mal parameter, and its design directly supports the
efficiency and robustness of DisComp in the task -
aware pruning stage.

Table 5: Ablation Study of Parameter α

α value Accuracy

0 41.3
0.25 41.7
0.5 42.2

0.75 41.6
1 41.4
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