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Abstract

Direct quotations play a crucial role in jour-
nalism by substantiating claims and enhancing
persuasive communication. This makes news
articles a rich resource for opinion mining, pro-
viding valuable insights into the topics they
cover. This paper presents the first multilingual
corpora (English and French) featuring both
manually annotated (1,657) and automatically
extracted (102,483) direct quotations related to
agricultural biotechnologies from a curated list
of Africa-based news sources. In addition, we
provide 665 instances annotated for Aspect-
Based Sentiment Analysis, enabling a fine-
grained examination of sentiment toward key
aspects of agricultural biotechnologies. These
corpora are freely available to the research com-
munity for future work on media discourse sur-
rounding agricultural biotechnologies.

1 Introduction

Climate change presents novel challenges and has
spurred significant debate regarding how to ensure
global food security while maintaining environ-
mental sustainability. One technological tool that
animates these debates is agricultural biotechnol-
ogy. Often referred to as genetically modified or-
ganisms (GMO), agricultural biotechnologies are
varieties of crops that have been bred using the
tools of modern molecular biology to alter a plant’s
genetic composition. For some, these technolo-
gies are a powerful means to address severe events
like drought and pest infestation. Others, however,
question their connections to large agribusiness
conglomerates, arguing that agricultural biotech-
nologies are good for business, but not necessarily
the environment or food sovereignty.

Debates regarding the potential benefits of
biotechnology unfold in media outlets. Agribusi-
ness companies have placed ads for their prod-
ucts in newspapers (Nestle, 2019; Glover, 2010),

*The first two authors contributed equally to this work.

activists have penned op-eds, and investigative
journalists have uncovered vast networks of influ-
ence amongst agribusiness and non-profits.1 More
recently, initiatives seeking to bring GM crops
to African farmers have explicitly developed and
funded media organizations as a core part of their
work (Rock and Schurman, 2020). This indicates
that proponents of GM crops see the media as an
essential component of crop development and pro-
motion.

Given the importance of media for both civic de-
bates and the development of agricultural biotech-
nologies, academics have examined how networks
amplify messages around GM crops (Calabrese
et al., 2019), asked if and how misinformation
spreads within the media (Lynas et al., 2022), and
analysed social media networks (Crossland-Marr
et al., 2023).

Understanding the use of media in a complex
space like agricultural biotechnology is a task well-
suited for combining tools of data and social sci-
ence. Data science allows for the retrieval and
analysis of millions of articles, while social science
offers the contextual knowledge required to con-
duct deep analysis. Our main contributions include:
(1) the first multilingual corpora (in English and
French), featuring both manually annotated (1,657)
and automatically extracted (102,483) direct quo-
tations from news media on agricultural biotech-
nologies, (2) along with 665 instances annotated
for Aspect-Based Sentiment Analysis (ABSA) that
is freely available to the research community.2

2 Related Work

Quotation extraction. Quotations play a key role
in news articles by supporting claims and enhanc-

1https://www.theguardian.com/us-news/2024/sep
/26/government-funded-social-network-attacking-p
esticide-critics

2https://github.com/uchicago-dsi/BioMAISx/tr
ee/main.
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ing persuasive communication. While many works
focus on building resources for direct quotations
(Pouliquen et al., 2007; O’Keefe et al., 2012; Zhang
and Liu, 2022), some also explore indirect and
mixed quotations (Pareti et al., 2013; Zhang et al.,
2023; Petersen-Frey and Biemann, 2024). In this
paper we are focusing on direct quotations due
to their traceability and informativeness, which
enhance credibility, authority, and transparency
(Esser and Umbricht, 2014).
Aspect-Based Sentiment Analysis. The
widespread availability of textual data from
social media and online news platforms has
opened up new opportunities to analyse public
sentiment towards various topics (Wankhade
et al., 2022). ABSA, in particular, offers a more
fine-grained approach by examining sentiment
towards different aspects of an entity in a text
(Pontiki et al., 2014). However, existing ABSA
corpora are mostly limited to domains such as
restaurant and e-commerce reviews, highlighting a
need for broader coverage (Chebolu et al., 2023).
In this work, we build on the corpus proposed by
Chiril et al. (2024), which includes 1,553 English
language instances pertaining to agricultural
biotechnologies.

3 Data and Annotation

3.1 Data Collection

To build our dataset, we relied on a subset of
1.2M articles from the available corpus collected by
Chiril et al. (2024). This dataset comprises nearly
2M news articles published over a 26-year period,3

and were sourced from the Dow Jones premium
publication archive using the Factiva Snapshots
API.4 The material was collected using a set of
representative keywords (e.g., crop names, organi-
zations involved in the development of GM crops)
and it originates from a diverse range of sources,
including non- and for-profit media outlets, as well
as government media. We further refine this collec-
tion by selecting only articles from a curated list
of Africa-based publishers, allowing us to focus
specifically on discourse originating from, and dis-
seminating within, the continent. This resulted in
a corpus comprising 804,000 English and 300,000
French news articles.

3From January 1, 1997, to March 13, 2023.
4https://tinyurl.com/FactivaSnapshotsAPI.

3.2 Methodology
For the task at hand (i.e., quotation extraction), we
experimented with several models that have shown
remarkable performance on various NLP tasks (Qiu
et al., 2020). To this end, we fine-tune the fol-
lowing models: distilBERT (Sanh et al., 2019),
BERT-base-multilingual (Devlin et al., 2019),
and XLM-RoBERTa (Conneau, 2019)5 on the dataset
proposed by Zhang and Liu (2022).6 Given the
sequence length limitation of these models, we seg-
ment each article into individual paragraphs (based
on the presence of two consecutive newline char-
acters), and use these smaller text segments as our
test set. While it is possible for a quotation to span
multiple paragraphs (e.g., in literary works, aca-
demic writing), this is less frequent in news articles,
where journalists often break up lengthy quotations
by paraphrasing or summarizing a speaker’s state-
ments. In this manner, over 5,000 quotations were
extracted from articles for labelling.

The main drawback of these models, is their
need for large amounts of training data. Inspired
by recent advancements in NLP, where Large Lan-
guage Models (LLMs) have evolved to manage
increasingly complex language generation tasks,7

we include a LLaMA model (Dubey et al., 2024)8

for comparison.
In addition to quotation extraction, our interest

extends to attributing these statements to their cor-
responding speakers and identifying how the speak-
ers are introduced to the reader. Consider the fol-
lowing direct quotation:

“You can’t build a peaceful world on
empty stomachs and human misery.”

This quote takes on additional significance when
associated with the speaker, Nobel Peace Prize lau-
reate Dr. Norman Ernest Borlaug (i.e., the identity
of the speaker can amplify the impact and urgency
of the message conveyed (Gagich et al., 2014)).
In simple cases, attribution follows clear syntactic
patterns, where the speaker is explicitly mentioned
(e.g., SPEAKER said QUOTATION). However, more
complex scenarios can occur, such as when the

5To train the models, we used their HuggingFace PyTorch
implementations (Wolf et al., 2019), with default parameters.

6This corpus consists of 19,706 text segments extracted
from news articles, with manually annotated quotation spans
and corresponding speakers.

7For a comprehensive overview of LLM capabilities see
Guo et al. (2023) and Chang et al. (2024).

8https://huggingface.co/meta-llama/Llama-3.1
-8B-Instruct
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Figure 1: Pipeline for the creation of the corpus. The dashed-line box illustrates the three-shot prompt used for
extracting the quotation-speaker pairs from the English articles. A corresponding three-shot prompt, adapted for
French, was used for the French-language articles.

speaker is indirectly referenced through pronomi-
nal anaphora (e.g., “he said”, cf. Figure 1) or nom-
inal anaphora (e.g., “the farmer said”). To handle
these challenges, we leverage the capabilities of the
LLaMA model: instead of processing only a single
paragraph, we provide the entire article and prompt
the model to extract all the direct quotations along
with their corresponding speakers, accounting for
cases where the reference is indirect or distant. The
pipeline used for creating our corpus is presented
in Figure 1.

3.3 Annotation Protocol

Assessment of Extracted Quotes’ Quality. The
primary goal of this annotation task is to evalu-
ate the performance of a suite of models on the
task of quotation extraction and attribution. Each
instance is evaluated and assigned one of three la-
bels based on the performance of the quotation
extraction model: perfect, good (the extracted span
is missing at most two words), and poor (the ex-
tracted span is missing more than two words, or the
model completely failed to capture the quotation).
For instances labelled as good or poor, annotators
were further required to manually select the cor-
rect span. In addition, for assessing the quality of
the LLaMA model performance on quotation attri-
bution, annotators reviewed 100 (full) articles and
evaluated the accuracy of the extracted speakers.9

9Many of the manually labelled paragraphs included speak-
ers referenced indirectly. While transformer models are capa-
ble of correctly identifying these speakers, an additional step

Aspect-Based Sentiment Analysis. To better un-
derstand what is being discussed and how, the main
purpose of this annotation task is assigning a polar-
ity (positive, neutral, negative, conflict) to each of
the aspect categories (entity-attribute pairs) iden-
tified within the quotation. To this end, we ex-
tend the English corpus (along with the annota-
tion guidelines) proposed by Chiril et al. (2024) to
also include a small set of French data. The entity
types considered for the task at hand include: crops,
organizations, agricultural practices, natural re-
sources, geographic locations, technology, legal
aspects & politics, environmental conditions, eco-
nomic factors, programs & initiatives, and other.
The attributes can be assigned one of the follow-
ing nine labels: resistance, consumer perception,
safety, food security, productivity, economic im-
pact, research development, environmental & ethi-
cal concerns, and miscellaneous.

3.4 Annotation Results

The annotation process was conducted in multiple
stages. During the initial pilot phase, we aimed
to refine the annotation scheme, and ensure task
understanding and annotation consistency. In this
phase, we used a total of 150 quotations . Follow-
ing this stage, the eight annotators,10 worked on
small sets of quotations, with any arising issues be-

(i.e., coreference resolution) would have been necessary to
resolve the mentions.

10Six students (three proficient in English, three in French)
and two of the paper’s authors/four females and four males.
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ASPECT CATEGORY ENTITY # ATTRIBUTE POLARITY EXAMPLE

CROPS # CONSUMER PERCEPTION
CROPS # PRODUCTIVITY

positive
positive

“the beauty of the bt variety is the quality of the yarn produced from it. It is better and the yield is higher
so why would we stick to the old variety that doesn’t give the quality and quantity the bt variety gives?”

LEGAL ASPECTS & POLITICS # SAFETY positive
“Text and pictures advertising health warnings shall appear together and shall occupy no less than 75%
of the packet display. All tobacco products should conform to the regulations”

ENVIRONMENTAL CONDITIONS # PRODUCTIVITY
ENVIRONMENTAL CONDITIONS # ECONOMIC IMPACT

negative
negative

“Exacerbées par les impacts du conflit, la sécheresse de 2018 et les inondations survenues en 2019 ont
été catastrophiques pour les petits exploitants agricoles, les empêchant de cultiver de vastes parcelles
de terres ou de constituer des surplus de stocks de semences qui pourraient ensuite être utilisés lors des
prochaines plantations. Ce qui a également perturbé les marchés locaux.”
(“Exacerbated by the impacts of the conflict, the 2018 drought and the floods of 2019 were catastrophic
for smallholder farmers, preventing them from cultivating large areas of land or building surplus seed
stocks that could later be used for future planting. This also disrupted local markets.”)

ENVIRONMENTAL CONDITIONS # SAFETY negative

“Des pluies torrentielles ont depuis la mi-septembre causé des dégâts considérables dans l’ensemble du
pays. Ces inondations sont les pires au Bénin depuis plus d’un siècle.”
(“Since mid-September, torrential rains have caused considerable damage throughout the country. These
floods are the worst in Benin in over a century.”)

ENVIRONMENTAL CONDITIONS # ECONOMIC IMPACT negative

“D’ici 2050, le changement climatique entraînera une augmentation de 25 % du prix des céréales, en
comparaison avec un scénario sans le facteur de changement climatique.”
(“By 2050, climate change will lead to a 25% increase in cereal prices, compared to a scenario without
the climate change factor.”)

Table 1: Examples of annotated quotations in the corpus that reference various aspect categories.

CROPS ORGANIZATIONS AGRICULTURAL PRACTICES TECHNOLOGY GEOGRAPHIC LOCATIONS ENVIRONMENTAL CONDITIONS LEGAL ASPECTS & POLITICS ECONOMIC FACTORS NATURAL RESOURCES PROGRAMS & INITIATIVES OTHER

RESISTANCE 33 8 5 10 0 42 1 0 0 1 1
CONSUMER PERCEPTION 42 8 4 1 0 3 0 1 2 0 3
SAFETY 27 12 12 19 2 48 10 2 0 3 6
FOOD SECURITY 53 11 20 2 12 15 11 23 1 5 6
PRODUCTIVITY 101 24 51 38 27 100 9 18 5 12 3
ECONOMIC IMPACT 87 130 99 20 45 57 103 407 28 64 44
RESEARCH DEVELOPMENT 4 9 14 2 1 2 6 2 0 16 2
ENVIRONMENTAL & ETHICAL CONCERNS 11 100 29 15 12 101 72 27 4 18 17
MISCELLANEOUS 17 9 5 4 1 10 15 4 3 8 8

Table 2: Statistics for the aspect categories present in the corpus.

ing discussed on a weekly basis. The labelling
tasks varied widely in difficulty. For some la-
belling tasks, we observed moderate inter-annotator
agreement, highlighting the complexity of the task.
For others, near perfect agreement is reflective of
the straightforward nature of the task. The inter-
annotator agreement for a set of 200 quotations,
measured in terms of F1-score (a common alter-
native to Cohen/Fleiss kappa for NER/spans), is
100% and 99.5% for quotation extraction, 83.7%
and 70.8% for the identification of entity type,
83.3% and 76.7% for the attribute, and 78.2% and
61.6% for tuples of the form (entity-attribute pair,
sentiment), in English and French, respectively.
Given the amount of data to label, the students
were each assigned distinct subsets of the corpus
for annotation, using the open-source platform La-
belStudio (Tkachenko et al., 2020-2022). After this
phase was completed, the two senior annotators re-
viewed and corrected the annotated instances. The
final corpus consists only of instances where mini-
mum two annotators reached consensus, totalling
1,657 direct quotations (1,299 in English and 358
in French). Of these, 665 (357 in French and 308
in English) quotes were labelled for ABSA, con-
taining 1,719 relevant entities. Table 1 presents ex-
amples of the annotation of various aspects within
quotations in both English and French, while Table
2 presents the number of annotated instances per

aspect category in the corpus. These initial results
provide valuable insights into public discourse sur-
rounding agricultural biotechnologies.

3.5 Quantitative Results

For evaluating the quotation extraction model, we
rely on two different metrics: exact match and an
overlap metric (Pareti et al., 2013). The annotation
procedure revealed that the quotation extraction
model perfectly identified quotes in 11.9% of the
cases and exhibited good performance in 82.1%
of the cases. Table 3 shows the performance for
the task (cf. Section 3.2). Surprised by the rela-
tively poor performance of LLaMA, we performed a
manual error analysis, and identified several issues:
the model occasionally splits quotations, extracts a
quotation followed by a substring of said quotation,
or, in rare cases, includes mentions (i.e., a scientific
term placed in quotes). Based on this analysis, we
implemented filters to exclude quotations that are
substrings of another quotation, quotations without
an identified speaker, and quotations shorter than 4
words.

We then repeat the same experiments on a larger
set of articles, including only the quotations on
which all models reached consensus in the final
dataset, resulting in a total of 102,483 instances
(59,501 and 42,982 quotations in French and En-
glish, respectively).
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MODEL
LANGUAGE (# OF INSTANCES)

ENGLISH (1,302) FRENCH (314)

distilBERT 96.5 −
BERT-base-multilingual 96.6 98.1
XLM-RoBERTa 96.3 98.6
llama-3.1-8B 88.6 90.3

Table 3: Quotation extraction results.

4 Conclusion and Perspectives

In this paper, we have presented the first multi-
lingual corpora which includes direct quotations
and ABSA annotations pertaining to agricultural
biotechnologies. A model trained on this data, com-
bined with quotation attribution, could enable a
comprehensive analysis of media representations
of agricultural biotechnologies in Africa, uncover-
ing connections between news outlets and quoted
sources, while examining the sentiment expressed
in these quotations. Although the broader appli-
cations of such analysis lie beyond the scope of
this article, we believe that our corpora will be
a valuable resource for future work in analysing
media representations of GM crops, and explor-
ing the discourse structure surrounding agricultural
biotechnologies.

Ethics Statement

The corpora presented in this study is part of a
broader initiative in which we aim to harness the
tools of social and data science to deliver unique
insights into GM crop development and use on
the African continent. This work consists of three
unique data sets on GM crops related to develop-
ment, financial support, and now, media coverage.
The data is composed of direct quotes and annota-
tions of media articles that were collected and de-
livered by Factiva, a for-profit global news search
engine hosted by Dow Jones. Factiva aggregates
content from both non-profit and for-profit orga-
nizations, as well as government media outlets.
Our team of topic experts assembled a lexicon
containing keywords associated with agricultural
biotechnologies, which we used to query the Fac-
tiva database. We also queried their database based
on keywords appearing in the articles or the ar-
ticles being tagged with relevant industry codes.
This strategy allowed us to adopt a broad defini-
tion of “biotechnology” rather than relying on Fac-
tiva’s definitions. We analysed approximately 2
million articles that matched our search criteria and
time frame. All our annotations and analyses were

conducted in compliance with our agreement with
Factiva.
The research did not involve human subjects and
was therefore exempt from an institutional review
board.
Hiring policy: apart from the authors of this article,
other researchers contributed to the project. The
annotators were recruited from pools of applicants
to a summer data science program and a research
assistant role for students at our University. All
hired personnel were financially compensated for
their work.

Limitations

The corpora presented has several limitations. Di-
rect quotations from published news articles do
not capture the full spectrum of news dissemina-
tion. This dataset lacks audio/radio news, social
media posts, and television news. The time frame
is cut off in 2023, leaving out more current events.
Furthermore, due to the labour-intensive nature of
annotating for Aspect-Based Sentiment Analysis,
the dataset is limited in size. It is important to keep
these limitations in mind when using the dataset.
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