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Abstract

In this study, we introduce BanNERD, the
most extensive human-annotated and validated
Bangla Named Entity Recognition Dataset to
date, comprising over 85,000 sentences. Ban-
NERD is curated from a diverse array of
sources, spanning over 29 domains, thereby of-
fering a comprehensive range of generalized
contexts. To ensure the dataset’s quality, ex-
pert linguists developed a detailed annotation
guideline tailored to the Bangla language. All
annotations underwent rigorous validation by
a team of validators, with final labels being
determined via majority voting, thereby ensur-
ing the highest annotation quality and a high
IAA score of 0.88. In a cross-dataset evalua-
tion, models trained on BanNERD consistently
outperformed those trained on four existing
Bangla NER datasets. Additionally, we pro-
pose a method named BanNERCEM (Bangla
NER context-ensemble method) which outper-
forms existing approaches on Bangla NER
datasets and performs competitively on En-
glish datasets using lightweight Bangla pre-
trained LLMs. Our approach passes each con-
text separately to the model instead of previ-
ous concatenation-based approaches achieving
the highest average macro F1 score of 81.85%
across 10 NER classes, outperforming previ-
ous approaches and ensuring better context uti-
lization. We are making the code and datasets
publicly available at https://github.com/
eblict-gigatech/BanNERD in order to con-
tribute to the further advancement of Bangla
NLP.

1 Introduction

NER focuses on discerning and classifying mainly
but not limited to proper nouns (Chinchor and
Robinson, 1998) in texts, facilitating the extrac-
tion of crucial content elements like individuals,
organizations, and locations. Despite substantial
advancements in NER for resource-rich languages
including English, German, French, etc. a signif-
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C1: �াইডার-ম�ান
... অনু�ািণত। (spa͡i̯dar-mæn
... ɔnupranit̪o।) (trans:
Spider Man inspired
...) [tokens: 69]

C2: �াইডার-ম�ান ...
স্ট� িডওজ। (spa͡i̯dar-mæn ...
studi͡ o̯ɟ।) (trans: Spider Man
studios...)  [tokens: 67]

C4: মােভ�ল ... িতন ... িনিম �ত।
(marbʱel ... t̪in ... nirmit̪o।)
(trans:
Marvel...three...created.) 
[tokens: 76]

C5: মােভ�ল ... দুই ... িনিম �ত।
(marbʱel ... d̪u͡i̯ ... nirmit̪o।)
(Marvel...two...created.) 
[tokens: 76]

C6: মােভ�ল ... এক ... িনিম �ত।
(marbʱel ... æk ... nirmit̪o।)
(trans:
Marvel...one...created.) 
[tokens: 76]

C3: মােভ�ল িসেনম�া�টক ...
িনিম �ত। (marbʱel ʃineme͡a̯tik
... nirmit̪o।) (trans: Marven
Cinematic
created...) [tokens: 46]

C7: িদ এ� ... এক�ট লাইন।
(d̪i ænd ... ekti la͡i̯n।) (trans:
The end...one line.) [tokens:
28]

C8: ��াক উইেডা ... কের
িনিম �ত। (blæk u͡i̯do ... kore
nirmit̪o।) (Black
widow...been
constructed.) [tokens: 54]

C9: অ�ােভ�াস �:  ...
পিরেবিশত। (æ͡æ̯bʱenɟars: ...
poribeʃit̪।) (trans:
avengers...presented
by.) [tokens: 90]

C10: িপটার পাক�ার (মােভ�ল িসেনমা�টক ইউিনভাস �) : ...   ��ান িল   এবং ি�ভ িডটেকা ... যা
�াইডার-ম�ান নােম পিরিচত। (pitar parkar (marbʱel ʃinematik i͡ u̯nibʱars) : ... stan li eboŋ
stibʱ ditko ... ɟa spa͡i̯dar-mæn name poricit̪o।) (trans: Peter Parker (Marvel Cinematic
Universe):... Stan Lee and Steve Ditko...which is known as Spider Man.)  [tokens: 119]

Figure 1: Our proposed BanNERCEM correctly identi-
fies ‘স্টয্ান িল’ (ipa:stan li) (trans:Stan Lee) as ’Artist’ in-
stead of ’Athlete’ predicted byWang et al. (2022a). Out
of ten contexts, ’Artist’ got three votes and Athlete got
1 vote leading to a correct classification. Voting among
contexts thus amplifies the chances of correct classifi-
cation by choosing the NER tag most seen with the tar-
get entity (the target entity here is ‘স্টয্ান িল’ (ipa:stan li)
(trans:Stan Lee).

icant gap persists for the Bangla language due to
lack of quality resources and linguistic complex-
ity.
Due to the high degree of inflection in Bangla,

the same word can exhibit different NER prop-
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erties depending on its contextual usage. Con-
sider the following examples: ”[বাংলােদিশরা]PER
অিতিথপরায়ণ।" (trans:“The Bangladeshis are hos-
pitable.” 1) and "আিম একজন [বাংলােদিশ]GPE।"
(trans:“I am a Bangladeshi.”). In the first case,
"বাংলােদিশরা" (trans:Bangladeshis; People living
in Bangladesh are called Bangladeshis) refers to
people (PER), while in the second, "বাংলােদিশ"
(trans:Bangladeshi; Nationality of Bangladesh) de-
notes a geopolitical entity (GPE). To tackle these
complexities, quality data annotation requires con-
textual data annotation and validation with a
trained group of people who has core knowl-
edge of language or domain. However exist-
ing Bangla NER datasets lack these considera-
tions during their annotation process. To address
this, we introduce BanNERD, the largest manu-
ally annotated and validated BanglaNamed Entity
Recognition Dataset to date which is constructed
from a diverse array of sources across 29 dis-
tinct domains ensuring generalizability, compre-
hensiveness, and long-term applicability for var-
ious NER tasks. The dataset underwent meticu-
lous human annotation and validation by a team
of trained annotators and validators, adhering to a
well-defined annotation guideline specifically de-
signed for Bangla NER to tackle the aforemen-
tioned unique complexities. The annotation pro-
cess is quality-controlled through an annotation
management system tailored for Natural Language
Processing (NLP) tasks. We employed an itera-
tive annotation approach, as outlined in Islam et al.
(2023), which progressively enhanced annotation
consistency and quality, resulting in a commend-
able Inter-Annotator Agreement (IAA) score of
0.88. This will ensure that future researchers can
focus on developing better Bangla NER systems
instead of dealing with the time-consuming and ex-
pensive data annotation process.
In addition to a gold-standard Bangla NER

dataset, we aimed to create a state-of-the-art
lightweight NER recognition system for Bangla
language deployable in small consumer hardware
to facilitate real-world usage. To this endeav-
our, we introduce BanNERCEM (Bangla NER
context-ensemble Method), which leverages con-
textual information from an external knowledge
base (KB), such as Wikipedia, to enhance entity
recognition. Unlike current state-of-the-art ap-

1We denote English translations with a ”trans:” tag and
International Phonetic Alphabet (IPA) as ”ipa:” tag

proaches (Wang et al., 2021, 2022b), which con-
catenate all contextual data along with the input
sentence before feeding it into the NER model,
our method processes each context individually
through the NER model. To determine the final
classified entity span, we employ a majority vot-
ing mechanism inspired by Yamada et al. (2020).
Our approach modifies this majority voting pro-
cess by initially conducting voting among contexts
that directly contain the named entity present in
the input sentence. Subsequently, voting is per-
formed among the remaining predicted spans from
other contexts. We argue that as a maximum input
length of LLMs can cut off external contexts, this
hierarchical voting strategy ensures no such cut-
off leading to more effective utilization of contex-
tual information. Recent LLMs like LLAMA-3.1
(Dubey et al., 2024) do not have this context cut-
off problem due to their massive max token length
- but have billions of parameters requiring signifi-
cantly large GPUmemory and high inference time.
Instead, our method uses pre-existing lightweight
Bangla LLMs (Bhattacharjee et al., 2022; Conneau
et al., 2020; Sarker, 2020) which have parame-
ter counts only in millions, thus requiring signifi-
cantly less GPUmemory while achieving notewor-
thy performance.
We believe our two-fold contributions of creat-

ing a gold-standard dataset and developing a state-
of-the-art BanglaNER approachwill benefit future
researchers by allowing them to focus solely on im-
proving NER systems without the additional bur-
den of dataset creation. Our main contributions in
this study are outlined as follows:

• We introduce BanNERD, the largest manu-
ally annotated and validated NER dataset for
Bangla, comprising 85,175 sentences (with
an average of 11.55 words per sentence), la-
belled with ten distinct NER classes: Person,
Organization, Geo-Political Entity, Location,
Event, Number, Unit, Date & Time, Term &
Title, Miscellaneous.

• A total of 51 rigorously trained annotators and
5 validators all with formal linguistic knowl-
edge annotated and validated the dataset
achieving a high Inter Annotator Agreement
(IAA) score of 0.88 demonstrating superior
annotation quality.

• Our BanNERCEM achieves a 90.49% macro
f1 score on our BanNERD dataset and about
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3.24% more average macro f1 over other ex-
isting Bangla NER datasets than the previous
SOTA NER approaches. We also achieved
new state-of-the-art results on five out of six
previous Bangla NER datasets. On an En-
glish dataset, our approach is competitive
against others.

• For entities where information is present
in the contexts, we achieve about 4%
performance improvement than previous
context-concatenation-based SOTA demon-
strating better context utilization capability
of our approach.

• We achieve the best cross-dataset perfor-
mance where our BanNERCEM approach
trained on BanNERD achieves about ∼ 5%
higher average macro f1 than the second best
one. It shows the generalizability and high
annotation quality of BanNERD dataset.

2 Related Work

Early works in NER frequently leveraged the
linear-chain Conditional Random Field (CRF)
(Lafferty et al., 2001). Later works used trans-
former models to achieve the SOTA performance
(Zhang et al., 2018). Zhou et al. (2022) proposed
a noise-robust NER framework utilizing multiple
base models and jointly optimizing those with task-
specific loss. Recent state-of-the-art approaches
like Wang et al. (2021) used Google search to
retrieve and use external contexts for inputs and
achieved SOTA performance. Later, Wang et al.
(2022b) employed a Wikipedia KB for additional
context with an iterative context retrieval strategy
achieving SOTA performance. Tan et al. (2023)
incorporated an entity-centric Wikidata KB and
designed three different retrieval strategies to en-
hance context retrieval.
One of the first Bangla NER datasets was

WikiANN (Pan et al., 2017) which consisted of
12,000 Bangla sentences. They translate mentions
from other languages to English via a translator
and then link them to an English Knowledge base
to find the entity type. Naamapadam (Mhaske
et al., 2023) is another Bangla dataset with al-
most a million sentences. But, their training set
is annotated via a pre-trained English NER tagger
2 and the test set though human annotated, only
contains 607 sentences. MultiCoNER datasets

2https://huggingface.co/dslim/bert-base-NER

(Malmasi et al., 2022a; Fetahu et al., 2023a) from
the SemEval 2022 and 2023 competitions (Mal-
masi et al., 2022b; Fetahu et al., 2023b) follow
the same approach of WikiANN of getting the en-
tity mentions from an external knowledge base
like Wikipedia. Karim et al. (2019) created the
first human-annotated Bangla consisting of nearly
70,000 sentences with four entity types. Haque
et al. (2023) created another human-annotated
Bangla dataset consisting of 22,144 manually an-
notated Bangla sentences that are categorized into
eight different entity types.
All the aforementioned datasets lack consid-

eration for Bangla’s unique linguistic properties
Haque et al. (2023). As mentioned in Section 1,
there is a high degree of inflections in the Bangla
language which change the entity type of the same
word based on the context. Haque et al. (2023) em-
ployed humans to annotate the dataset but only a
small portion was validated by a linguist. Their an-
notation guideline does not specify how to tackle
unique challenges faced in the Bangla language
like an abundance of polysemous and homony-
mous words (Karim et al., 2019), inflections in
proper nouns (Afrin et al., 2023) and multi-word
expressions. Karim et al. (2019) discusses the chal-
lenges of annotating NER in the Bangla language
but does no tackle them. They also do not vali-
date their annotations by a validator. The Multi-
CoNER and other automatically annotated datasets
use English gazetteer and some sort of alignment
or mapping to English entities which is noisy in
itself. In short, existing Bangla NER datasets are
either noisy or do not consider unique challenges
in annotating NER for the Bangla language.
BanNERD is the first dataset that takes into ac-

count all these challenges. Our annotation guide-
line is prepared by an expert team of linguists care-
fully considering all complexities and edge cases
of Bangla NER annotation. The whole annotation
is carried out by an expert team of annotators and
validators maintaining the highest possible quality.
BanNERD is also the largest among the two exist-
ing human-annotated datasets (Haque et al., 2023;
Karim et al., 2019).

3 Development of BanNERD

3.1 Source selection, data collection,
pre-processing, and data selection

We collected unprocessed raw textual data from
popular websites containing Bangla texts. We se-
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lected 29 sources covering 29 different domains
provided in detail in Appendix A. We explain in
detail how we avoid ethical and copyright issues
during our data collection in Section 3.2 and in a
separate Ethical Consideration section.
The unprocessed raw data was processed follow-

ing several steps including i) Unicode normaliza-
tion, ii) HTML tags and URL removal, iii) lan-
guage detection using Langdetect3 and filtering
out non-Bangla texts, iv) redundant whitespace re-
moval, v) redundant punctuation mark removal,
and vi) text deduplication using Jaccard similarity
with a threshold of 0.95. We split the processed
text into sentences and pre-tokenize the sentences
to select as samples. These preprocessing steps are
described in detail at Appendix B.
At first, we randomly selected about 15% sen-

tences of total targeted data. We manually in-
spected the annotation of these selected data and
found that many sentences contained no named en-
tity. Hence, we employed a NER model following
the work of Zhou and Chen (2021) in the data se-
lection pipeline to filter out sentences containing
no named entity. However, we randomly retained
about 10% of total sentences with no named entity.
More details on this filtering process is given in
Appendix C.

3.2 Data Anonymization

We followed the anonymization process of (Volo-
dina et al., 2020) and tailored it for our specific
task. For sensitive personally identifiable informa-
tion (PII) info like bank account, license numbers,
etc we used Microsoft’s Presidio tool 4 and also
instructed human annotators to discard sentences
containing any PII. The complete anonymization
process is given in Appendix D.

3.3 Annotation guideline

Before commencing the annotation process it is es-
sential to have proper annotation guidelines. So
we adopted a comprehensive annotation guideline
5 which was developed by linguists and was vali-
dated and accepted by a national linguists and tech-
nical expert committee and then shared with the an-
notators. A summarized version of the guideline
is provided in Appendix F with a description of
each entity type. We have incorporated 10 named

3https://github.com/Mimino666/langdetect
4https://microsoft.github.io/presidio/
5BanNERD Bangla NER Annotation Guideline

entity classes used in the Bangla language includ-
ing 1. Person (PER), 2. Organization (ORG), 3.
Geo-Political Entity (GPE), 4. Location (LOC),
5. Event (EVENT), 6. Number (NUM), 7. Unit
(UNIT), 8. Date & Time (D&T), 9. Term & Title
(T&T), and 10. Misc (MISC).

3.4 Annotation and Validation

We use the annotation platform used by Islam et al.
(2023) as it had a superior performance tracking of
annotators, IAA calculation compared with other
annotation platforms. The dataset underwent anno-
tation by a team of 5 validators possessing a mas-
ter’s degree in linguistics and 51 trained annota-
tors, each possessing a minimum formal education.
Other information regarding annotators and valida-
tors is available at Appendix E.

Annotations are carried out in groups of three
annotators, each supported by a validator follow-
ing the iterative annotation approach of Islam et al.
(2023). For each iteration, a randomly selected
chunk of 500 sentences is assigned to the group.
Each sentence is independently annotated by all
three annotators following the annotation guide-
lines. The majority voting among these 3 anno-
tations determines the preliminary label for each
instance. Subsequently, the assigned validator for
that group reviews the annotations, corrects any er-
rors, and finalises the labels. The annotation plat-
form shows the accuracy of annotators. If any an-
notators require further training or the validator
deems any annotations to require re-evaluation or
identifies the need for additional training within
the group, a collaborative session is organized.
During these sessions, the group discusses the iden-
tified issues and addresses any complexities or mis-
understandings. Some of these complexities are
given in Appendix G. This iterative process is re-
peated throughout the annotation phase to ensure
high-quality and consistent annotations.

Every validator undergoes training and supervi-
sion by linguists having amaster’s degree and prior
experience in the field of linguistics. We adopt the
BIO tagging scheme as it is widely used for post-
positional languages including Bangla, Hindi, etc
(Haque et al., 2023). This BIO tagging scheme is
automatically converted from the annotation plat-
form. We are following span-based NER annota-
tion rather than character-based annotation.
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Class # Tokens Percentage IAA

PER 78,657 33.89 0.96
NUM 36,776 15.85 0.906
ORG 32,706 14.09 0.85
D&T 22,930 9.88 0.887
LOC 13,707 5.91 0.835
GPE 13,338 5.75 0.811
EVENT 13,203 5.69 0.824
UNIT 8,552 3.68 0.873
MISC 7,165 3.09 0.856
T&T 5,059 2.18 0.755

Table 1: Class distribution of BanNERD and class-wise
IAA score. The ‘others’ tag is excluded as it is not a
named entity. Percentages are calculated among named
entity tokens only.

3.5 Statistical Analysis

Human annotators manually labeled 991, 441 to-
kens among which 232, 093 tokens are named en-
tity tokens. The annotations are validated by lin-
guistic experts, resulting in a dataset comprising
85, 175 sentences with an average sentence length
of 11.55 words. The inter-annotator agreement
(IAA), assessed using Cohen’s kappa score was
0.88. The NE class distribution and class-wise
IAA score are shown in Table 1. We found six
other NER datasets in the Bangla language which
we compare with BanNERD in Table 2. Haque
et al. (2023), Karim et al. (2019) and BanNERD
are the only human-annotated datasets in Table 2.
BanNERD is the biggest human-annotated Bangla
NER dataset. It also contains the highest vari-
ety of entity types excluding Fetahu et al. (2023a)
which as mentioned previously is automatically an-
notated using English Wikipedia and translation to
map English entities to Bangla entities.

4 Methodology

In this section, we present the functioning of our
BanNERCEM system. Our motivation for creat-
ing BanNERCEM was to create a consistent sys-
tem that achieves superior performance regardless
of dataset and entity types while keeping the whole
system lightweight which can be used in smaller
consumer hardware. Table 3 and 5 shows that
our approach achieves both aforementioned objec-
tives. We provide the architecture of our approach
in Figure 1. The process begins with an input
sentence comprising N tokens, denoted as x =
{x1, x2, . . . , xn}. For each sentence, we extract
top-K sentences related to the input from a knowl-
edge base (KB) as the external context from the

Context Retrieval Module (CRM). Each extracted
context is concatenated to the input sentence sepa-
rately and then passed to the Named Entity Recog-
nition (NER)module to identify the named entities.
The CRM module uses WikiDump from Wikime-
dia6 as a knowledge base (KB). We use the April
1st, 2024 version of WikiDump, convert it to plain
text, and preprocess it. It is similar to Wang et al.
(2022a) and explained in depth at Appendix H.
The NERmodule comprises of a Pretrained Lan-

guage Model (PLM) followed by a CRF layer act-
ing as the NER token classification head. Spe-
cific choice of PLM is given in Section 5.3. As
said earlier, we pass each context from CRMmod-
ule separately to the backbone and get K predic-
tions in total from K contexts. A two-stage ma-
jority voting is conducted among these K predic-
tions. In the first stage, the predicted entities are
checked against their respective context to deter-
mine whether the entity appears in the context.
Predicted spans from such contexts are accumu-
lated and the majority voting among them defines
the final entity. In the second stage, a major-
ity voting among remaining spans where the pre-
dicted entity span does not appear in the context
is conducted. The reasoning behind this hierarchi-
cal two-stage approach is that the CRM module
is not error-proof and can contain contexts struc-
turally similar to the input sentence but does not
provide any extra information about the entities
(Wang et al., 2022a). The first stage circumvents
this issue by prioritizing predictions from contexts
that contain information regarding entities.

5 Experiments

5.1 Datasets
To show the effectiveness and generalizability of
our approach, we experiment on our BanNERD
dataset along with the only available four other pre-
vious Bangla NER datasets Karim et al. (2019), B-
NER (Haque et al., 2023), MultiCoNER I (2022)
(Malmasi et al., 2022a), MultiCoNER II (2023)
(Fetahu et al., 2023a), Naamapadam (Mhaske et al.,
2023) andWikiANN (Pan et al., 2017). Data statis-
tics of each dataset are provided in Table 2.

5.2 Baselines
We compare the BanNERCEM model with pre-
viously tested approaches in Bangla language
and state-of-the-art NER approaches in English

6https://dumps.wikimedia.org/
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Attribute
BanNERD

Haque
et al.
(2023)

Karim
et al.
(2019)

Malmasi
et al.
(2022)∗

Fetahu
et al.

(2023a)∗

Mhaske
et al.
(2023)∗

Pan
et al.
(2017)∗

Sentences 85,175 22,144 71,284 149,219 30,074 967,145 12,000
Tokens 991,441 297,418 983,663 896,116 393,509 15,419,213 51,618
Unique Tokens 73,526 34,237 96,155 83,986 42,619 525,515 8,191
Sentence Length [3-20] [1-233] [5-30] [1-35] [2-85] [1-100] [3-62]
Avg. Sentence Length 11.55 13.43 13.80 6.005 13.08 15.94 4.30
Entities 10 8 4 6 34 3 3
Tagging Scheme BIO BIO BIO BIO BIO BIO BIO
Number of Tags 21 17 9 13 67 7 7

Table 2: Comparison of BanNERD and existing Bangla NER datasets. ∗ marked ones are automatically annotated
via Knowledge base, translation or other methods. Among human annotated datasets, BanNERD is the largest and
has the highest entity variety with 10 unique entity types.

NER. Approaches used in Bangla language but
not limited to are - BiLSTM-CRF, BERT-CRF,
BERT-BiLSTM, Banner (Ashrafi et al., 2020) and
RaNER (Wang et al., 2022a) (a context-basedNER
approach that retrieves the top 10 contexts from
Wikipedia Dump and concatenates it to the in-
put sentence). English state-of-the-art approaches
are - Noisy Label (Zhou and Chen, 2021), Diffu-
sionNER (Shen et al., 2023) and Binder (Zhang
et al., 2023). We also compared these approaches
with GPT-4o (OpenAI, 2024a) and GPT-3.5 Turbo
(OpenAI, 2024b) from OpenAI. We have followed
the prompting strategy of (Lai et al., 2023) with
ten few-shot examples which have been shown to
be an effective prompting strategy in multilingual
settings. Complete details of each baseline and
the prompt construction process for OpenAI mod-
els can be found in Appendix I. We were unable
to reproduce some state-of-the-art English meth-
ods particularly Luke (Yamada et al., 2020), due to
specific entity-aware pre-taining done on English
data which are unavailable in Bangla and too com-
putationally expensive to reproduce. U-RaNER
(Tan et al., 2023), a state-of-the-art method on Fe-
tahu et al. (2023a) dataset did not open-source their
whole approach and we excluded it from our ex-
periments as we could not faithfully reproduce it.
Other recent English NER approaches were cre-
ated for few-prompt settings which are excluded
from our setup as they are shown to underperform
against finetuned models in their studies (Wang
et al., 2023).

5.3 Training Strategy
For each respective baseline, we use the hyperpa-
rameters specified in their respective works with-
out any hyperparameter tuning. We provide a brief
description of their hyperparameter settings in Ap-
pendix J and refer to their works for detailed hy-
perparameter settings.
As different datasets have achieved the best per-

formance using different PLMs, we use the respec-
tive PLM used for each dataset for a fair compar-
ison with our approach. We use the BanglaBERT
(Bhattacharjee et al., 2022) model for BanNERD,
Karim et al. (2019) and WikiANN (Pan et al.,
2017) dataset. For MultiCoNER datasets (Mal-
masi et al., 2022b; Fetahu et al., 2023a), we
use the XLMRoBERTa (XLM-R) (Conneau et al.,
2020) model as used in RaNER model (Wang
et al., 2022a). For Haque et al. (2023) achieved
highest performance using IndicbnBERT7. But as
the resulting transformer model is now unavail-
able on Huggingface8, we have used their second
best-performing transformer model, SagorBERT
(Sarker, 2020) for our experiments. For Naama-
padam (Mhaske et al., 2023) dataset, we use bert-
base-multilingual-cased 9 model.
For our BanNERCEM approach, we set a learn-

ing rate of 5e−6 for the PLM model and 5e−2
for the CRF layer following Wang et al. (2021)
and a linear warmup-decay learning scheduler. We
choose AdamW optimizer (Loshchilov and Hut-
ter, 2019), train for 40 epochs and choose the best

7https://huggingface.co/neuralspace-reverie/
indic-transformers-bn-bert

8https://huggingface.co
9https://huggingface.co/google-bert/bert-base-

multilingual-cased

6827

https://huggingface.co/neuralspace-reverie/indic-transformers-bn-bert
https://huggingface.co/neuralspace-reverie/indic-transformers-bn-bert
https://huggingface.co


Method BanNERD1
Haque
et al.
(2023)2

Karim
et al.
(2019)1

Malmasi
et al.
(2022)3

Fetahu
et al.

(2023a)3

Mhaske
et al.
(2023)4

Pan
et al.
(2017)1

AVG.

GPT-3.5 Turbo 40.94 41.51 40.94 31.85 9.76 36.72 64.51 37.12
GPT-4o 56.91 53.60 49.57 20.59 39.37 53.27 78.21 50.21
DiffusionNER 84.05 65.46 69.05 25.84 32.70 74.04 92.30 63.34
BiLSTM-CRF 74.31 58.00 62.28 57.51 61.39 73.18 91.17 68.26
BINDER 82.41 82.50 68.40 57.92 63.66 74.20 95.85 74.99
BERT-CRF 81.07 77.00 62.79 69.88 66.46 82.11 97.17 76.64
Noisy 88.78 79.80 67.53 72.09 56.41 82.50 97.11 77.74
BERT-BiLSTM 87.36 77.00 65.96 71.95 66.46 79.48 97.32 77.93
Banner 87.36 72.03 65.96 71.95 72.21 80.06 96.69 78.03
RaNER 88.00△+6.93 78.42△+1.42 67.67△+4.88 83.51△+13.63 72.75△+6.29 82.61△+0.5 93.91△−3.26 80.98△+4.34

BanNERCEM-NEA 89.43△+8.36 82.82△+5.82 70.19△+7.40 82.25△+12.37 77.93△+11.47 82.52△+0.41 98.25△+1.08 83.34△+6.7

BanNERCEM 90.49△+9.42 83.62△+6.62 72.90△+10.11 84.17△+14.29 78.08△+11.62 84.87△+1.7 98.75△+1.58 84.12△+7.48

Table 3: Entity-label macro F1 scores averaged across 4 runs with different random seeds for all methods on
recent Bangla NER datasets. △ denotes the difference of macro F1 compared with the baseline BERT-CRF model.
1 denotes BanglaBERT (Bhattacharjee et al., 2022) model, 2 denotes bangla-bert-base (Sarker, 2020) model, 3
denotes XLMRoBERTa (XLM-R) (Conneau et al., 2020), 4 denotes bert-base-multilingual-cased model (Devlin
et al., 2019) is used. In BanNERCEM-NEA,NEA denotes BanNERCEM method without our entity aware majority
voting using traditional majority voting (Yamada et al., 2020) and BanNERCEM denotes our complete approach
with entity aware majority voting system.

model based on validation macro f1 scores. We
split BanNERD in 85:10:5 ratio for the train, test,
and validation splits respectively using stratified
splitting. We train all models over 4 random seeds
and average their results. We use a single NVIDIA
A40 48GB GPU for all training and inference tests.
More details regarding the experiment settings can
be found in Appendix J.

6 Results and Analysis

6.1 Performance
We show the results of all approaches in Table 3
for the Bangla NER datasets mentioned in Section
5.1. Performance is calculated based on entity-
wise macro f1 scores as used in previous NER
evaluations (Wang et al., 2022a; Tan et al., 2023)
for all our evaluations. Table 3 shows two vari-
ants of our approach. BanNERCEM denotes our
full approach with hierarchical majority voting.
BanNERCEM-NEA uses traditional majority vot-
ing (Yamada et al., 2020) instead of the hierarchi-
cal one proposed by us. BanNERCEM achieves
SOTA results on our BanNERD dataset and five
other previously published datasets (Karim et al.,
2019; Haque et al., 2023; Malmasi et al., 2022b;
Mhaske et al., 2023; Pan et al., 2017) achieving the
highest average performance achieving 84.12%
macro f1 score which is 3.14% greater than the
similar context based RaNER method and 7.48%
greater than the BERT-CRF model. Table 3 also
shows using our hierarchical voting approach in-
creases average macro f1 score by 0.78% com-

pared with convention majority span voting of Ya-
mada et al. (2020). On the WikiANN (Pan et al.,
2017) dataset, all the models’ performances are
similar. We rechecked their test dataset and found
that most of the sentences are only common entity
names instead of a full sentence which may have
led to a high performance across the board.
On the English portion of the MultiCoNER

I dataset (Malmasi et al., 2022b), we achieved
a macro F1 score of 90.34%, closely approach-
ing the state-of-the-art (SOTA) result of 91.21%
achieved by the RaNER model. However, as our
primary focus was developing a robust NER sys-
tem for Bangla, effectiveness with English and
other languages is left for future work.

6.2 Analysis

Performance of Other NER Approaches in
Bangla Datasets The RaNER model (Wang
et al., 2022a) performs slightly worse on our Ban-
NERD, B-NER dataset (Haque et al., 2023) and
WikiANN dataset (Pan et al., 2017) than the Noisy
Label Model (Zhou and Chen, 2021) although the
latter is not using any external context. The Noisy
Label model (Zhou and Chen, 2021) performs
poorly on the MultiCoNER 2023 dataset (Fetahu
et al., 2023a) although performing competitively
on other datasets.
DiffusionNER and BINDER demonstrated infe-

rior performance compared to simpler BERT-CRF
architecture. For DiffusionNER, this can be asso-
ciated with slow convergence dynamics as increas-
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Dataset RaNER BanNERCEM BanNERCEM-NEA

BanNERD 95.27 95.31 94.88
Haque et al. (2023) 83.48 89.72 89.32
Karim et al. (2019) 78.51 82.78 82.24
Malmasi et al. (2022b) 88.60 89.86 85.95
Fetahu et al. (2023a) 77.74 85.12 84.15
AVG. 84.72 88.56 87.30

Table 4: Comparison between RaNER (Wang et al.,
2022a) and our BanNERCEM approach on those en-
tities that the retrieved contexts have information
about. Our approach performs considerably better than
RaNER on all datasets.

ing the number of denoising timesteps from the de-
fault 1,000 (as proposed in the original Diffusion-
NER framework) to 2,000, we observed a notable
gain of 8.93% in average macro F1 scores. For
BINDER, we added a single example to each en-
tity type description and found significant improve-
ments in macro F1 scores, with gains of 1.59%,
3.61%, and 0.93%, respectively in our BanNERD
and MultiCoNER (Malmasi et al., 2022a; Fetahu
et al., 2023a) datasets. Further experimentation set-
tings are out of scope for our research.
For lightweight networks like BiLSTM, the

performance is very poor compared with the
transformer-basedmethods. The results fromGPT-
4o and GPT-3.5 are poorer than the fine-tuned re-
sults in Table 3. These results are comparable to
the results reported by Tan et al. (2023) on Mul-
tiCoNER II (Fetahu et al., 2023a) dataset where
they reported a macro F1 score of 14.76%. We test
GPT-4o with zero-shot setting on our BanNERD
dataset where the macro f1 score decreased from
56.91% to 49.51%. We concur that instruction tun-
ing on the annotated NER labels is required for
these LLMs to perform comparatively in Bangla
NER classification.
On MultiCoNER 2023 dataset (Fetahu et al.,

2023a), we were unable to reproduce the current
SOTA method U-RaNER’s (Tan et al., 2023) re-
sults because their retrieval system was not made
publicly available. Using our retrieval approach,
U-RaNER achieves 72.43% macro f1 score on the
MultiCoNER 2023 dataset (Fetahu et al., 2023a)
which is less than their reported result of 81.60%.

Better Context Utilization We further ana-
lyze the context utilization capability of our Ban-
NERCEMapproach by comparing its performance
on those entities whose information has been found
in the retrieved contexts. Table 4 shows that Ban-

LLM Sequence Length FLOPS
(in GFLOPS)

MACs
(in GMACS)

GPU
Memory
(in MB)

LLAMA-3.1
(8.03B)

128 1,920 960.6 32,630.63
256 3,840 1,920 34,260.63
512 7,690 3,840 38,032.63
1024 15,370 7680 44,080.63
2048 - - >48,000

BanglaBERT
(110.03M)

128 22.36 11.17 842.63
256 45.94 22.95 1,012.63
512 96.72 48.32 1,210.63

XLM-RoBERTa-large
(559.89M)

128 78.96 39.46 2,688.63
256 161.15 80.53 2,962.63
512 335.24 167.5 3,640.63

Table 5: Comparing LLAMA-3.1 8B model with pre-
trained Bangla LLMs like BanglaBERT and XLM-
RoBERTa-large. LLAMA-3.1 with 2,048 tokens re-
sults are empty due to cuda memory overflow issue.
Parmaeters count are given beside LLM name in brack-
ets. (B) dentoes a billion and (M) denotes a million.

NERCEM outperforms RaNER on all datasets
in this experiment achieving ∼ 4% greater aver-
age macro f1 score. The average performance on
entities that the contexts have information about
is 6.71% higher than the overall performance re-
ported in Table 3. As these entities are present
in the context, our entity-aware majority voting
will prioritize the predictions from these contexts.
Table 4 shows that this approach increases the
performance on these entities by 1.26% average
macro f1-score. OnMultiCoNER I (Malmasi et al.,
2022b) dataset, BanNERCEM approach gives
3.91% macro f1 score gain over BanNERCEM-
NEA. This shows that context ensembling and
entity-aware voting combinedly contribute to bet-
ter context utilization leading to greater perfor-
mance.

UsingCurrent LLMs As current LLMs have
a massive max input length, they can utilize all
external contexts from KB without breaking them
into separate parts like our approach. But recent
studies on the Bangla language (Mahfuz et al.,
2024) suggest that small pretrained models when
finetuned, perform competitively with models like
LLAMA-3.1 8B and 70B models (Dubey et al.,
2024). We provide a comparison of floating-
point operations per second (FLOPS), multiply-
accumulate operations (MACs) count and GPU
memory usage in Table 5. Our end goal is to cre-
ate a lightweight, high performant NER model on
Bangla runnable on smaller consumer hardware
which will be difficult with LLAMA like LLMs.
Hence, we did not fine-tune LLAMA-like models
with and without retrieved contexts.
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Trained on
Datasets

Evaluated on Datasets

Karim
et al.
(2019)

Haque
et al.
(2023)

Malmasi
et al.
(2022)

Fetahu
et al.
(2023a)

Ban
NERD AVG.

Karim 72.90 64.81 47.17 51.43 57.74 55.29
Haque 54.40 83.62 41.34 49.89 32.49 44.53
Malmasi 38.73 49.34 84.17 83.43 43.05 53.54
Fetahu 41.85 57.81 78.52 78.08 46.73 56.23
BanNERD 67.63 61.24 52.99 65.75 90.49 61.90

Table 6: Cross Dataset result using our BanNERCEM
approach trained on BanNERD. The AVG. column con-
tains the average of macro F1 scores excluding the di-
agonal values as the diagonal values contain macro F1
scores on their own dataset. Our approach trained on
BanNERD dataset achieves the highest average macro
F1 score among all other datasets.

6.3 Cross Dataset Evaluation
We perform a cross-dataset experiment using our
BanNERCEM approach to measure dataset gen-
eralizability. If a dataset is generalized, a model
trained on that dataset should achieve greater per-
formance on other NER datasets than models
trained on a different dataset without any further
fine-tuning. The Bangla NER datasets we have
experimented on have three common NER labels:
Location, Person andOrganization/Corporation on
which we perform our cross-dataset evaluation.
Table 6 contains the top 5 result of this cross-
dataset evaluation experiment. We see that the
BanNERD trainedBanNERCEMmodel achieves
the highest average macro F1 score among all
datasets. BanNERD achieves a 5.67% greater
average macro F1 score than the second-placing
MultiCoNER II (Fetahu et al., 2023a) dataset.
This shows that the BanNERD-trained model has
achieved superior generalizability. Our BanNERD
dataset is carefully annotated with multiple human
annotators and linguists which has contributed to
high cross-dataset performance.

6.4 Ablation Study
Impact of Number of Retrieved Contexts We
analyze the performance of our approach for differ-
ent values of K ∈ 3, 6, 10 in the top-K retrieval
of contexts. Table 7 shows that a higher num-
ber of contexts results in performance gains on all
datasets. The average performance gain over all
datasets from using 3 contexts to 10 contexts is
2.14% and 6 to 10 is 1.28%. Table 7 also shows
the entity coverage of using various number of con-
texts. Entity coverage is the percentage of the to-

Dataset Macro F1 Entity Coverage(%)
Size-3 Size-6 Size-10 Size-3 Size-6 Size-10

BanNERD 89.92 90.32 90.49 41.14 47.91 53.48
Haque et al. (2023) 82.38 82.51 83.62 31.13 39.46 46.78
Karim et al. (2019) 70.45 71.41 72.90 57.75 62.94 66.26
Malmasi et al. (2022b) 82.77 83.47 84.17 42.84 51.64 54.99
Fetahu et al. (2023a) 77.87 77.89 78.08 55.07 58.72 59.99
AVG. 67.74 68.60 69.88 50.67 56.53 60.63

Table 7: Performance of our BanNERCEM approach
with top-3,6 and 10 contexts. Increasing context size in-
creases entity coverage and increases the performance
in all datasets.

tal number of gold entities found in the retrieved
contexts. Higher entity coverage means the re-
trieved contexts are more correlated with the in-
put sentence as they contain more information re-
garding the entities. Table 7 shows that increasing
context number from 3 to 10 results in an average
gain of ∼ 10% in entity coverage. It also shows
that using only 3 contexts, our approach outper-
forms RaNER on all datasets except MultiCoNER
I (Malmasi et al., 2022b). This shows that our Ban-
NERCEM approach is utilizing the retrieved con-
texts better than RaNER. We did not perform this
experiment on Naamapadam (Mhaske et al., 2023)
and WikiANN (Pan et al., 2017) datasets due to
their smaller test set size but large training compu-
tation requirements.

7 Conclusion

In this paper, we provide a gold standard Bangla
Named Entity Recognition dataset with 85,175
sentences and ten types of entities. We also pro-
pose a context-based approach for Named Entity
Recognition where we passed each context sepa-
rately and used an entity-aware majority voting
among predicted spans to calculate the final predic-
tions. We achieve competitive performance when
comparedwith the contemporary context-based ap-
proaches which concatenate the contexts directly
with the input. On manually human-annotated
Bangla datasets, our method outperforms all other
approaches. We also show that our proposed ap-
proach can utilize the contexts better than conven-
tional context concatenation approaches. Our cur-
rent retrieval system only uses Bangla Wikipedia
Dump as the knowledge base. We plan to enhance
our retrieval system to incorporate more knowl-
edge bases. We also plan to explore more efficient
context utilization methods to reduce our training
and inference time.
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Limitations

On MultiCoNER datasets, performance on the
’Creative Work (CW)’ labels is the lowest. These
CW tags are names of books, movies, arts, etc.
which may not look like traditional named enti-
ties (Malmasi et al., 2022b). For example, in the
sentence ’ঝুলন্ত েস্কৰ্াল লয্ান্ডেস্কপ কােকিজকু কাগেজ
কািল এবং হালকা রঙ’ (ipa:ɟʱulonto̪ skrol lændʃkep
kakeɟiku kagoɟe kali eboŋ halka rɔŋ) (trans: Hang-
ing scroll landscape ink and light color on kakejiku
paper), ’কােকিজকু’ (ipa:kakeɟiku) (trans:kakejiku)
is a ArtWork and belongs to CW tag. This word is
fairly uncommon which our approach mistakenly
predicts as ’WrittenWork’. On these CW tags, we
achieve 76.13% and 76.27% macro f1 scores on
MultiCoNER I and II datasets respectively.
As we pass each context separately to the model

for every input sentence, this increases the train-
ing and inference time of our approach. Table 8
contains the speed of our CRM module and train-
ing speeds of RaNER and our BanNERCEM ap-
proach with top-3 and top-10 contexts. Training
time for top-3 contexts is similar in RaNER and our
approach. When top-10 contexts are used, RaNER
takes 644 seconds less time per epoch. Previously,
we have shown that using top-3 contexts, our ap-
proach has outperformed RaNER on all Bangla
NER datasets except one. In order to expand our
approach to a higher number of contexts, a more ef-
ficient method of combining contexts needs to be
explored.

Module Sentences/Second Epoch Time
Context Retrieval from English KB 64.68 N/A
Context Retrieval from Bangla KB 222.24 N/A
RaNER@3 (training) 70.01 1,079
RaNER (training) 34.4 2,143
CE@3(training) 210.52 1,026
CE@10 (training) 258.34 2,787
BERT-CRF(training) 531.87 135

Table 8: Speed of the Context Retrieval Module and
the context-based models. BERT-CRF is the baseline
model which does not use an external context.

Ethical Considerations

We adhere to stringent ethical standards, align-
ing with the fair data usage policies of major
social media platforms such as Facebook and
YouTube. This commitment stems from the uti-
lization of public funds provided by a national re-
search funding authority. This body explicitly re-
stricts commercial usage, with the dataset being

exclusively allocated for non-commercial and aca-
demic research. To comply with Facebook10 and
YouTube’s11 fair usage policies, standard API calls
were employed to collect bulk data from “Face-
book public pages” and public YouTube comments.
Subsequently, sentences were curated through ran-
dom sampling, incorporating anonymization and
de-identification processes. Notably, sensitive
data was not obtained from any confidential so-
cial media pages. The funding body’s regula-
tionsmandated themeticulous removal of personal
mentions, including emails and phone numbers,
through manual linguistic inspection before utiliz-
ing the BanNERD for any experiments in this pa-
per. Access requests to the dataset, code and other
materials will be entertained through an End-User
License Agreement (EULA), subject to specific
conditions. These conditions include the dataset’s
exclusive use for non-commercial research pur-
poses, prohibition of redistribution by the dataset
usage-grantee, and permission for illustrative pur-
poses in publications for scientific and educational
use. The research funding authority will impose
additional conditions, such as a one-year validity
period for the EULA, necessitating renewal of the
data-sharing policy changes. Researchers are re-
quired to uphold the highest ethical standards in
their research and publications, giving proper ac-
knowledgment to the research funding body.
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Appendix

A Source selection and raw data
collection

We collected unprocessed raw textual data from
various websites containing Bangla texts. During
the selection of the sources, we focused on cover-
ing several domains and use cases from the socioe-
conomic perspective of Bangladesh such as health,
letters, notices, manuals, public opinions, politics,
etc. BanNERD covers 29 different domains across
29 different sources. The domain distribution and
source distribution are depicted in Figure 2 and
Figure 3 respectively. We also list all the sources
that we use to collect data below:

• independent24.com
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• ebanglalibrary.com

• mzamin.com

• bn.wikipedia.org

• prothomalo.com

• nctb.com

• bdlaws.minlaw.gov.bd

• anannya.bd

• somewhereinblog.net

• amrabondhu.com

• pmo.gov.bd

• mole.gov.bd

• bnpbd.org

• bdun.org

• nimc.gov.bd

• bitac.gov.bd

• banglanotice.com

• bn.banglapedia.org

• rokomari.com

• pressinform.gov.bd

• facebook.com

• banglacyber.com

• hazabarolo.com

• golperjhuri.com

• bn.quora.com

• manuals.plus

• storymirror.com

• Sherajobs.com

• corporatenews.com.bd

After selecting the sources, we employed sev-
eral custom crawlers to collect the raw texts. The
crawlers were developed using the Scrapy17 frame-
work.

B Data pre-processing and Selection

At first, the unprocessed raw data was processed
following several steps including i) Unicode nor-
malization, ii) HTML tags and URL removal, iii)
language detection using Langdetect18 and filter-
ing out non-Bangla texts, iv) redundant whitespace
removal, v) redundant punctuation mark removal,

17https://scrapy.org/
18https://github.com/Mimino666/langdetect
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Figure 2: Distribution of the domains in BanNERD.
The dataset covers 29 different domains where ‘Notice
& Circular’ is the dominant one.
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anannya.bd
3.7%

somewhereinblog.
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Figure 3: Illustration of our proposed dataset’s source
distribution which shows a uniform distribution across
various sources.

and vi) text deduplication using Jaccard similarity
with a threshold of 0.95. After getting the pro-
cessed raw dataset, we split the text into sentences
using regular expressions19. We pre-tokenized the
sentences and selected them as samples for annota-
tion in an iterative approach. At first, we randomly
selected about 15% sentences of total targeted data.
After the annotation, wemanually inspected the an-
notated dataset and found that many sentences did
not contain any named entity. So, we employed
an MLmodel in the data selection pipeline to filter
out the sentences not containing any named entity.
However, we randomly retained about 10% sen-
tences with no named entity. The further chunks
of sentences were selected for the annotation pro-
cess. During the selection of each chunk, we took
approaches to make the dataset as distributed as
possible across different domains and sources.

19We considered the following punctuation marks as the of
a sentence: [. (dot), ? (question mark), ! (exclamation mark),
। (danda)].
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C Data Filtering

We use a base NERmodel to remove any sentences
without entities and then retain 10% of sentences
randomly. The base NERmodel consists of a trans-
former model followed by a CRF layer (BERT-
CRF). To ensure that it is capable of identifying
complex entities, it was trained to only whether a
word is a named entity or not excluding the entity
type. For this, we concatenated the training set of
Bangla NER datasets reported in Section 5.1. The
base model achieved 89.24% accuracy on the con-
catenated test sets of all datasets. We also mea-
sured the accuracy of this base NER model after
finishing the annotation of the first 1,000 sentences
for a sanity check. It achieved 93.05% accuracy on
this test set. There were 68,465 sentences tagged
as having no entities during our filtering process
from where we retained 6,847 sentences for anno-
tation through 10% random retainment. After fin-
ishing the whole annotation, the BanNERD dataset
contains 6,163 sentences without any entities out
of 85,175 sentences. So, the basemodel’s accuracy
of finding sentences without entities is 90.01% on
the whole BanNERD dataset. This high accuracy
of the base NER model ensures that it can capture
complex entities ensuring BanNERD dataset is a
difficult NER dataset with hard to detect complex
entities.

D Data Anonymization and
De-identification

We followed the anonymization process of (Volo-
dina et al., 2020) and tailored it for our specific
task. For sensitive personally identifiable infor-
mation (PII) info like bank account, license num-
bers, etc we used Microsoft’s Presidio tool 20. Pre-
sidio checks for the existence of such information
in the dataset using regex and discards sentences
containing any detected PII. Since Presidio does
not support Bangla, we custom-built regex patterns
for the Bangla language. There can be PIIs that
were not detected via this tool. So, annotators were
instructed to discard sentences if they saw the sen-
tences contained any of the above PIIs. During this
process, we discarded 1,592 sentences. In total,
we discarded 12 Bank Account Numbers, 1,533 Li-
cense numbers, 25 Emails, 33 Zip codes, 56 URLs,
2 Phone Numbers, 8 National Identification/Social
Securirty numbers.

20https://microsoft.github.io/presidio/

For personal names, geo data, age and institu-
tions/organizations, we perform a random replace-
ment operation after the annotation process. In this
process - person, geo-data or institution-related in-
formation is replaced randomly by an entity of the
same entity type. This ensures reidentification re-
mains very difficult on our BanNERD dataset.
Although no anonymization process is en-

tirely accurate, we want to emphasize that our
anonymization process is more rigorous compared
to previous studies like (Ben Cheikh Larbi et al.,
2023; Lison et al., 2021) where they mostly
used automatic anonymization. In contrast, we
use human annotators along with the automatic
anonymization process to ensure that no sensitive
information or identification of personnel is possi-
ble via the BanNERD dataset. We strongly believe
that this ensures our BanNERD dataset’s safety of
usage.

E Annotator Details

We have chosen annotators who have received for-
mal education in linguistics. The validators all pos-
sess a master’s degree in linguistics. As we have
prepared a Bangla NER dataset, all annotators and
validators were Bangladeshi. Out of 51 annotators,
23 of them were female and 28 of them were male.
Out of 5 validators, 3 of them were male and 2 of
themwere female. The annotators are renumerated
hourly based on the local labour law.

F Summarized Guideline for Bangla
Named Entities Recognition

In Bangla, 10 types of Named Entities are used as
listed below:

1. Person: This entity refers to individuals,
groups of people, fictional characters, des-
ignations, individual common names, etc.
Example: “আলােলর ভাই দুলাল এেসেছ।”
(tras:Alal’s brother Dulal has arrived) here,
আলােলর(Alaler) and দুলাল(trans:Dulal) will
be tagged as Person. However, multi-
word expressions are widely used in Bangla
text, especially in idioms, that convey en-
tirely different from their literal interpretation,
such as “আদর িদেয় েছেলেক আলােলর ঘেরর
দুলাল কের তুেলছ” (trans:You have spoiled
the boy.) where আলােলর(trans:Alaler) and
trans:দুলাল(trans:Dulal) are not taggable.
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2. Organization: These entities refer to for-
mally established associations such as busi-
nesses, industries, corporations, agencies,
government units, sports teams, formally or-
ganized music groups, etc. Example: "আিম
জাতীয় সংসদ ভবেনর সামেন দািরেয় আিছ।"(trans:I
am standing in front of National Parliament)
The context of this sentence might create con-
fusion between organization and location tag.
However, name of the organizations always
will be considered as Organization tag.

3. Geo-Political Entity (GPE): GPE are com-
posite entities that include a population, a gov-
ernment, a physical location, an official name,
a nation (or province, state, county, city,
etc.), nationality, etc. Example: "েচােখ পেড়
আেজর্িন্টনার ফয্ানেদর আনন্দ উল্লাস।" (trans:You
can see the joy of Argentina fans.) here,
আেজর্িন্টনার (trans:Argentina) will be marked
as GPE.

4. Location: Location entities refer to geo-
graphic or astronomical locations that do not
form a political body such as address, ce-
lestial entity, local towns, villages, facilities,
sea, river bodies, etc. Example: "িতিন দুগর্াপুর
যাবার গািড়র বয্াপাের েখাঁজ িনল।" (trans:He in-
quired about the vehicle to go to Durgapur)
here, দুগর্াপুর (trans:Durgapur) considered as
Location entity. However, because of un-
certainty in entity types or variation in ex-
isting entity may cause tag overlap. Here,
"িতিন দুগর্াপুর উপেজলায় বাস কের।" (trans:He
lives in Durgapur Upazila.), the word upazila
means an administrative body so here দুগর্াপুর
(trans:Durgapur) will be tagged asGPE tomit-
igate the overlapping problem.

5. Event: Events indicate a specific occasion
which may be a noteworthy occurrence, a
social, national, or international activity, a
program of sports, etc. Example: "িবেক্ষাভিট
সিমিত ভবেন সামেন হয়।" (trans:The movement
took place in front of the association build-
ing.) here, িবেক্ষাভিট(bikkʰobʱoti) (trans:The
movement) will be considered as Event tag.

6. Number: Number indicates ordinal and
cardinal numbers, integers, etc. Example:
একাত্তরিট মামলা িনেয় আলাপ হয় েসখােন।
(trans:Seventy-one cases were discussed
there.) here,একাত্তর (ækatt̪o̪r) (trans:Seventy-

one) referring to the Number entity. How-
ever, in the second text "পুরস্কার হােত িনেয়
একাত্তেরর সােথ আলােপ এ কথা বেলন িতিন।
(trans:He said this with Ekattor after re-
ceiving the award.) the context referring
একাত্তর (ækatt̪o̪r) (trans:Seventy-one) as an
organization.

7. Unit: Units are the entities used to ex-
press and distinguish measurements of
money, number, rate, age, etc. Example:
"রাজধানীেত ২০০৫ সােল প্লািস্টক বয্বহার হেতা
৯.২ েকিজ"।(trans:In 2005, 9.2 kg of plastic
was used in the capital) here, েকিজ (keɟi)
(trans:kg) is Unit.

8. Date & Time: It represents exact dates and
times including duration, days of the week,
month, year, and time of the day. Example:
"২০২১ সােলর ১৮ই আগস্ট এই আসেরর সময়সূচী
পৰ্কাশ করা হয়।"(trans:The schedule of this
event was released on 18 August 2021.) here
২০২১ সােলর ১৮ই আগস্ট(trans:18August 2021)
will be tagged as Date&Time.

9. Term & Title: This represents the terms and
titles of different entities. The term describes
a thing or concept such as the name of a the-
ory, process name, method, invention, pol-
icy, etc. The title of different things such as
the name of a book, song, or artwork such
as a film, drama, novel, short film, piece of
art, sculpture, etc will be included in this tag.
Example: "এ আেলাচনার মূল িবষয় িথওির অব
িরেলিটিভিট।"(trans:The main topic of this dis-
cussion is Theory of Relativity) here, িথওির
অব িরেলিটিভিট (trans:Theory of Relativity) is
Term & Title.

10. Misc: This includes any entity that does not
fit into the above entities such as religions,
languages, products, awards, games, calami-
ties, animals, and so on. Example: "ভারত
চাল রপ্তািনেত শীেষর্।" (trans:India is the top ex-
porter of rice..) here, চাল (trans:rice) will be
tagged as miscellaneous for being object but
existing polysemous and homonymous words
in Bangla creates ambiguity while detecting
NER category. Here,দারুন এক দাবার চােল
হারােলন িবপক্ষেক। (trans:He defeated his oppo-
nent with a brilliant chess move.) in this text
চাল (trans:move) means move which is not a
taggable named entity.
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Query Retrieval Strategy Retrieved Cotnexts Matched Parts

এর ফেল আগামী বছর
েবকারেতব্র হার বৃিদ্ধ
এবং অথর্ৈনিতক মন্দার
আশঙ্কায় ইউেরাপীয় ইউিনয়ন ।
(trans:As a result, the European
Union fears an increase
in the unemployment rate
and an economic recession
next year.).

Entities:
আগামী বছর -(trans:Next year),
ইউেরাপীয় ইউিনয়ন -
(trans:the European Union)

Sentence Retrieval

1. অথর্ৈনিতক মন্দার ফেল এিপৰ্ল 2008 এবং এিপৰ্ল 2009
এর মেধয্ েবকারেতব্র হার 4.7 েথেক 6.3% বৃিদ্ধ েপেয়েছ।
(trans:The economic downturn caused the unemployment
rate to increase from 4.7 to 6.3% between April
2008 and April 2009.)
2. এর ফেল রপ্তািন বৃিদ্ধ এবং েবশ কেয়কিট উৎপাদেনর খাত
সৃিষ্ট হেয়েছ। (trans:This has resulted in increased
exports and the creation of several manufacturing sectors.)
3. এর ফেল দুনর্ীিত বৃিদ্ধ পায় ও অথর্ৈনিতক
বৃিদ্ধর হার মন্থর হেয় পেড়।
(trans:As a result, corruption increased
and the rate of economic growth slowed down.)

1. অথর্ৈনিতক মন্দার ফেল
(trans:economic downturn),
এবং (and), এর (of),
েবকারেতব্র (trans:unemployment),
হার (ratio), বৃিদ্ধ (increase)
2. এর ফেল (trans:because of),
বৃিদ্ধ (trans:increase),
এবং (and)
3. অথর্নীিত (trans:economy), এবং (and),
েবকারতব্ (trans:unemployment),
বৃিদ্ধ (trans:increase)

Entity Retrieval

1. ইউেরাপীয় ইউিনয়ন বা ইইউ ইউেরাপ মহােদেশর
অিধকাংশ েদেশর একিট অথর্ৈনিতক ও রাজৈনিতক েজাট।
(trans:The European Union or EU is an economic
and political union of most of the countries of the
European continent.)
2. ১ নেভমব্র ১৯৯৩ সােল এই চুিক্ত কাযর্কর হয় যার ফেল
'ইউেরাপীয় ইউিনয়ন' এবং ইউেরােপর একক মুদৰ্া িহেসেব
'ইউেরা' চালু হয়। (trans:This agreement entered into force on
1 November 1993, creating the ’European Union’ and the
’Euro’ as Europe’s single currency.)
3. আগামী পৰ্কাশনী বাংলােদশ জ্ঞান ও
সৃজনশীল পৰ্কাশক সিমিতর সদসয্।
(trans:Next Publication is a member of Bangladesh
Knowledge and Creative Publishers Association.)

1. ইউেরাপীয় ইউিনয়ন
(trans:European Union),
ইউেরাপ (trans:Europe), অথর্ৈনিতক (trans:Economy)
2. যার ফেল ইউেরাপীয় ইউিনয়ন এবং
ইউেরােপর (trans:creating the 'European
Union’ and the ’Euro’ )
3. আগামী (Tomorrow)

Table 9: Example of different retrieval strategies for the sentence ”এর ফেল আগামী বছর েবকারেতব্র হার বৃিদ্ধ এবং
অথর্ৈনিতক মন্দার আশঙ্কায় ইউেরাপীয় ইউিনয়ন (trans:As a result, the European Union fears an increase in the unemploy-
ment rate and an economic recession next year)”whereআগামী বছর (Next year) and ইউেরাপীয় ইউিনয়ন (trans:European
Union) are entities belonging to ’Date and Time’ and ’Organization’ types respectively.

G Complexities in Bangla NER
Annotation

1. Person and Term & Title complexity: Fic-
tional characters from books, movies and
TV shows are considered Person. For ex-
ample, in the sentence: সুপারময্ান এর কােছ
এটা েকােনা বয্াপার না (trans: It doesn’t mat-
ter to Superman.) - সুপারময্ান (trans: Super-
man) is a fictional character and is considered
”Person”. But, this creates complexities for
movie, book titles that sound like a fictional
character name. For example, in this sen-
tence: অপুর সংসার েক সতয্িজৎ রােয়র েশৰ্ষ্ঠ সৃিষ্ট
বেল িবেবচনা করা হয়। (trans: Apur Sansar is
considered to be Satyajit Ray’s finest work.),
অপুর সংসার (trans: Apur Sansar) is a movie
title and should be tagged under ”Term &
Title”. But অপুর individually sounds like a
person which often can create ambiguity. In
these instances, annotators are encouraged to
search the title name on the web if they are
not sure if it is a title of a movie/book, etc.

2. Organization and GPE complexity: Some-
times, an organization can include names of
countries. For example, ভারতীয় েসনাবািহনী
(trans: Indian Army) as a whole is the name
of an Organization, so it is tagged as ”Orga-
nization”. But if we change this to ভারেতর

েসনাবািহনী (India’s Army) - then it is no longer
a name of an organization as a whole. Hence,
”India” will be separately tagged as ”GPE” as
it is the name of a country.

The exhaustive list of all complexities are pro-
vided in the complete Annotation guideline 21 with
clear examples that make them understandable to
the annotators.

H Context Retrieval Module (CRM)

The CRM module uses WikiDump from Wikime-
dia22 as a knowledge base (KB). We use the April
1st, 2024 version of WikiDump, convert it to plain
text, and preprocess it. Every Wikipedia docu-
ment is defined by three key fields: sentence, para-
graph, and title. ElasticSearch23 operates on this
in a document-oriented basis where we establish
inverted indexes for both sentence and title fields.
The sentence field is used for sentence-level full-
text retrieval denoted as Sentence Retrieval (SR).
The title field signifies the primary entity described
on the wiki page and serves as a field for entity-
level retrieval denoted as Entity Retrieval (ER).
The paragraph field contains detailed info on the
subject matter.

21BanNERD Bangla NER Annotation Guideline
22https://dumps.wikimedia.org/
23https://www.elastic.co/
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In SR, ElasticSearch uses the Okapi BM25 re-
trieval algorithm (Robertson and Zaragoza, 2009)
to find sentences syntactically similar to the input
sentence. For ER, the sentences that contain the
entities in the input query get a higher similarity
score. The final similarity score is calculated as
S = SR + αER where we set α = 2 follow-
ing (Wang et al., 2022a). Based on the similarity
scores, we can retrieve top-k results that are used
as external contexts in our system. For the ER
module, we use the gold entity labels for training
and validation data. On test data, we do not use
the gold labels. We first pass sentences without
any entities to the SRmodule and retrieve contexts
using only sentence similarity. The retrieved con-
texts are passed to the model and the predicted en-
tity mentions are used in the second step for the
ER module. We repeat this prediction-retrieval-
prediction step two times following Wang et al.
(2022a).
We present the two context retrieval strate-

gies namely sentence retrieval and entity retrieval
strategies in Table 9:

I Baselines

In this paper, we compare theBanNERCEM model
with the following baseline models:

• BiLSTM-CRF: A multi-layered bidirec-
tional LSTM network followed by a CRF
decoder network.

• BERT-CRF: Comprised of a BERT-like en-
coder followed by a CRF decoder network.

• BERT-BiLSTM: Comprised of a BERT-like
encoder followed by a multi-layered bidirec-
tional LSTM network.

• Banner: Banner method (Ashrafi et al.,
2020) improves on the BERT-CRF approach
by using a weighted Cross Entropy loss based
on the abundance/rarity of NER tags and a
two-stage training mechanism to enhance per-
formance.

• Noisy Label: Noisy Label (Zhou and Chen,
2021) approach tackles the noise in human
annotations with an additional Kullback–
Leibler (KL) divergence loss between two
BERT-biLSTM-CRF models.

• RaNER: RaNER (Wang et al., 2022a) is a
context-based NER approach that retrieves

the top 10 contexts from Wikipedia Dump
and concatenates it to the input sentence. We
follow their official implementation24.

• DiffusionNER: A novel approach that
frames Named Entity Recognition (NER)
as a boundary-denoising diffusion process.
The method generates named entities by
progressively refining noisy spans. During
training, noise is added to the correct entity
boundaries through a forward diffusion
process, and the model learns to reverse this
process to recover the boundaries. During
inference, noisy spans are sampled from a
Gaussian distribution and denoised using the
learned reverse process to generate entities.
This boundary-denoising approach enables
flexible and efficient entity generation.
Experiments on both flat and nested NER
datasets show that DiffusionNER achieves
performance comparable to or better than
current state-of-the-art models. We follow
their official implementation 25

• Binder: Introduces a bi-encoder frame-
work for Named Entity Recognition (NER)
that uses contrastive learning to align text
spans and entity types within a shared vec-
tor space. Unlike traditional sequence
labeling or span classification approaches,
this method reframes NER as a represen-
tation learning task, maximizing similarity
between entity mentions and their types.
The method demonstrates state-of-the-art per-
formance across both supervised and dis-
tantly supervised settings on general-domain
datasets (ACE2004, ACE2005, CoNLL2003)
and specialized biomedical datasets (GENIA,
NCBI, BC5CDR, JNLPBA). We follow their
official implementation 26.

• OpenAIGPTmodels: WeusedGPT-4Omni
(GPT-4o) which is the current most capable
model from OpenAI (OpenAI, 2024a) and
gpt-3.5-turbo-0125 which is the most capa-
ble gpt-3.5 text model (OpenAI, 2024b). We
have followed the prompting strategy of (Lai
et al., 2023) to construct the NER recogni-
tion prompt for each dataset. We use English

24https://github.com/Alibaba-NLP/KB-NER
25https://github.com/tricktreat/DiffusionNER
26github.com/microsoft/binder
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prompt as it is shown to perform better in mul-
tilingual setup by Lai et al. (2023). As shown
inFigure 4, the prompt consists of three parts:
Task Description, Note and Demonstrations.
Task description explains the NER task and
the NER tags. As we have experimented on
various Bangla NER datasets, the NER tags
vary according to each dataset. The Note
explains the BIO format and the Demonstra-
tions part contains ten examples containing
the Input and the corresponding output to
guide ChatGPT’s response. The ten examples
are created from each dataset’s training set.
Examples are chosen in such a way that every
NER tag has at least one example in these ten
instances. After the Demonstrations section,
we provide a single Input for which ChatGPT
has to produce the corresponding output. Due
to high costs for API usage for GPT-4o, GPT-
3.5 Turbo, we conduct evaluation a random
1000 split on the test set of all datasets.

Task Description: You are working as a named entity recognition expert and your task 
is to label a given text with named entity labels. Your task is to identify and label 
any named entities present in the text. The named entity labels that you will be 
using are NUM (number), EVENT (event), MISC (miscellanous ner tags), 
PER (person),T&T (terms and titles of different entities.), LOC (location), GPE 
(geographical and political entities), UNIT (measurements of money, number, rate, 
age, etc.), D&T (Data & Time), ORG (Organization). 
 
Note: Please use BIO annotation schema to complete this task. Please make sure to 
label each word of the entity with the appropriate prefix (“B” for 
the first word of the entity, “I” for any non-initial word of the entity). For words 
which are not part of any named entity, you should return “O”. Do not provide any 
explanations for the output. 
 
Demonstrations: Optional.  

[Input:['একেেটি', 'বই', '৭০', 'থেকে', '৯০', 'িাো', 'বা', 'এর', 'থেকেও', 'থবশি', 

'দাকের', '।'] , 
Output:['O', 'O', 'B-NUM', 'O', 'B-NUM', 'B-UNIT', 'O', 'O','O', 'O', 'O', 'O']], 

[Input:['েকেকে', 'ভশতিকত', 'থোন', 'আসন','সংেি', 'হকব', 'না', 'বকে', 'োশনকেকে', 

'শিক্ষাকবার্ি', '।'] , 
Output:['B-ORG', 'O', 'O', 'O', 'O', 'O', 'O','O','O', 'B-ORG', 'O']], 

[Input:['আেরা', 'আোকদর', 'োতীে', 'স্বাে ি','রক্ষার', 'েনয', 'েড়াই', 'েরশে', ',', 

'আোকদর', 'নাগশরেকদর', 'ও', 'েনগকের', 'স্বাকে ির', 'সুরক্ষাে', 'েড়শে', '।'] , 
Output:['O', 'O', 'O', 'O', 'O', 'O', 'O', 'O', 'O','O', 'B-PER', 'O', 'B-PER', 'O', 
'O', 'O', 'O']], 

[Input:['থেঘো', ',', 'নীোেে', ',', 'প্রাশিে','থেে', 'শিেপ্রপাত', ',', 'শেমু্বে', 

'পাহাড়', ',','নীেশগশরসহ', 'দি িনীেস্থাকন', 'শভড়', 'েরকেন', 'তারা', '।'] , 
Output:['B-LOC', 'O', 'B-LOC', 'O', 'B-LOC','I-LOC', 'I-LOC', 'O', 'B-LOC', 'I-LOC', 
'O','B-LOC', 'O', 'O', 'O', 'O', 'O']], 

[Input:['এশদকে', ',', 'নতুন', 'বের', 'উপেকক্ষয','থদওো', 'ভাষকে', ',', 'ইউকেন', 

'সংেকির', 'েনয','আবাকরা', 'পশ্চিোকদর','দােী', 'েকরন', 'রুি', 'থপ্রশসকর্ন্ট', '।'] , 
Output:['O', 'O', 'O', 'O', 'O', 'O', 'O', 'O','B-GPE', 'O', 'O', 'O', 'B-PER', 'O', 
'O', 'B-GPE', 'B-PER', 'O']], 

[Input:['আেও', 'েুোিার', 'োদকর', 'ঢাো', 'রােধানী', '।'] , 
Output:['B-D&T', 'O', 'O', 'O', 'O', 'O']], 

[Input:['আিকে', 'যাে', 'রােিাহীর', 'ফেশে','আকের', 'শ্চেআই', 'সনদ', '।'] , 
Output:['O', 'O', 'B-GPE', 'B-MISC', 'I-MISC', 'B-MISC', 'I-MISC', 'O']], 

[Input:['ইংকরেী', 'নতুন', 'বের', 'বরকের', 'অনযতে','আেষ িে', 'যুক্তরাকের', 

'শনউইেকেির','িাইসস্কোকরর', 'শনউ', 'ইোর', 'ইকভর', 'আকোেন', '।'] , 
 Output:['O', 'O', 'O', 'O', 'O','O', 'B-GPE', 'B-GPE', 'B-LOC', 'B-EVENT', 'I-
EVENT','I-EVENT', 'O', 'O']], 

[Input:['শগশনে', 'ওোর্ল্ি', 'থরের্িকস', 'নাে', 'শেশিকেকে', 'সংযুক্ত','আরব', 'আশেরাকতর', 

'বষ িবরকের', 'আকোেন', '।'] , 
Output:['B-T&T', 'I-T&T', 'I-T&T', 'O', 'O', 'B-GPE','I-GPE', 'I-GPE', 'O', 'O', 
'O']], 

[Input:['তবু', 'থবি', 'োগকে', 'বকস', 'োেকত', '।'] , 
Output:['O', 'O', 'O', 'O', 'O', 'O']], 
 

Input: ['স্বাধীন', 'বাংোকদকি', 'োোশপেু', 'আে', 'শেকো', '৮৮', 'র্োর', '।'] 
Output: 

 

Figure 4: Input prompt format for ChatGPT experi-
ment. Task description describes the NER tags, Note
describes the Output format and the Demonstrations
show ten examples which cover all NER tags present
for any specific NER dataset. The Task description and
the Demontrations part vary from dataset to dataset.

J Experimental Settings

As mentioned earlier, for each respective base-
line system, we use the hyperparameters specified
in their respective works. As different datasets
have achieved the best performance using differ-
ent PLMs, we use the respective PLM used for
each dataset for a fair comparison with our ap-
proach. We use the BanglaBERT (Bhattacharjee
et al., 2022) model for BanNERD, Karim et al.
(2019) and WikiANN (Pan et al., 2017) dataset.
For MultiCoNER datasets (Malmasi et al., 2022b;
Fetahu et al., 2023a), we use the XLMRoBERTa
(XLM-R) (Conneau et al., 2020) model as used
in RaNER model (Wang et al., 2022a; Tan et al.,
2023). (Haque et al., 2023) achieved highest per-
formance using NR/IndicbnBERT 27. But as the
resulting transformer model is now unavailable
on Huggingface 28, we have used their second
best-performing transformer model, SagorBERT
(Sarker, 2020) for our experiments. For Naama-
padam (Mhaske et al., 2023) dataset, we use bert-
base-multilingual-cased 29 model.
For the BiLSTM-CRF network, we use a pre-

trained Bangla Fasttext embedding trained with
20M words from the bnlp toolkit 30 as (Haque
et al., 2023) achieved higher performance with
the Fasttext embedding compared to other Bangla
pre-trained embeddings. For the BERT-BiLSTM
network, we train the whole network meaning
the BERT network is trained along with the BiL-
STM network following (Ashrafi et al., 2020).
For all experiments, we use the AdamW opti-
mizer (Loshchilov and Hutter, 2019) with a linear
warmup-decay learning scheduler, train the mod-
els for 40 epochs without using early stopping,
and set the batch size to 64. We choose the best
model based on validation scores; except for Mul-
tiCoNER datasets. For other hyperparameters, we
do not do any hyperparameter tuning and choose
the ones used in each respective method. Follow-
ing RaNER (Wang et al., 2022a), we combine the
train and validation sets to fully utilize all data. On
these datasets, we choose the final model for in-
ference on the test set. As mentioned earlier, we
take the top 10 retrieved contexts from the CRM
module for our BanNERCEM approach. We use a

27https://huggingface.co/neuralspace-reverie/
indic-transformers-bn-bert

28https://huggingface.co
29https://huggingface.co/google-bert/bert-base-

multilingual-cased
30https://github.com/sagorbrur/bnlp/tree/main
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single NVIDIA A40 48GB GPU for all training.
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Figure 5: Comparison between RaNER and Ban-
NERCEM (ours) on varying context lengths in (a):
MultiCoNER I Malmasi et al. (2022b), (b): Multi-
CoNER II (Fetahu et al., 2023a),(c): BanNERD and
(d): (Haque et al., 2023) datasets in terms of entity-wise
macro F1 score.

LLM Name Macro F1 Parameters
(in Millions)

IndicBERT (Doddapaneni et al., 2023) 80.27 130
Vac-BERT (Bhattacharyya et al., 2023) 80.4 17
sahajBERT31 86.24 18
BanglaBERT (Bhattacharjee et al., 2022) 87.36 110
MuRIL (Khanuja et al., 2021) 87.84 256

Table 10: Comparison between various LLMs using
the Banner (Ashrafi et al., 2020) approach on the Ban-
NERD dataset. MuRIL is the largest and performs the
best.

We perform an extensive analysis of our pro-
posed approach to analyze its effectiveness in var-
ious settings. Our BanNERCEM approach passes
each context separately to the NER model to cir-
cumvent the token length limitation of PLMs. To
analyze if this is effective, we divide the NER in-
stances according to their context lengths and re-
port the performance of RaNER and our Ban-
NERCEM approach in Figure 5 on four Banla
NER datasets including our BanNERD dataset.
Figure 5 shows that BanNERCEM consistently
outperforms the RaNER on all context length
ranges. More importantly, BanNERCEM achieves
5.72% greater average macro F1 score on these
datasets than RaNER when context length exceeds
512 tokens. On average, 7.8% contexts exceed
the length of 512 tokens. When ten contexts are
concatenated, many contexts are being stripped to

512 tokens which underutilizes these contexts and
leads to poorer performance. Performance gener-
ally increases as the context length increases show-
ing that the model is utilizing the extra knowledge
of the contexts.
Apart from the LLMs used in Table 3, we have

also experimented with other available pre-trained
Bangla LLMs using the Banner (Ashrafi et al.,
2020) approach and provide their results in Table
10. Based on the results, sahajBERT despite its
small size of 18 million parameters performs bet-
ter than other bigger models like IndicBERT (130
million parameters). BanglaBERT (110million pa-
rameters) which we use to report our results for
the BanNERD dataset is in second position but
less than half the size of MuRIL (256 million pa-
rameters). So, considering size and performance -
BanglaBERT gives the best of both worlds.

Dataset BanglaBERT Reported Result
BanNERD ∗ 89.39 89.39
Haque et al. (2023) 72.37 83.62
Karim et al. (2019)∗ 72.03 72.03
Malmasi et al. (2022b) 70.36 83.18
Fetahu et al. (2023b) 52.27 76.55

Table 11: Entity-wise macro f1 score of BanglaBERT
model (Bhattacharjee et al., 2022) on all datasets using
our proposed BanNERCEM approach. The ∗ sign sug-
gests that the BanglaBERT model was used for report-
ing the original results. So, it is equal to the Reported
result column.

We provide the entity-wise macro-f1 scores on
all datasets using BanglaBERTmodel (Bhattachar-
jee et al., 2022) in Table 11. On MultiCoNER
datasets, BanglaBERT performs worse than XLM-
RoBERTa (Conneau et al., 2019) model. This
might be due to XLM-RoBERTa’s pretraining data
as it used a huge amount of Translated Bangla data.
MultiCoNER datasets’ Bangla splits are translated
from English which may have proved beneficial to
the XLM-RoBERTa model.
It is important to note that on the MultiCoNER

2023 dataset (Fetahu et al., 2023b), the reported
result in Table 3 is for the RaNER model. U-
RaNER (Tan et al., 2023) utilizes a more intricate
retrieval method than RaNER incorporating Wiki-
data 32 alongside Wikipedia Dump and 81.60%
macro f1 score on the MultiCoNER 2023 dataset
which is higher than the RaNER result. The results
for our BanNERCEM approach in Table 3 only

32https://www.wikidata.org/wiki/Wikidata:
Main_Page
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use Wikipedia Dump for context retrieval as men-
tioned in Section H. However, as previously men-
tioned in Section 6, the external contexts passed
to the underlying model in U-RaNER have not
been made public. Following the methodology
outlined in U-RaNER, we have tried to reproduce
their retrieval system but only managed to achieve
77.65% macro f1 score using our BanNERCEM
model on the MultiCoNER 2023 dataset which is
only slightly better than before. We also trained the
U-RaNER model using contexts from the RaNER
retrieval system but only achieved 39.81% macro
f1 score. As the retrieval system for U-RaNER
was not released andwe did not properly reproduce
their retrieval system, we decided to not provide
the results for U-RaNER mode on all Bangla NER
datasets in Table 3 and only provided the results
for RaNER model.

L Data Licensing & Legality

The project, funded by a national research funding
authority limits dataset usage to non-commercial
and academic research. Data collection follows
the fair usage policies of Facebook33 using stan-
dard API calls and random sampling from pub-
lic pages and comments. Anonymization and
de-identification steps are taken to protect pri-
vacy. Personal mentions are anonymized, ensur-
ing anonymity and de-identification following the
funding body’s rules.

33https://www.facebook.com/help/1020633957973118
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