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Abstract

Long-context language models (LCLMs) have
the potential to revolutionize our approach to
tasks traditionally reliant on external tools like
retrieval systems or databases. Leveraging
LCLMs’ ability to natively ingest and process
entire corpora of information offers numerous
advantages. It enhances user-friendliness by
eliminating the need for specialized knowl-
edge of tools, provides robust end-to-end mod-
eling that minimizes cascading errors in com-
plex pipelines, and allows for the application
of sophisticated prompting techniques across
the entire system. To assess this paradigm
shift, we introduce LOFT, a benchmark of
real-world tasks requiring context up to mil-
lions of tokens designed to evaluate LCLMs’
performance on in-context retrieval and rea-
soning. We find LCLMs possess the sur-
prising ability to rival state-of-the-art retrieval
and RAG systems, despite never having been
explicitly trained for these tasks. However,
LCLMs still face challenges in areas like com-
positional reasoning that are required in SQL-
like tasks. Notably, prompting strategies sig-
nificantly influence performance, emphasiz-
ing the need for continued research. Over-
all, LOFT provides a rigorous testing ground
for LCLMs, showcasing their capabilities to
tackle existing paradigms.1

1 Introduction

Long-context language models (LCLMs) (Beltagy
et al., 2020; Guo et al., 2022; OpenAI, 2023; An-
thropic, 2024; Team, 2024) hold the promise of re-
shaping artificial intelligence by enabling entirely
new tasks and applications while eliminating the
reliance on tools and complex pipelines previously
necessary due to context length limitations (Guu
et al., 2020; Lewis et al., 2020). By consolidating
complex pipelines into a unified model, LCLMs

*Lead contributors.
1https://github.com/google-deepmind/loft.

ameliorate issues like cascading errors (Barnett
et al., 2024) and cumbersome optimization (Lee
et al., 2022; Xiong et al., 2021), offering a stream-
lined end-to-end approach to model development.
Moreover, techniques such as adding instructions
(Kojima et al., 2022; Wei et al., 2022a; Chung et al.,
2024), incorporating few-shot examples (Brown
et al., 2020), and leveraging demonstrations via
chain-of-thought prompting (Nye et al., 2022; Wei
et al., 2022b) can be seamlessly integrated to opti-
mize LCLMs for the task at hand.

However, understanding the full potential of
LCLMs requires rigorous evaluation on truly long-
context tasks that approximate real-world applica-
tions. Existing benchmarks fall short, relying on
synthetic tasks like “needle-in-a-haystack” (Kam-
radt, 2023), or otherwise use fixed-length datasets
that fail to keep pace with the evolving definition of
“long-context” (Bai et al., 2023). Critically, existing
evaluations do not adequately test LCLMs on any
paradigm-shifting tasks.

To address this, we introduce the Long-Context
Frontiers (LOFT) benchmark, a suite of six tasks
consisting of 35 datasets which span text, visual,
and audio modalities. LOFT tests LCLMs on more
realistic user queries and knowledge sources than
previous benchmarks, while allowing automatic
scaling to longer context lengths. While the cur-
rent version extends to one million tokens, it can
easily be extended further to billions of tokens, en-
suring realistic evaluation as LCLMs continue to
scale. LOFT focuses on the following areas where
LCLMs have the potential for disruption:

• Retrieval: LCLMs can directly ingest and
retrieve information from a corpus, eliminat-
ing the need for separate dual-encoder mod-
els (Karpukhin et al., 2020; Lee et al., 2024; Rad-
ford et al., 2021). This addresses long-standing
challenges in retrieval systems such as multi-hop
reasoning, instruction following, and few-shot
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Figure 1: An overview of the LOFT benchmark, made of six tasks which measure LCLMs’ ability to do in-context
retrieval, reasoning, and many-shot learning on corpora up to millions of tokens. We compare the performance
of LCLMs against specialized models (e.g., CLIP for visual retrieval), which often rely on complex task-specific
fine-tuning or pipelining. Unlike specialized models, we show how LCLMs can simplify various tasks through
Corpus-in-Context Prompting (§3).

task adaptation. We assess retrieval performance
across text, visual, and audio modalities.

• Retrieval-Augmented Generation (RAG):
LCLMs simplify RAG pipelines by directly
reasoning over a corpus, overcoming challenges
like query decomposition (Perez et al., 2020)
and cascading errors from retrievers (Sciavolino
et al., 2021; Longpre et al., 2021).

• SQL: We explore LCLMs’ capacity to process
entire databases as text. By asking the model to
directly generate the answer based on a database
and a natural language query, we bypass the need
for conversion to formal query languages like
SQL (Zhong et al., 2017). While this is not an
immediate practical solution, it potentially en-
ables more expressive querying and handling of
noisy or mixed-structured data.

• Many-Shot ICL: In the traditional in-context
learning setup, LCLMs can scale the number of
examples from dozens to thousands (Yu et al.,
2020a; bench authors, 2023), removing the need
to find the optimal set of few-shot examples to
use (Luo et al., 2023).

The LOFT benchmark opens up a novel line
of research on long-context prompting, which we
introduce as Corpus-in-Context (CiC) Prompting
(§3). Using this approach, we evaluate Gemini

1.5 Pro (Team, 2024), GPT-4o (OpenAI, 2023),
and Claude 3 Opus (Anthropic, 2024) on LOFT.
Figure 1 summarizes the performance of these
LCLMs and specialized models that were care-
fully hand-optimized for each task, showcasing
how LCLMs can tackle LOFT tasks without spe-
cialized pipelines.

Our evaluation on LOFT reveals several key
insights when comparing state-of-the-art LCLMs
with specialized, task-specific models. At the
128k token level, the largest size comparable
across all models, LCLMs rival the performance
of Gecko (Lee et al., 2024), a leading text retrieval
system. Notably, Gemini (Team, 2024) also sur-
passes strong multi-modal retrieval models such as
CLIP (Radford et al., 2021). However, LCLMs lag
significantly on complex multi-hop compositional
reasoning tasks, indicating substantial room for im-
provement. Furthermore, rigorous ablations reveal
substantial variations in performance depending on
the prompting strategy, such as the inclusion of
chain-of-thought reasoning, underscoring the need
for further research to enhance LCLMs robustness
and instructability. Taken together, our results on
LOFT demonstrate that LCLMs can match the per-
formance of many specialized models, while also
revealing ample headroom for improvement in ro-
bust long-context reasoning as context windows
continue to scale.
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Task Dataset Description Avg. Cand.
Length

# Cand.
(128k) Candidates Input Target

Text
Retrieval

ArguAna Argument Retrieval 196 531

Passages Query Passage ID(s)

FEVER Fact Checking 176 588
FIQA Question Answering 196 531
MS MARCO Web Search 77 1,174
NQ Question Answering 110 883
Quora Duplication Detection 14 3,306
SciFact Citation Prediction 301 357
Touché-2020 Argument Retrieval 330 329
TopiOCQA Multi-turn QA 149 680
HotPotQA Multi-hop QA 74 1,222
MuSiQue Multi-hop QA 120 824
QAMPARI Multi-target QA 132 755
QUEST Multi-target QA 328 328

Visual
Retrieval

Flickr30k Image Retrieval 258 440 Images Text Query Image ID
MS COCO Image Retrieval 258 440 Images Text Query Image ID
OVEN Image-text Retrieval 278 448 Images+Texts Image+Text Query Wikipedia ID
MSR-VTT Video Retrieval 774 140 Videos Text Query Video ID

Audio
Retrieval

FLEURS-en

Audio Retrieval

249 428

Speech Text Query Speech ID
FLEURS-es 315 343
FLEURS-fr 259 412
FLEURS-hi 292 369
FLEURS-zh 291 370

RAG

NQ Question Answering 110 883

Passages Question Answer(s)

TopiOCQA Multi-turn QA 149 680
HotPotQA Multi-hop QA 74 1,222
MuSiQue Multi-hop QA 120 824
QAMPARI Multi-target QA 132 755
QUEST Multi-target QA 328 328

SQL Spider Single-turn SQL 111k 1 SQL
Database

Question AnswerSParC Multi-turn SQL 111k 1

Many-Shot
ICL

BBH-date Multiple-choice QA 131 150

Training
Examples

Question Answer
BBH-salient Multiple-choice QA 246 104
BBH-tracking7 Multiple-choice QA 205 123
BBH-web Multiple-choice QA 43 150
LIB-dialogue Classification 266 274

Table 1: Tasks and datasets in the LOFT benchmark. LOFT has 6 types of tasks, 4 modalities, and 35 datasets in
total. For each dataset, we show the average length of the candidates (Avg. Cand. Length) as well as the number
of candidates (# Cand) in the 128k version. More details on the datasets are available in Appendices A and B.

2 LOFT: 1 Million+ Token Benchmark
LOFT consists of 35 datasets across three modal-
ities, covering various tasks including retrieval,
retrieval-augmented generation (RAG), reasoning
over structured databases (SQL), and other tasks
measuring in-context learning. The full list of tasks
can be found in Table 1. Unlike existing synthetic
datasets, LOFT makes use of carefully chosen
academic datasets that are derived from real user
queries (see Appendix A on how the datasets are
selected). To test how models perform with dif-
ferent context lengths, LOFT supports 32k, 128k,
and 1M token contexts and can easily scale to even
larger contexts (e.g., 1 billion tokens) in the future.

Retrieval & RAG In retrieval and RAG tasks,
the LCLM takes an entire corpus as the LCLM’s
context, and outputs the relevant document IDs
for retrieval or the answer to a query for

RAG. We include diverse text retrieval and RAG
datasets, covering heterogeneous retrieval tasks
from BEIR (Thakur et al., 2021), multi-turn con-
versational QA (Adlakha et al., 2022), multi-hop
QA (Yang et al., 2018; Trivedi et al., 2022), as well
as multi-target QA that requires set operations such
as unions or differences (Amouyal et al., 2022;
Malaviya et al., 2023). For retrieval, we also in-
clude multimodal datasets, covering image, video,
and audio (Young et al., 2014; Xu et al., 2016;
Conneau et al., 2022).

All queries in each retrieval and RAG dataset
share a single corpus, mimicking real retrieval ap-
plications. To create this shared corpus, we first
include all gold passages from few-shot, develop-
ment and the test queries, and then sample pas-
sages uniformly until reaching the desired context
size. This construction ensures smaller corpora
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(e.g., 128k) are subsets of larger ones (e.g., 1M).
Gold and random passages are shuffled to avoid
positional biases. Note that the negatives for this
sampling method are all random, so it might be
easier than a traditional re-ranking task. However,
at the longest context lengths, the model must dif-
ferentiate between the gold passage and every other
passage in-context, which naturally includes hard
negatives. We report how well specialized retriever
models perform on the same setup for comparison.

SQL We evaluate SQL-like reasoning on Spider,
a single-turn text-to-SQL dataset (Yu et al., 2018),
and SparC, its multi-turn variant (Yu et al., 2019).
The model input is a natural language query con-
catenated with its associated database, consisting
of one or more tables. Unlike traditional seman-
tic parsing, where the output is a SQL query, in
our long-context setting, we require the model to
output chain-of-thought reasoning in natural lan-
guage followed by the prediction, unassisted by
SQL. This setting directly stress-tests the models’
ability to do complex compositional reasoning.

To construct the corpus for each context length,
we select databases such that all of its tables are
no larger than that context length. We do this by
selecting the largest databases that will fit into that
context. This means that the databases for the 1M
token setting would not fit into the smaller context
lengths. Therefore, unlike other tasks that share a
corpus, the queries differ across LOFT sizes.

Many-shot ICL We adapt datasets from Big-
Bench Hard (BBH) (bench authors, 2023; Suzgun
et al., 2023) and LongICLBench (LIB) (Yu et al.,
2020a; Li et al., 2024) to evaluate many-shot in-
context learning (ICL) capabilities. We construct
shared many-shot ICL contexts, ensuring training
examples in smaller contexts are included in larger
ones. Because our many-shot ICL datasets are
classification tasks, we guarantee that each class is
represented at least once.

For each dataset in LOFT, we sample up to 100
test queries, 5 few-shot queries, and 10 develop-
ment queries. To allow testing the same set of
queries over different context lengths, we process
each dataset to have the same evaluation queries
across 32k, 128k and 1M context lengths2 (except
for SQL as detailed above). Given a maximum
context length of N ∈ {32k, 128k, 1M}, we create

2Since the gold documents of 100 test queries alone often
exceed 32k tokens, we do not include test queries for the 32k
version and report the development set performance for 32k.

a corpus up to a size of 0.9N , to account for dif-
ferences in tokenizers, as well as to reserve room
for instructions and formatting, which will be ex-
plained in more detail in §3.

3 Corpus-in-Context Prompting
Traditionally, utilizing large corpora of passages,
data tables, or training examples requires special-
ized recipes or systems. LCLMs now enable di-
rect ingestion and processing of entire corpora
within their context window. This unlocks a novel
prompting-based approach for solving new and
existing tasks, which we call Corpus-in-Context
prompting (CiC, pronounced "seek").

3.1 Prompt Design
CiC prompting effectively combines established
prompting strategies, tailoring them to leverage the
unique capabilities of LCLMs for learning, retriev-
ing and reasoning over in-context corpora. Figure 2
illustrates our key design choices, which we rigor-
ously evaluate in §5. Appendix C provides exam-
ples of instructions for all datasets in LOFT, along
with details on the chain-of-thought reasonings.
Instructions We first provide task-specific in-
structions to guide the LCLM’s behaviors (Kojima
et al., 2022; Wei et al., 2022a; Chung et al., 2024).
As an example, for the retrieval task shown in Fig-
ure 2, we ask the model to read the corpus carefully
and find relevant documents to answer the question.
Corpus Formatting We then insert the entire
corpus into the prompt. Each candidate (e.g., pas-
sage, image, audio) in a corpus is assigned a unique
identifier (ID) that can be referenced as needed
for that task.3 For instance, in retrieval tasks, the
LCLMs must output the correct candidate IDs. The
structure of the corpus significantly impacts re-
trieval performance. Careful formatting, such as
putting document IDs both before and after the pas-
sage in text retrieval, can mitigate the effects of
causal attention in decoder-only LCLMs.
Few-Shot Examples Providing a limited num-
ber of demonstrations helps the LCLM grasp the
desired response format and improves task accu-
racy (Brown et al., 2020). We ground all examples
to refer the same corpus, aiming to teach the model
to also learn more details about the specific corpus
it needs to use.4 To facilitate automated evalua-

3Original candidate IDs from each dataset were not used
as they inadvertently disclose the gold documents.

4As shown in §4, the positions of the answers of these
few-shot examples can guide the model’s attention, mitigating
"dead zones" in attention distribution.
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tion, answers within each few-shot example are
formatted as a list (e.g., "Final Answer: [54, 0]"
in Figure 2), thus guiding the model to generate
responses in a similar structure that can be readily
parsed and compared against ground truth labels.
Finally, each few-shot example is accompanied by
Chain-of-Thought reasoning (Nye et al., 2022).

Query Formatting The evaluation query is for-
matted similarly to the few-shot examples. For
multi-turn datasets, we prepend previous turns to
the current turn, ensuring that the model’s genera-
tion is conditioned on its prior responses.

3.2 Design Consideration
Given the variation in instructions, format, and tok-
enizers across different CiC prompting techniques,
the resulting context lengths can differ substantially.
To accommodate this diversity, we allocate ample
space for prompt customization, as detailed in §2.
To ensure a fair comparison among LCLMs, each
model uses only the corpus and examples present
in that version. Similarly, we only evaluate models
on the maximum size that can fit into their context
length without truncating the corpus or any of the
individual examples.

3.3 Discussion on Efficiency

Encoding a one million token context can be com-
putationally expensive. One key advantage of CiC
prompting is its compatibility with prefix-caching
in autoregressive language models (Google, 2024)
as the query appears at the end of the prompt. This
means the corpus only needs to be encoded once,
similar to the indexing process in traditional infor-
mation retrieval (see ablation in §5).

4 LOFT Tasks and Primary Results

We evaluate three state-of-the-art LCLMs on
LOFT: Google’s Gemini 1.5 Pro (Team, 2024),
OpenAI’s GPT-4o (OpenAI, 2023), and An-
thropic’s Claude 3 Opus (Anthropic, 2024). In all
LOFT tasks, the LCLMs have no task-specific fine-
tuning. For point of comparison, we also present re-
sults from specialized models with fine-tuning and
system design that is limited to that specific domain.
We select each specialized model that exemplifies
recent task-specific advancements. We chose these
three LCLMs because their APIs support most of
the modalities. Their respective maximum context
lengths are 2M, 128k, and 200k tokens at the time

of the evaluation. We use their official APIs5,6,7 for
the evaluation. Their prompts were chosen based
on their performance on the development queries
over the 128k token context.

4.1 Text Retrieval

We use Gecko (Lee et al., 2024), a state-of-the-
art dual encoder as the specialized model for the
retrieval task. Gecko is fine-tuned on extensive
text retrieval and similarity tasks. To ensure fair
comparison, we use exactly the same corpus to test
both the LCLMs and Gecko.

Results Table 2 demonstrates that Gemini 1.5
Pro performs comparably to Gecko at 128k context
length, and all of the LCLMs perform surprisingly
well. This is notable, as LCLMs have not under-
gone specialized contrastive learning for retrieval.
While LCLMs’s performance does degrade when
scaling the corpus to millions of tokens (Figure 4),
the parity at 128k still suggests the potential of
LCLMs to be used for retrieval tasks.

Positional Analysis To better understand the per-
formance of LCLMs on longer context lengths, we
investigate how the positioning of the gold docu-
ment affects retrieval performance, examining the
effect of the gold document for the test query and
for the few shot examples (Liu et al., 2023).

Figure 3 reveals that performance drops as the
gold documents of the test queries are moved to-
wards the end of the corpus, suggesting reduced at-
tention in later sections of the prompt. Conversely,
placing the gold documents of few-shot queries
at the end improves recall, indicating their abil-
ity to mitigate attention weaknesses in this region.
Co-locating gold documents of few-shot and test
queries consistently boosts performance as it gives
the model information about where to look for the
answer. This offers a promising approach to over-
come performance degradation in large corpora.
Per-dataset analysis is provided in Appendix D.

4.2 Visual Retrieval
We employ CLIP-L/14 (Radford et al., 2021), a
widely used text-to-image retrieval model, as our
specialized model. For Flickr30k and MS-COCO,
CLIP performs text-to-image retrieval. For MSR-
VTT, it performs text-to-video retrieval by averag-
ing scores across frames. For OVEN, due to the

5ai.google.dev/gemini-api
6platform.openai.com/docs/models/gpt-4o
7www.anthropic.com/api
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Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 54
TITLE: Shinji Okazaki | ID: 0
Final Answer: [54, 0]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 54
…

Instruction

Corpus
Formatting

Query
Formatting

Re
fe
re
nc
e

Figure 2: Example of Corpus-in-Context Prompting for retrieval. CiC prompting leverages large language
models’ capacity to follow instructions, leverage few-shot examples, and benefit from reasoning demonstrations to
retrieve and reason over large corpora provided in context.
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Figure 3: Positional Analysis. We vary gold docu-
ment positions of queries within the corpus (0% = be-
ginning, 100% = end).

lack of suitable open-source image-to-text mod-
els, we approximate image-to-text retrieval by us-
ing CLIP’s text-to-image retrieval. Evaluation of
Claude 3 Opus on this task was not feasible due to
the current limitation of 20 images per API request.
Results Gemini 1.5 Pro outperforms GPT-4o
across all four visual benchmarks (Table 2). No-
tably, as shown in Figure 4, Gemini 1.5 Pro main-
tains a performance advantage over CLIP across
all visual benchmarks and context lengths.

4.3 Audio Retrieval
We choose PaLM 2 DE (Gomez et al., 2024) as a
specialized model, which is a dual-encoder trained
to maximize the similarity between audio and their
transcription and has achieved previous state-of-
the-art on the FLEURS datasets. Currently, GPT-
4o and Claude 3 Opus do not support audio input.

Results Gemini 1.5 Pro demonstrates compara-
ble performance to PaLM 2 DE across all 5 lan-
guages (Table 2). We notice that Gemini 1.5 Pro
notably surpasses PaLM 2 DE in Hindi; this advan-
tage likely stems from differences in pre-training

data between Gemini and PaLM. Figure 4 fur-
ther confirms Gemini 1.5 Pro’s robust performance
across various context length, highlighting the cur-
rent capabilities of LCLMs while also indicating
the need for more challenging audio datasets.

4.4 RAG
We set up a retrieve-and-read RAG pipeline as a
specialized model, using Gecko (Lee et al., 2024)
to retrieve the top-40 documents which are then
put into the context of Gemini 1.5 Pro and used to
generate the answer conditioned on the question
and the retrieved documents.

Results Table 2 demonstrates that Gemini 1.5
Pro, with the entire corpus in context, outperforms
the RAG pipeline on multi-hop datasets (HotpotQA
and MusiQue). This is because LCLMs can reason
over multiple passages in the context window using
Chain-of-Thought (Wei et al., 2022b), a capability
that RAG pipelines typically lack unless they have
a separate module for planning and reasoning.

However, a specialized retriever like Gecko ex-
cels at identifying a comprehensive set of passages
covering all answers. This proves particularly ben-
eficial for multi-target datasets, such as QUEST.

Figure 4 reveals that while LCLMs match RAG
performance at 128k compared to a pipeline, per-
formance drops at 1M corresponding to the drop
found in LCLM text retrieval performance.

Closed-Book Ablations To further probe
LCLMs capabilities, we conduct closed-book
ablations on Gemini 1.5 Pro. In this setting, we
remove the corpus from the context to assess
LCLM performance based solely on parametric
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Dataset Gemini 1.5 Pro GPT-4o Claude 3 Opus Specialized

Text
Retrieval

ArguAna 0.84 0.85 0.74 0.75
FEVER 0.98 0.96 0.94 0.97
FIQA 0.79 0.82 0.61 0.83
MS MARCO 0.95 0.87 0.93 0.97
NQ 1.00 0.99 0.96 0.99
Quora 0.93 0.93 0.94 1.00
SciFact 0.88 0.88 0.73 0.85
Touché-2020 0.91 0.88 0.71 0.88
TopiOCQA 0.49 0.30 0.42 0.36
HotPotQA† 0.90 0.82 0.83 0.92
MuSiQue† 0.42 0.10 0.27 0.29
QAMPARI† 0.61 0.18 0.20 0.57
QUEST† 0.30 0.19 0.18 0.54
Average 0.77 0.67 0.65 0.76

Visual
Retrieval

Flickr30k 0.84 0.65 - 0.75
MS COCO 0.77 0.44 - 0.66
MSR-VTT 0.76 0.72 - 0.64
OVEN 0.93 0.89 - 0.79
Average 0.83 0.68 - 0.71

Audio
Retrieval

FLEURS-en 1.00 - - 0.98
FLEURS-es 0.99 - - 0.99
FLEURS-fr 1.00 - - 1.00
FLEURS-hi 1.00 - - 0.74
FLEURS-zh 1.00 - - 1.00
Average 1.00 - - 0.94

RAG

NQ 0.84 0.89 0.85 0.71
TopiOCQA 0.34 0.33 0.37 0.35
HotPotQA 0.75 0.72 0.74 0.70
MuSiQue 0.55 0.47 0.45 0.45
QAMPARI 0.44 0.27 0.25 0.55
QUEST 0.28 0.20 0.15 0.35
Average 0.53 0.48 0.47 0.52

SQL
Spider 0.40 0.14 0.19 0.74
SParC 0.36 0.13 0.21 0.55
Average 0.38 0.13 0.20 0.65

Many-Shot
ICL

BBH-date 0.88 0.81 0.92 -
BBH-salient 0.78 0.64 0.69 -
BBH-tracking7 0.33 0.81 0.54 -
BBH-web 0.67 0.57 0.83 -
LIB-dialogue 0.76 0.67 0.72 -
Average 0.68 0.70 0.74 -

Table 2: Main Results on LOFT 128k context test set. We show performances of three LCLMs as well as
specialized models that rely on task-specific fine-tuning or pipelining. For the evaluation metrics: text, visual,
and audio retrieval use Recall@1; RAG uses subspan exact match; SQL uses accuracy; and many-shot ICL uses
classification accuracy. †: For retrieval with multiple gold targets, MRecall@k (k = 2, 5, 5, 3 in order) is employed
as described in Appendix A.

knowledge (Lewis et al., 2021; Longpre et al.,
2021). Table 3 presents the results, revealing that
the closed-book performance significantly lags
behind the long-context and specialized models.
This underscores the tested models’ effectiveness
in leveraging the external corpus to enhance its
reasoning capabilities.

4.5 SQL-Like Compositional Reasoning

The traditional SQL pipeline uses a trained seman-
tic parser to translate the natural language input
into a SQL query. Then, a separate SQL interpreter
is used to execute the SQL query over the database.
We adapt DAIL-SQL (Gao et al., 2023), a prompted
LLM-based semantic parser, by using Gemini 1.5
Pro with a fixed set of few-shot examples.

Dataset Dev (32k) Test (128k)

NQ 0.60 (-0.10) 0.37 (-0.47)
HotPotQA 0.60 (-0.30) 0.33 (-0.42)
MuSiQue 0.20 (-0.60) 0.10 (-0.45)

Table 3: Gemini’s closed-book performance on RAG.
Red indicates the performance difference compared to
the CiC prompting.

Results Table 2 show that LCLMs achieve rea-
sonable performance, though they are significantly
behind semantic parsers. This shows that LCLMs
still have substantial headroom in improving their
compositional reasoning over structured data, but
they may still have applications in mixed-modal
settings or over less well-studied formats than SQL.
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Figure 4: Scaling results of LCLMs compared to each specialized model by scaling the corpus size from 32k to
1 million tokens. Results are averaged over all constituent datasets in each task.
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Figure 5: SQL Reasoning Analysis. We bin Spider
queries by operators in their SQL query and report
binned Gemini performance. We group min and max
into a bin and > and < into another bin.

Reasoning Analysis We categorize queries
based on the operators in the gold SQL queries and
measure Gemini 1.5 Pro’s performance for each
operator. Figure 5 shows that averaging is the most
difficult operation while counting is relatively easy.
Moreover, we find that reasoning over equality is
considerably easier than reasoning over inequality.

4.6 Many-Shot ICL

Results Table 2 compares accuracy for each of
the LCLMs across all ICL datasets. For BBH, we
report the accuracy on 32k, which is the maxi-
mum context length available. Gemini 1.5 Pro
outperforms GPT-4o on all benchmarks, except for
BBH-tracking7 where Gemini performs surpris-
ingly poorly. On average, Claude 3 Opus achieves
the best performance among LCLMs on this task.

Scaling Many Shot ICL Figure F.1 illustrates
the impact of increasing the number of examples in
Gemini. In LIB-dialog, accuracy improves mono-
tonically with more examples. In contrast, re-
sults on BBH are mixed. Interestingly reasoning-
intensive tasks like BBH-tracking7 and BBH-web
do not benefit from scaling. These results suggest
that more complicated tasks may see an earlier
limit in how much models can learn from scaling
the number of in-context examples.
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Figure 6: Effect of the number of few-shot exam-
ples. The performance increases with the number of
few-shot examples.

5 CiC Prompt Ablations
W evaluate Gemini 1.5 Pro on the 128k context
length version of LOFT to examine different as-
pects of CiC prompting. Results for each ablation
are in §5, while prompts are in Appendix F.

Removing task-specific instructions (Generic
Instruction) or Chain-of-Thought reasoning
(Without CoT) both lead to worse performance.
We also observe a performance decrease for
Corpus in Each Few-Shot. In this setting, instead
of using a shared corpus, each few-shot example
has its own small corpus consisting of nine random
passages and one gold passage. This performance
degradation could be because the few-shot exam-
ples help the model attend to the test corpus.

Placing the query at the beginning of the prompt
instead of at the end (Query at Beginning) led to
a significant performance drop overall. This result
suggests that prefix-caching works better than con-
ditioning the corpus on each query, which is com-
putationally more expensive. Replacing monotonic
numerical IDs with random (Alphanumeric IDs)
negatively impacts performance in most datasets.
This could possibly be due to way in which num-
bers are tokenized, with fewer tokens for certain
numbers. Only placing the IDs at the front instead
of at the front and the back (Without ID Echo)
resulted in a 5% performance drop, confirming that
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Task
(Metric) Dataset Best

Prompt
Generic

Instruction
Query at

Beginning
Alphanu-
meric IDs

Titles
Only

Without
ID Echo

Corpus in
Each Few-shot

Without
CoT

Text
Retrieval

ArguAna 0.84 0.76 0.72 0.81 - 0.78 0.62 0.79
FIQA 0.79 0.77 0.58 0.75 - 0.76 0.78 0.85
NQ 1.00 0.98 0.98 0.99 0.91 1.00 1.00 1.00

SciFact 0.88 0.88 0.81 0.90 0.84 0.87 0.78 0.90
MuSiQue 0.49 0.44 0.19 0.44 0.10 0.36 0.35 0.43

QAMPARI 0.61 0.61 0.49 0.54 0.09 0.49 0.35 0.43
QUEST 0.28 0.28 0.22 0.30 0.05 0.27 0.22 0.30

RAG

MuSiQue 0.55 0.57 0.39 0.52 0.23 0.55 0.78 0.50
NQ 0.84 0.81 0.76 0.80 0.39 0.83 0.83 0.82

QAMPARI 0.44 0.42 0.35 0.42 0.09 0.36 0.36 0.33
QUEST 0.28 0.33 0.17 0.28 0.02 0.25 0.27 0.32

Average 0.64 0.62 0.51 0.61 0.30 0.59 0.55 0.61
(∆) - (-0.02) (-0.13) (-0.03) (-0.30) (-0.05) (-0.09) (-0.03)

Table 4: Ablation results of Gemini 1.5 Pro on different tasks in LOFT at 128k context length. Starting from our
best prompt format (used in the rest of the experiments), individual facets of the corpus, query, and instruction are
ablated to surface their relative effect on quality. Since ArguAna and FIQA do not have any title for each passage,
we report the average and its difference without these two datasets for the Titles Only ablation.

repeating text can compensate for missing context
in causal language models (Springer et al., 2024).

To check the train-test contamination issue, we
try keeping only the document title and ID in the
corpus, removing the content (Title Only). This
significantly degraded performance, indicating the
model relies on the provided content.

We also study how the number of few-shot ex-
amples in the prompt affects quality in Figure 6.
Increasing the number of examples improves the
quality on the retrieval task, from 0.76 at zero-shot
to 0.81 at 5-shots. Finally, qualitative analysis on
the model outputs is provided in Appendix G.

6 Related Work
Many popular LCLM benchmarks and methods
rely on synthetic tasks (Tay et al., 2021) such as
the popular "Needle-in-a-Haystack" task (Kamradt,
2023) or its extension to multi-hop QA (Levy et al.,
2024). While these evaluations are also scalable
to arbitrarily long contexts, they do not fully cap-
ture the nuances of real-world retrieval or reason-
ing (Hsieh et al., 2024). Some recent benchmarks
leverage existing NLP datasets for tasks such as
extreme summarization and multi-document QA
(Bai et al., 2023). However, these lack the dynamic
scaling capabilities of synthetic benchmarks, which
makes them difficult to adapt to very long contexts.

LongAlpaca (Chen et al., 2024) and LongBench-
Chat (Bai et al., 2024) evaluate instruction-
following under long context settings but con-
tain relatively low task diversity and no examples
beyond 100k context length. Similar to LOFT,
Ada-LEval (Wang et al., 2024) proposes a length-
adaptable benchmark; however, their tasks may not
resemble real-world applications.

Liu et al. (2023) apply LCLMs to long-context
QA using the top retrieved documents from Natural
Questions, similar to using specialized models for
RAG in LOFT. However, their analysis is limited
to contexts that are under 10k tokens. We extend
this type of evaluation of LCLMs to context lengths
of up to 1M tokens in addition to using multiple
modalities and additional forms of reasoning. Fi-
nally, our work connects to the field of generative
retrieval (De Cao et al., 2020; Tay et al., 2022),
where models are trained to memorize and generate
retrieval targets. Our research offers an alternative
approach where the retrieval corpus is directly pro-
vided as context, eliminating task specific training.

7 Conclusion
As language models improve and scale, their ability
to retrieve and reason over increasingly long con-
text will unlock unprecedented use-cases. To mea-
sure this progress, we introduce LOFT, the Long
Context Frontiers benchmark. LOFT is a suite of
tasks that rigorously assesses LCLMs on tasks ripe
for a paradigm shift: retrieval, retrieval-augmented
generation, reasoning over structured data, and in-
context learning. LOFT provides dynamic scaling
of context lengths, ensuring that evaluations remain
relevant as LCLMs continue to evolve. Initial find-
ings demonstrate that despite having never been
trained to do retrieval, LCLMs have retrieval ca-
pabilities rivaling task-specific hand-crafted SOTA
retrieval systems. Nevertheless, there remains con-
siderable room for advancement in reasoning, par-
ticularly as models gain access to even longer con-
text windows. We believe that LOFT provides
a fertile testing ground for measuring progress in
long-context modeling.
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Limitations

Our experiments were constrained by the compu-
tational resources and financial costs associated
with utilizing LCLMs. The entire LOFT 128k test
sets contain around 35 datasets × 100 prompts ×
128k tokens = 448M input tokens, which cost
$1, 568 for Gemini 1.5 Pro, $2, 240 for GPT-4o,
and $6, 720 for Claude 3 Opus at the time of writ-
ing. To reduce costs, we also release dev sets,
which are 10x smaller and can be evaluated with
around $200 using Gemini 1.5 Pro or GPT-4o. We
also expect LLM API prices to decrease over time.
Another limitation of this work is that we focused
on evaluating the quality of LCLMs, and leave ef-
ficiency considerations for future work. We could
not measure the efficiency improvements from pre-
fix caching (Google, 2024) due to API constraints
at the time of writing. Without caching, the Gemini
1.5 Pro API has a median latency of roughly four
seconds for 32k input tokens, twelve seconds for
128k input tokens, and 100 seconds for 1 million
input tokens. This speed is likely slower than spe-
cialized retrievers or SQL databases; the promising
quality results on LOFT encourage further inves-
tigation into optimizing LCLMs efficiency. Addi-
tionally, our retrieval and RAG tasks was limited to
1 million tokens, which still leaves a large gap from
real-world applications that may involve several
million or even billions of documents.
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A LOFT Dataset Creation

A.1 Dataset Selection
We initially performed a manual analysis on most
of the datasets based on 20 sampled evaluation in-
stances. Datasets that have poor annotation quality
were not considered in LOFT. For instance, we
only use a subset of datasets from BEIR (Thakur
et al., 2021) due to their annotation quality.

Text Retrieval & RAG We test single-document
retrieval on a representative subset of the BEIR
benchmark (Thakur et al., 2021), prioritiz-
ing datasets with high-quality ground truth la-
bels (Wachsmuth et al., 2018; Thorne et al., 2018;
Maia et al., 2018; Bajaj et al., 2016; Kwiatkowski
et al., 2019; Wadden et al., 2020). We also in-
clude TopiOCQA (Adlakha et al., 2022), which is
a multi-turn conversational retrieval dataset. We
measure performance on single-document retrieval
using Recall@1. Additionally, we test multi-
document retrieval on HotPotQA (Yang et al.,
2018), MuSiQue (Trivedi et al., 2022), QAM-
PARI (Malaviya et al., 2023), where a set of docu-
ments must be retrieved to answer the query. The
evaluation metric for multi-document retrieval is
MRecall@k (Min et al., 2021), which gives a score
of 1.0 if all k gold set items are retrieved in top-k
and 0.0 otherwise. When creating the LOFT ver-
sion of the multi-document retrieval datasets, we
limit the number of relevant documents per query
to k = 2, 5, 5, and 3 for HotPotQA, MuSiQue,
QAMPARI, and QUEST, respectively, and the cor-
responding k’s are used for MRecall@k (e.g. Hot-
PotQA uses MRecall@2).

Our RAG task contains subsets of retrieval
datasets, which have phrase-level answer annota-
tions: Natural Questions, TopiOCQA, HotPotQA,
MuSiQue, QAMPARI, and QUEST. We use sub-
span exact match (EM) (Adlakha et al., 2024) for
evaluating performance of all the datasets. In case
of multi-answer datasets (i.e. QAMPARI, QUEST),
we first match predicted answers to gold standard
answers based on whether they overlap (Dua et al.,
2019) via linear sum assignment algorithm. We
then give full credit if every gold answer has a
perfect match with aligned predicted answers.

Visual Retrieval We employ four diverse visual
benchmarks: Flickr30k (Young et al., 2014) and
MSCOCO (Lin et al., 2014) for text-to-image re-
trieval; MSR-VTT (Xu et al., 2016) for text-to-
video retrieval (sampling 3 frames per video); and

OVEN (Hu et al., 2023) using the entity split for
image-text retrieval where both queries and re-
trieval targets consist of image-text pairs. All im-
ages are resized to 512x512 and performance is
assessed using Recall@1 for all datasets.

Audio Retrieval We utilize a subset of the mul-
tilingual FLEURS dataset (Conneau et al., 2022),
focusing on the five most spoken languages8: En-
glish (en), Hindi (hi), Chinese (zh), Spanish (es),
and French (fr). Recall@1 is employed as the eval-
uation metric, given the single gold target.

SQL We evaluate SQL-like reasoning on Spider,
a single-turn text-to-SQL dataset (Yu et al., 2018),
and SparC, its multi-turn variant (Yu et al., 2019).
The input contains the database tables serialized as
CSV and the natural language question. The model
is allowed to perform reasoning in natural language
before giving the final answer, which must be for-
matted in a Markdown code block. The extracted
answers are evaluated against the execution results
of the gold SQL queries. For SparC, the multi-turn
questions are provided one-by-one in a conversa-
tional format, and credit is awarded only when the
answers of all steps are correct.

Many-shot ICL We investigate LCLMs’ many-
shot ICL capabilities by repurposing datasets from
Big Bench Hard (BBH) (bench authors, 2023; Suz-
gun et al., 2023) and LongICLBench (LIB) (Yu
et al., 2020b; Li et al., 2024) to fit a many-shot ICL
setting, focusing on multi-class classification tasks.
The first set of datasets is drawn from Big-Bench
Hard and includes: date understanding (BBH-
date), salient error translation detection
(BBH-salient), tracking shuffled objects
seven objects (BBH-tracking7), and web of
lies (BBH-web), each with up to 150 examples
for prompting and up to 7 classes. Unlike other
LOFT tasks, the full corpus fits within 32k tokens
which leads us to also create variants from 2k to
32k context lengths. We use accuracy as our metric
for Big Bench Hard. We also evaluate with Dialo-
gRE (Yu et al., 2020b), a dialogue-based relation
classification dataset with 36 relation labels. We
follow the LongICLBench format but use accuracy
as our metric.

8https://en.wikipedia.org/wiki/List_of_
languages_by_total_number_of_speakers
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B Datasets Processing Details

Content Filtering The language model APIs of-
ten block inputs with potentially harmful contents.
When creating LOFT, we tried to remove such con-
tents from textual and visual inputs. Our filtering
was done using a classifier as well as a keyword-
based filtering. Despite our best effort, some API
calls still refused to provide answers, which we
treated as incorrect in our evaluation.

Tokenization To measure the size of a corpus,
we count the number of tokens returned by the
SentencePiece tokenizer (Kudo and Richardson,
2018).

Links to Dataset Sources LOFT repurposes ex-
isting datasets for evaluating LCLMs. Here are the
links to the original datasets used in LOFT.

• Text Retrieval - BEIR (Thakur et al., 2021) (Ar-
guAna (Wachsmuth et al., 2018), FEVER (Thorne et al.,
2018), FIQA (Maia et al., 2018), MS MARCO (Bajaj
et al., 2016), NQ (Kwiatkowski et al., 2019), Quora,
SciFact (Wadden et al., 2020), Touché-2020 (Bon-
darenko et al., 2020), HotPotQA (Yang et al., 2018)):
https://github.com/beir-cellar/beir

• Text Retrieval - TopiOCQA (Adlakha et al., 2022):
https://github.com/McGill-NLP/topiocqa

• Text Retrieval - MuSiQue (Trivedi et al., 2022): https:
//allenai.org/data/musique

• Text Retrieval - QAMPARI (Amouyal et al., 2022):
https://github.com/samsam3232/qampari

• Text Retrieval - QUEST (Malaviya et al., 2023):
https://github.com/google-research/
language/tree/master/language/quest

• Visual Retrieval - Flickr30k (Young et al., 2014):
https://www.kaggle.com/datasets/hsankesara/
flickr-image-dataset

• Visual Retrieval - MS COCO (Lin et al., 2014): https:
//cocodataset.org

• Visual Retrieval - OVEN (Hu et al., 2023): https://
github.com/open-vision-language/oven

• Visual Retrieval - MSR-VTT (Xu et al., 2016): https:
//cove.thecvf.com/datasets/839

• Audio Retrieval - FLEURS (Conneau et al., 2022):
https://huggingface.co/datasets/google/
fleurs

• RAG - Same as Text Retrieval

• SQL - Spider (Yu et al., 2018): https://yale-lily.
github.io/spider

• SQL - SparC (Yu et al., 2019): https://yale-lily.
github.io/sparc

• Many-Shot ICL - Big-Bench Hard (bench authors,
2023; Suzgun et al., 2023): https://github.com/
suzgunmirac/BIG-Bench-Hard

• Many-Shot ICL - LongICLBench (Yu et al., 2020b; Li
et al., 2024): https://github.com/TIGER-AI-Lab/
LongICLBench

C Prompt Design

C.1 Dataset Instructions
In Table D.1, we show each instruction used for
each dataset in LOFT.

C.2 Chain-of-Thought Reasoning
We used two types of chain-of-thought reasoning
in the few-shot examples in the prompts:

• Handwritten reasoning. For multi-hop re-
trieval and RAG datasets (HotPotQA and
MuSiQue), as well as SQL datasets (Spider
and SparC), we manually wrote reasoning
chains for the few-shot queries.

• Relevant content. For the rest of the retrieval
and RAG datasets, we simply let the model
generate the title (or the passage if the title
is not available) of each gold document be-
fore generating the final answers. This helps
explain why the final answers (IDs or short
phrases) are the correct ones.

Many-shot ICL task did not use any chain-of-
thought reasoning. We also noticed that GPT-4o
performed much better without chain-of-thought
reasoning, so the GPT-4o results presented in this
paper did not utilize the chain-of-thought.

D Positional Analysis Detailed Results

In Figure E.1, we show the detailed positional anal-
ysis on LOFT.

E Ablation Study
In Figure F.1, we show the effect of the number of
examples in LOFT-ICL.

F Ablated Prompt Examples

In Figure G.1, we show examples of task prompts
in LOFT. In Figures G.2 to G.8, we show prompt
examples for the ablation study.

G Qualitative Analysis of Long-Context
Wins and Losses

In Tables H.1 to H.3, we show examples of wins
and losses of long-context models on LOFT.
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Dataset Instruction

Text Retrieval

ArguAna
You will be given a list of statements. You need to read carefully and understand all of them. Then
you will be given a claim, and your goal is to find all statements from the list that can counterargue
the claim.

FEVER
Scifact

You will be given a list of passages. You need to read carefully and understand all of them. Then
you will be given a claim, and your goal is to find all passages from the list that can help verify the
claim as true of false.

FIQA
MS MARCO

NQ, TopiOCQA

You will be given a list of documents. You need to read carefully and understand all of them. Then
you will be given a query, and your goal is to find all documents from the list that can help answer
the query.

Quora
You will be given a list of questions. You need to read carefully and understand all of them. Then
you will be given a new question, and your goal is to find all questions from the list that are near
duplicates of the new question.

Touché-2020
You will be given a list of arguments. You need to read carefully and understand all of them. Then
you will be given a controversial debating topic, and your goal is to find arguments from the list
that’s relevant to the topic.

HotPotQA
MuSiQue

QAMPARI, QUEST

You will be given a list of documents. You need to read carefully and understand all of them. Then
you will be given a query that may require you to use 1 or more documents to find the answer. Your
goal is to find all documents from the list that can help answer the query.

Visual Retrieval

Flickr30k
MS COCO

You will be given a list of images. You need to carefully watch all of them. Then you will be given
a new sentence, and your goal is to find most relevant image from the list for the given sentence.

OVEN

You will be given a list of Wikipedia entries which contains Wikipedia ID, Title and Description
image. You need to carefully watch all of them. Then you will be given a input image and a
question related to the image, and your goal is to find most relevant Wikipedia entry from the list
that can be used to best answer the question.

MSR-VTT

You will be given a list of videos which contains the video ID and video content (present as
sequence of images, with timestamp in text). You need to carefully watch all of them. Then you
will be given a text query, and your goal is to find most relevant video from the list that can best
answer the question.

Audio Retrieval

FLEURS-*

You will be given a list of audio which contains Audio ID and audio. You need to carefully listen
all of them. Then you will be given a transcript, and your goal is to find most relevant audio from
the list that matches the given transcript. Print out the Audio ID of the audio presented in the list.

SQL

Spider
SparC

You will be given a list of tables. You need to read all of the rows of each table. Then you will be
given a query, and your goal is to get the answer from the tables. Then format the answer into a list
of lists. When formatting the answer into a list of lists, make sure you use the exact fields that are
provided in the tables.

Table D.1: Instructions used for each LOFT dataset. We omit instructions for the RAG datasets, which are almost
identical to text retrieval instructions. The ICL task does not use additional instructions, but only many-shot
examples in their context.
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Figure E.1: Detailed metrics of the positional analysis, where we vary the position of gold documents of the test
and few-shot queries. Top: we vary the gold documents position of test queries within the corpus. Middle: we
vary the the gold documents position of few-shot queries within the corpus. Bottom: we group the gold documents
of test and few-shot queries together, and vary their position within the corpus. The average is shown in red.
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Figure F.1: ICL Performance as we scale the percentage of examples used up to 100%.
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ID: 0 | Title: Cheese | Text: 
Cheese is the…

ID: 1 | Title: 2016_Olympics | 
Text: Rio hosted the…

. . .

ID: 1000+ | Title: Porsche | 
Text: Porsche is a…

Find documents about 
the 2023 NBA Champion.

In
pu
t

Ou
tp
ut

Text
Retrieval

Visual
Retrieval

Audio
Retrieval RAG SQL Many-Shot

ICL

ID: 0
Image:

. . .

ID: 1000+
Image:

Find an image of two 
people in a driving a blue 
convertible.

ID: 425 | Title: 
2023_NBA_Finals

ID: 12 | Image:

 

ID: 0
Audio:

. . .

ID:  1000+
Audio:

Find audio saying “he 
documented himself in a 
1998 book”.

ID: 2344 | Audio:

 

ID: 0 | Title: Cheese | Text: 
Cheese is the…

ID: 1 | Title: 2016_Olympics | 
Text: Rio hosted the…

. . .

ID: 1000+ | Title: Porsche | 
Text: Porsche is a…

Did Einstein use an 
iPhone?

Table: SINGERS
ID | Name | Age
0  | John Smith | 33
. . .

Table: CONCERTS
ID | Singer_ID | Size
0  | 0 | 4322
. . .

Find all singers with 
concerts greater than the 
average size.

No, he did not.
The average 

CONCERTS size is 1,421.
Singers with >1,421 

attendees are …

ID: 0 | Reverse the word 
“glue”. eulg

ID: 1 | Reverse the word 
“bench”. hcneb

. . .

ID: 1000+ | Reverse the 
word “spider”. redips

Reverse the word 
“papaya”.

ayapap

Figure G.1: Examples of the task prompts in LOFT. Each LCLM is expected to do in-context retrieval, reasoning,
and many-shot learning on corpora up to millions of tokens.

Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 54
TITLE: Shinji Okazaki | ID: 0
Final Answer: [54, 0]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 54
…

Instruction

Corpus
Formatting

Query
Formatting

Figure G.2: Original CiC prompt for HotPotQA, a retrieval dataset in LOFT. The prompt contains an instruction,
a corpus, few-shot examples and a query.
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Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 54
TITLE: Shinji Okazaki | ID: 0
Final Answer: [54, 0]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of candidates such as documents, images, videos, audios, etc. You need to check 
them carefully and understand all of them. Then you will be given a query, and your goal is to find all 
candidates from the list that can help answer the query. Print out the ID of each candidate.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 54
…

Generic 
Instruction 
(valid for
all datasets)

Corpus
Formatting

Query
Formatting

Figure G.3: Generic Instruction Ablation, with changes to the original CiC prompt in red. The instruction is
changed to a generic one that applies to all tasks in LOFT.

Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 54
TITLE: Shinji Okazaki | ID: 0
Final Answer: [54, 0]
…

======You need to answer the following query. ======
Which document is most relevant to answer the query? Print out the TITLE and ID of the document. Then 
format the IDs into a list in the following format: [id1, id2, ...].
If there is no perfect answer output the closest one. Do not give an empty final answer.
query: How many records had the team sold before performing "aint thinkin bout you"?
====Here are the context you need to read to answer the query. =====

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 54
…

Instruction

Corpus
Formatting

Query
at the 
beginning

===== Now answer the query! ===== Start Answer

Figure G.4: Query at the Beginning Ablation, with changes to the original CiC prompt in red. The query is placed
at the beginning instead of the end.
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Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: E8J2
TITLE: Shinji Okazaki | ID: D5Y5
Final Answer: [E8J2, D5Y5]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you will 
be given a query that may require you to use 1 or more documents to find the answer. Your goal is to find 
all documents from the list that can help answer the query.

ID: D5Y5 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: D5Y5
…
ID: y2h8 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: y2h8
ID: E8J2 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: E8J2
…

Instruction

Corpus
Formatting

Query
Formatting

Figure G.5: Alphanumeric Document ID Ablation, with changes to the original CiC prompt in red. Instead of
using sequential numeric document IDs, a unique random alphanumeric ID is generated with alternating ASCII
letters and digits.

Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 54
TITLE: Shinji Okazaki | ID: 0
Final Answer: [54, 0]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | END ID: 54
…

Instruction

Corpus
Formatting
(CONTENT 
removed)

Query
Formatting

Figure G.6: Title Only Ablation, with changes to the original CiC prompt in red. In this ablation, the document
content is removed, keeping only the document title.
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Few-shot
Exemples

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 54
TITLE: Shinji Okazaki | ID: 0
Final Answer: [54, 0]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese …
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song …
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki …
…

Instruction

Corpus
Formatting
(END ID 
removed)

Query
Formatting

Figure G.7: ID Echo Ablation, with changes to the original CiC prompt in red. In this ablation, the ID is only
mentioned at the beginning of each document, and we remove the ID echo at the end (e.g. "END ID:").

Few-shot
Exemples
With Sampled
Corpus

====== Example 1 ======
ID: 0 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 0
ID: 1 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 1
…
ID: 9 | TITLE: The Lodger (2009 film) | CONTENT: The Lodger is … | END ID: 9
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then 
format the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
TITLE: Best Footballer in Asia 2016 | ID: 0
TITLE: Shinji Okazaki | ID: 1
Final Answer: [0, 1]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 54
…

General 
Instruction

Corpus
Formatting

Query
Formatting

Figure G.8: Corpus in Each Few-shot Ablation, with changes to the original CiC prompt in red. In particular,
in this ablation, each few-shot example contains a sampled corpus (10 documents), the full corpus is then given
before the Query part of the prompt.
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Few-shot
Exemples
(no CoT)

====== Example 1 ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: What year was the recipient of the 2016 Best Footballer in Asia born?
The following documents are needed to answer the query:
Final Answer: [54, 0]
…

====== Now let's start! ======
Which documents are needed to answer the query? Print out the TITLE and ID of each document. Then format 
the IDs into a list.
query: How many records had the team sold before performing "aint thinkin bout you"?
The following documents are needed to answer the query:

You will be given a list of documents. You need to read carefully and understand all of them. Then you 
will be given a query that may require you to use 1 or more documents to find the answer. Your goal is 
to find all documents from the list that can help answer the query.

ID: 0 | TITLE: Shinji Okazaki | CONTENT: Shinji Okazaki is a Japanese … | END ID: 0
…
ID: 53 | TITLE: Ain't Thinkin' 'Bout You | CONTENT: "Ain't Thinkin' 'Bout You" is a song … | END ID: 53
ID: 54 | TITLE: Best Footballer in Asia 2016 | CONTENT: … was awarded to Shinji Okazaki … | END ID: 54
…

General 
Instruction

Corpus
Formatting

Query
Formatting

Figure G.9: No Chain-of-Thought Ablation, with changes to the original CiC prompt in red. In particular, in this
ablation, we remove the chain-of-thought from the few-shot examples, instead opting to output the answer directly.
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Task = Retrieval

Dataset = Natural Questions 1M

Input CiC-prompt(query="when does monday night raw come on hulu")
Output The following documents can help answer the query:

TITLE: WWE Raw | ID: 1023
Final Answer: ['1023'] (3)

Input CiC-prompt(query="where does the synthesis of new dna from existing dna occurs")
Output The following documents can help answer the query:

TITLE: DNA replication | ID: 3355
Final Answer: ['3355'] (3)

Input CiC-prompt(query="jawaharlal nehru centre for advanced scientific research jakkur campus")
Output TITLE: Jawaharlal Nehru Centre for Advanced Scientific Research | ID: 6911

Final Answer: ['6911'] (7) // Incorrect ID (gold = '5691')

Dataset = HotPotQA 128k (multi-hop)

Input CiC-prompt(query="Which internationl football team has had a player endorse the Nike Hyper-
venom football boot?")

Output The following documents can help answer the query:
reasoning: The Nike Hypervenom is endorsed by players such as Marcus Rashford based on the
document **ID:** 413 (title: Nike Hypervenom).
reasoning: Marcus Rashford plays for the England national team based on the document **ID:**
558 (title: Marcus Rashford).
Final Answer: ['413', '558'] (3)

Input CiC-prompt(query="What NHL team drafted Kaspars Astasenko in 1999 and won the Stanley
Cup in 2003-04?")

Output The following documents can help answer the query:
ID: 217 | TITLE: Kaspars Astašenko | CONTENT: Kaspars Astašenko (17 February 1975 – 20
November 2012) was a Latvian professional ice hockey player. Astašenko was born in Riga,
Latvia. Astašenko was drafted by the Tampa Bay Lightning in the 1999 NHL Entry Draft,
127th overall. Astašenko played parts of two seasons in the National Hockey League with the
Lightning. | END ID: 217
ID: 508 | TITLE: Tampa Bay Lightning | CONTENT: The Tampa Bay Lightning are a professional
ice hockey team based in Tampa, Florida. It is a member of the Atlantic Division of the Eastern
Conference of the National Hockey League (NHL). The Lightning have one Stanley Cup
championship in their history, in 2003–04. The team is often referred to as the Bolts, and the
nickname is used on the current third jersey. The Lightning plays home games in the Amalie
Arena in Tampa. | END ID: 508
Final Answer: ['217', '508'] (3)

Input CiC-prompt(query="What drum machine was introduced in 1989 and allowed 32 notes to be
played simultaneously?")

Output The following documents can help answer the query:
ID: 773 | TITLE: Roland R-8 | CONTENT: The R-8 Human Rhythm Composer is an electronic
drum machine introduced in 1989 by Roland Corporation, using PCM voices. ... The device has
eight individual outputs, 32-voice polyphony, and four-part multitimbral MIDI. | END ID: 773
Final Answer: ['773'] (7) // Partially correct ('666' is missing)

Table H.1: Qualitative examples showcasing the successes and failures of the CiC prompting in the text retrieval
task. We use Gemini 1.5 Pro for the analysis. For HotPotQA, we observed that some of the questions are actually
answerable from a single document as illustrated in the last example.
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Task = RAG

Dataset = MuSiQue 128k (multi-hop)

Input CiC-prompt(query="Where do greyhound buses leave from in the city the performer of
Born A Lion formed in?")

Output reasoning: Born A Lion is the debut album by Canadian rock band Danko Jones.
reasoning: Danko Jones is a Canadian rock trio from Toronto, Ontario.
reasoning: The Toronto Coach Terminal is the central bus station for inter-city services in
Toronto, Ontario, Canada.
ID: 427 | TITLE: Born a Lion
ID: 383 | TITLE: Danko Jones
ID: 724 | TITLE: Toronto Coach Terminal
Final Answer: ['Toronto Coach Terminal'] (3)

Input CiC-prompt(query="When did the rx 350 model of the luxury division of the company that built
Daihatsu boon change body style?")

Output reasoning: The Daihatsu Boon is also sold as the Toyota Passo.
reasoning: The Passo is sold at "Toyota Corolla Store" Japanese dealerships.
reasoning: Scion is a discontinued marque of Toyota.
reasoning: The Lexus RX is a mid-size luxury crossover SUV sold since 1998 by Lexus, a luxury
division of Toyota.
reasoning: The first generation Lexus RX was introduced in 1998 and was produced until 2003.
reasoning: The second generation Lexus RX was introduced in 2003 and was produced until
2009.
reasoning: The third generation Lexus RX was introduced in 2008 and was produced until 2015.
reasoning: The fourth generation Lexus RX was introduced in 2015.
reasoning: The RX 350 model was introduced in the second generation Lexus RX in 2003.
Final Answer: ['2003', '2009', '2015'] (7) // Incorrect (answer = 'Sales began worldwide in April
2012')

Dataset = QUEST 128k (multi-answer)

Input CiC-prompt(query="History books about Malaysia or the Qing dynasty or about South Korea")
Output reasoning: Chronicle of Malaysia gives an account of Malaysia from January 1957 to 31 August

2007.
reasoning: Treason by the Book is a historical account of the Zeng Jing case which took place
during the reign of the Yongzheng Emperor of Qing China around 1730.
reasoning: Korea: A Walk Through the Land of Miracles is a book by Simon Winchester. He
recounts his experience walking across South Korea, from Jeju in the south to the DMZ in the
north.
Final Answer: ['Chronicle of Malaysia', 'Korea: A Walk Through the Land of Miracles', 'Treason
by the Book'] (3)

Input CiC-prompt(query="Films about sisters shot in Paris")
Output reasoning: Peppermint Soda is a 1977 French comedy-drama film directed by Diane Kurys. The

film follows two teenage sisters over the course of the year 1963. The high school where the film
takes place is the Lycée Jules-Ferry in Paris, France.
Final Answer: ['Peppermint Soda'] (7) // Partially correct (missing 'Le Divorce' and 'Two English
Girls')

Table H.2: Qualitative examples showcasing the successes and failures of the CiC prompting in the RAG task.
We use Gemini 1.5 Pro for the analysis. In each example, we underline correct reasoning chains provided by the
model.
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Task = SQL

Dataset = Spider 1M

Input CiC-prompt(query="Find the year which offers the largest number of courses.")
Output Here’s a step-by-step approach using the provided tables:

**1. Identify relevant data:**
We need to look at the "year" column in the "section" table, which lists the year each course
section was offered.

**2. Count courses per year:**
Group the data by “year” and count the number of unique “course_id” values for each year. This
will give us the number of distinct courses offered in each year.

**3. Find the year with the maximum count:**
Identify the year with the highest count of distinct courses.

**Based on the data provided, here’s the breakdown of courses per year:**

| Year | Number of Courses |
|—|—|
| 2001 | 29 |
| 2002 | 36 |
| 2003 | 38 |
| 2004 | 31 |
| 2005 | 31 |
| 2006 | 41 |
| 2007 | 40 |
| 2008 | 37 |
| 2009 | 35 |
| 2010 | 39 |
**The year 2006 has the largest number of courses offered (41).**

Final Answer: ['2006'] (3)

Input CiC-prompt(query="List total amount of invoice from Chicago, IL.")
Output Here’s a step-by-step approach using the provided tables:

**1. Identify relevant data:**
* **Invoices:** This table contains the billing city and total for each invoice.

**2. Filter invoices from Chicago, IL:**
* Scan through the “billing_city” column and identify invoices where the city is “Chicago” and
the state is “IL”.
* **Based on the data provided, invoices 24, 92, 103, 158, 287, 310, 332, and 384 are from
Chicago, IL.**

**3. Sum the total amounts:**
* Add up the "total" values for the invoices identified in step 2.
* **The total amounts for the invoices are 1.98, 1.98, 15.86, 8.91, 1.98, 7.96, 5.94, and 0.99,
respectively.**
* **The sum of these amounts is 36.6.**

**4. Present the result:**
* The final output will be a single value representing the total amount of invoices from Chicago,
IL.

Final Answer: ['36.6'] (7)

Table H.3: Qualitative examples showcasing the successes and failures of the CiC prompting in the SQL task. We
use Gemini 1.5 Pro for the analysis. In SQL, the long-context model first outputs a reasoning chain in natural
language ideally simulating the execution of the SQL query before arriving at the prediction.
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