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Abstract

Large Language Models (LLMs) have made
significant strides in code generation and
problem solving. Current approaches employ
external tool-based iterative debuggers that use
compiler or other tool-based runtime feedback
to refine coarse programs generated by
various methods. However, the effectiveness
of these approaches heavily relies on
the quality of the initial code generation,
which remains an open challenge. In this
paper, we introduce CODESIM, a novel
multi-agent code generation framework
that comprehensively addresses the stages
of program synthesis—planning, coding,
and debugging—through a human-like
perception approach. As human verifies their
understanding of any algorithms through
visual simulation, CODESIM uniquely
features a method of plan verification and
internal debugging through the step-by-step
simulation of input/output. Extensive
experiments across seven challenging
competitive problem-solving and program
synthesis benchmarks demonstrate CODESIM’s
remarkable code generation capabilities. Our
framework achieves new state-of-the-art
(pass@1) results—(HumanEval 95.1%, MBPP
90.7%, APPS 22%, and CodeContests 29.1%).
Furthermore, our method shows potential for
even greater enhancement when cascaded
with external debuggers. To facilitate further
research and development in this area, we
have open-sourced our framework in this link
(https://kagnlp.github.io/codesim.github.io/).

1 Introduction

In recent years, the rise of Large Language Mod-
els (LLMs) has made significant advances in AI-
assisted coding and reshaped the domain of code
generation and problem-solving (Zhao et al., 2023).
Code generation assistants built on GPT-4 (Ope-
nAI, 2024), Mistral (Jiang et al., 2023a), and Llama

*Work done when working as a remote RA at QCRI.

(Dubey et al., 2024), inter alia, have demonstrated
unprecedented ability to understand, generate, and
manipulate code across various programming lan-
guages and problem domains. However, despite
these advancements, significant challenges persist
in generating code for complex programming tasks.

Current state-of-the-art approaches in code gen-
eration typically employ a dual-pass process (Shi
et al., 2024; Jin et al., 2024b; Zhong et al., 2024;
Levin et al., 2024). In the first pass, they use
LLMs to generate an initial, fully/partially cor-
rect version of the program. Then accordingly in
the second pass, they apply external tool-based it-
erative debuggers that leverage runtime compiler
feedback or other diagnostic tools to refine and cor-
rect the generated code. While this approach has
shown promise, it necessitates numerous iterations
of LLM-tool interactions, and importantly its ef-
fectiveness is heavily dependent on the quality of
the initial code generation—a process that contin-
ues to present substantial difficulties. Therefore, in
this paper, we present CODESIM, a novel multi-
agent code generation framework that seamlessly
synthesizes complex code solutions without exter-
nal resources, while offering potential for further
enhancement through minimal external debugging.

Synthesizing programs even in the first pass,
however, is fundamentally challenging, requiring a
deep understanding of natural language processing,
computer algorithms, data structures, and problem-
solving strategies. These challenges are further
compounded when attempting to generate code for
competitive programming problems or advanced
software engineering tasks, where adherence to spe-
cific constraints or passing unit tests are paramount
(Khan et al., 2023).

While earlier code generation methods em-
ployed direct approaches (Chen et al., 2021a),
chain-of-thought reasoning (Wei et al., 2022a), syn-
thesized test-case guidance (Chen et al., 2022a),
retrieval-augmented generation (Parvez et al.,
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Figure 1: Overview of CODESIM: It consists of three agents—planning, coding, and debugging. The Planning Agent
first generates an exemplar problem-solution (i.e., via self-retrieval) and devises a plan, which is then verified and
refined through simulation. Next, the Coding Agent implements the plan. Finally, the Debugging Agent addresses
potential bugs through step-wise simulation across d trials. The entire process iterates p times.

2021), and various in-context exemplar-based
strategies (Shum et al., 2023; Zhang et al., 2022),
recent paradigms have shifted toward plan-based
(Jiang et al., 2023b), sampling or tree-searching
(Zhou et al., 2023), self-retrieval (Yasunaga et al.,
2023), and diverse agent-based approaches (Zhang
et al., 2024; Qian et al., 2024; Shinn et al., 2023;
Huang et al., 2023; Dong et al., 2023b).

Most recently, MapCoder (Islam et al., 2024a)
proposes a multi-agent framework that implements
agents emulating different stages of program syn-
thesis such as recalling relevant examples, design-
ing/planning, code generation, and testing/debug-
ging. While this approach mimics a real devel-
oper’s code generation cycle and shows improve-
ments, it focuses solely on expanding steps without
verifying the underlying hypotheses, with tests be-
ing performed only during the debugging phase.
Consequently, the resulting gains are limited and it
also requires larger number of iterations (i.e., LLM
API calls).

To address these limitations, CODESIM—built
upon planning, coding, and debugging
agents—introduces a novel verification approach
inspired by human problem-solving. By simulating
input/output step-by-step, CODESIM verifies
both the generated plans and performs internal
debugging, mirroring how humans understand,
visualize, and refine algorithms. This simulation-
driven planning and debugging process ensures
that each step is thoroughly evaluated, significantly
enhancing both solution quality and efficiency.
Figure 1 shows an overview of our proposed ap-
proach, CODESIM and in Figure 2, we demonstrate

how simulation assists in both plan verification
and debugging, highlighting its crucial role in
improving problem-solving accuracy.

We evaluate CODESIM on seven popular pro-
gramming synthesis benchmarks, including foun-
dational tasks like HumanEval and MBPP, as well
as challenging competitive problem-solving bench-
marks such as APPS, and CodeContest. Our ex-
periments leverage multiple LLMs, including Chat-
GPT, GPT-4, GPT-4o, LLaMa, Gemma, and Mix-
tral, showcasing significant improvements in their
program synthesis capabilities. CODESIM consis-
tently achieves state-of-the-art performances, often
surpassing strong baselines like MapCoder. Ad-
ditionally, our findings suggest that CODESIM’s
performance can be further improved when inte-
grated with external debugging tools, such as LDB
(Zhong et al., 2024), highlighting a promising di-
rection for future research in hybrid code gener-
ation and debugging systems. Through detailed
ablation studies, we provide valuable insights into
CODESIM’s functionality. We will open-source our
framework to support future research in AI-assisted
programming and problem-solving.

2 Related Work

Code Generation: Program synthesis has been a
fundamental challenge in AI for decades (Manna
and Waldinger, 1971). Early attempts with smaller
language models centered on code generation by
fine-tuning neural networks (Wang et al., 2021; Ah-
mad et al., 2021; Feng et al., 2020; Parvez et al.,
2018; Hellendoorn and Devanbu, 2017; Rabinovich
et al., 2017; Yin and Neubig, 2017; Hindle et al.,
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LLM

Loop from 2 to 3

Simulation of tri(3)

For n = 2: since it's even, use the formula 
`tri(2) = 1 + 2 / 2 = 2`.  Append `2` to the list: 3, 2

Initialize: 3

For n = 3:  since it's odd, use the recursive formula 
    `tri(3) = tri(2) + tri(1) + tri(4)`.
   - We have `tri(2) = 2` and `tri(1) = 3` (base case).
   - We need `tri(4)`, which is even, so `tri(4) = 1 + 4 / 2 = 3`.
   - Calculate `tri(3) = 2 + 3 + 3 = 8`.
   - Append `8` to the list: 3, 2, 8

The list should contain the first `n + 1` numbers, so we need to include `tri(0)`.
But `tri(0)` is not defined in the problem, but based on the example, it seems
to be `1`.

The simulation shows that the plan does not correctly handle the initialization and
calculation of `tri(0)`. So, Plan Modification Needed. 

The plan needs modification because it does not account for `tri(0)`. We need to
start the list with `[1, 3]` to correctly generate the sequence starting from `tri(0)`.

Plan Evaluation

Tribonacci sequence is defined by the recurrence:
    tri(1) = 3
    tri(n) = 1 + n / 2, if n is even.
    tri(n) =  tri(n - 1) + tri(n - 2) + tri(n + 1), if n is odd.

Examples: tri(3) = [1, 3, 2, 8]

Problem

Initialize a List: Start with a list containing the base case: [3].
Iterate Over Range: Loop from 2 to `n` to calculate each number in the 

     sequence
Calculate Even Numbers: For even `n`, use the formula                         

     `tri(n) = 1 + n / 2` and append the result to the list.
Calculate Odd Numbers: For odd `n`, use the recursive formula             

     `tri(n) = tri(n - 1) + tri(n - 2) + tri(n + 1)`. Use memoization to store and     
      retrieve previously calculated values to optimize performance.

Return the Sequence: Once the loop completes, return the list               
     containing the first `n + 1` numbers of the Tribonacci sequence.

Plan

0

end = max(10, 14) = 14

   - `10 % 2 == 0` (even, added to list)
   - `11 % 2 != 0` (odd, not added)
   - `12 % 2 == 0` (even, added to list)
   - `13 % 2 != 0` (odd, not added)
   - `14 % 2 == 0` (even, added to list)

10

The list becomes                          . return this.

LLM

Given two positive integers a and b, return the even digits
between a and b, in ascending order.
For example:
    generate_integers(2, 8) => [2, 4, 6, 8]
    generate_integers(8, 2) => [2, 4, 6, 8]
    generate_integers(10, 14) => []

Problem

def generate_integers(a, b):
    start = min(a, b)
    end = max(a, b)
    even_numbers = []
    for number in range(start, end + 1):
        if number % 2 == 0:
            even_numbers.append(number)
    return even_numbers

Code

Plan Validation Using Simulation

Failed on test case: 
generate_integers(10, 14) => []

Code 
Execution

LLM

Simulation of generate_integers(10, 14)

Loop over 10, 11, 12, 13, 14

start = min(10, 14) = 10

even_numbers = 

10, 12

10, 12, 14

10, 12, 14

The code does not account for the requirement that the even
digits themselves must be between `a` and `b`. 

Debugging Note

def generate_integers(a, b):
    start = min(a, b)
    end = max(a, b)
    even_numbers = []
    for number in range(start, end + 1):
        # Check each digit in the number
        for digit in str(number):
            if int(digit) % 2 == 0 and start <= int(digit) <= end:
                even_numbers.append(int(digit))
    # Remove duplicates and sort the result
    return sorted(set(even_numbers))

Modified Code

C
ode

Execution

Passed on Sample I/O
Send it for final Evaluation

Private Test
 Passed

Debugging Using Simulation

Figure 2: Example of Plan Validation using Simulation (left) and Debugging using Simulation (right) on two
different problems using CODESIM.

2016), while others explored leveraging data flow
information or conversational intents to guide the
process (Andreas et al., 2020; Yu et al., 2019). Var-
ious prior approaches have also addressed code
generation tasks using techniques such as data flow
analysis and search-based methods (Li et al., 2022a;
Parisotto and Salakhutdinov, 2017; Polozov and
Gulwani, 2015; Gulwani, 2011).

LLMs for Code: Various LLMs have been de-
veloped for code synthesis (Austin et al., 2021;
Chen et al., 2021b; Nijkamp et al., 2022; Fried
et al., 2022; Allal et al., 2023; Li et al., 2022c). Re-
cent open-source LLMs include the Llama family
(Llama-2, CodeLlama, Llama3.1, etc.) (Roziere
et al., 2023; Touvron et al., 2023), the Mistral

family (Mistral, Mixtral, Codestral) (Jiang et al.,
2023a), the Deepseek family (Deepseek Coder,
Deepseek-V2, etc.) (Guo et al., 2024), MoTCoder
(Li et al., 2023), and the Qwen family (Qwen 1.5,
2.5, 2.5-coder, etc.) (Hui et al., 2024), all of which
are capable of solving many basic problems.

Prompting LLMs and Multi-Agent Code Gen-
eration: LLM prompting can be summarized into
three categories: retrieval (Yasunaga et al., 2023;
Parvez et al., 2021, 2023), planning (Jiang et al.,
2023b; Wei et al., 2022b), and debugging (Le et al.,
2022; Chen et al., 2022b, 2023; Ridnik et al., 2024),
in addition to direct code generation approaches.
In contrast, our work combines all these paradigms
and bridges their gaps (See Table 1). Recently, nu-
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Approach Exemplars Plan
Additional 
test cases 
generation

Debug Simulation

Reflexion ✗ ✗ ✔ ✔ ✗

Self-planning ✗ ✔ ✗ ✗ ✗

Analogical ✔ ✔ ✗ ✗ ✗

LATS ✗ ✔ ✔ ✔ ✗

MapCoder ✔ ✔ ✗ ✔ ✗

CodeSim ✔ ✔ ✗ ✔ ✔

Table 1: Comparison of code generation approaches.

merous works have explored multi-agent code gen-
eration and problem-solving, including (Kulesza
et al., 2004; Jin et al., 2024a; Phan et al., 2024),
as well as approaches highlighted in Section 1.
However, CODESIM uniquely features simulation-
driven planning and LLM-based debugging. More
recently, external debugging has emerged to fur-
ther boost performance, such as LDB (Zhong et al.,
2024), ChatDebug (Levin et al., 2024), and MGDe-
bugger (Shi et al., 2024), which serve as a second
pass after our generation.

3 CODESIM

Our goal is to develop a multi-agent code genera-
tion approach capable of complex problem solving.
Drawing inspiration from recent works like Map-
Coder and ChatDev (in a different context), we de-
vise the agents in CODESIM for planning, coding,
and debugging. While these existing approaches fo-
cus primarily on expanding steps without verifying
underlying hypotheses, we address this limitation
by introducing a novel verification approach. Our
approach simulates input/output step-by-step, veri-
fying generated plans and performing internal de-
bugging, mirroring how humans understand, visu-
alize, and refine in algorithm development. Below,
we present our proposed model.

3.1 Planning Agent

The first component of CODESIM is the Planning
Agent. Given a problem description, the Planning
Agent generates a single exemplar—a relevant prob-
lem along with its plan and solution. This mimics
the behavior of human programmers, who, when
faced with a new problem, first recall a similar
problem they’ve previously solved. This exemplar-
based recall is crucial as it provides a starting point
for constructing a solution plan. Instead of gener-
ating multiple ungrounded exemplars as in Map-
Coder, our agent focuses on only one at a time.
We then instruct the LLM to generate an appro-
priate plan. Once the plan is created, the LLM

simulates (step-by-step) the solution with a sample
input. If the simulation result does not match the
expected output, the agent prompts the LLM to re-
vise the plan. Otherwise, the plan is deemed valid.
In the case of failure, the Planning Agent refines
the plan. The complete prompts for the Planning
Agent—including plan generation, verification, and
refinement—are provided in the Appendix (Figure
5, 6, 7).

3.2 Coding Agent
Next component is the Coding Agent, which takes
the problem description and the plan generated
by the Planning Agent as input. The role of this
agent is to translate the plan into executable code
that solves the given problem. Once the code is
generated, CODESIM evaluates it using sample in-
put/output test cases. If the code passes all sample
tests, it is returned as the final solution. Otherwise,
the code is handed over to the next agent for further
refinement. Figure 8 in the Appendix provides the
complete prompt used by the Coding Agent.

3.3 Debugging Agent
The final component, the Debugging Agent, re-
ceives the original problem, the plan from the
Planning Agent, the code generated by the Coding
Agent, and the execution (unit testing) log as input
to debug the code. To identify bugs, instead of di-
rectly prompting the LLMs, we uniquely leverage
the simulation once again. The LLM is instructed
specifically to simulate the code on inputs where
it fails to produce the expected output, allowing it
to trace the execution step by step and locate the
error. Once the bug is identified, the LLM mod-
ifies the code to resolve the issue. The complete
prompt for the Debugging Agent is shown in the
Appendix (Figure 9). Unlike other approaches such
as LATS (Zhou et al., 2023), AgentCoder (Huang
et al., 2023), and Reflexion (Shinn et al., 2023), our
Debugging Agent does not require additional test
case generation. The rationale behind excluding
this phase is discussed in the Ablation Study 6.8.

3.4 Adaptive Iteration
CODESIM employs an adaptive iteration starting
with the Planning Agent, which generates plans for
the given problem. These plans are passed to the
Coding Agent, which translates them into code and
tests against sample I/Os. If all tests pass, the code
is returned; otherwise, it’s sent to the Debugging
Agent. The Debugging Agent attempts to fix the
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Basic Programming Problems
LL

M Approach HumanEval HumanEval
ET EvalPlus Avg

HumanEval MBPP MBPP-ET Avg
MBPP Avg

C
ha

tG
PT

Direct 71.3% 64.6% 67.1% 67.7% 75.8% 52.6% 64.2% 65.9%
CoT 70.7% 63.4% 68.3% 67.5% 78.3% 55.7% 67.0% 67.2%
Self-Planning 70.7% 61.0% 62.8% 64.8% 73.8% 51.1% 62.5% 63.6%
Analogical 67.1% 59.1% 59.1% 61.8% 69.3% 46.9% 58.1% 59.9%
Self-collaboration 74.4% 56.1% - 65.3% 68.2% 49.5% 58.9% 62.1%
LATS 83.8% - - - - - - -
MapCoder 80.5% 70.1% 71.3% 74.0% 78.3% 54.4% 66.4% 70.2%
CodeSim 86.0% 72.0% 73.2% 77.1% 86.4% 59.7% 73.1% 75.1%

G
PT

4

Direct 80.1% 73.8% 81.7% 78.5% 81.1% 54.7% 67.9% 73.2%
CoT 89.0% 61.6% - 75.3% 82.4% 56.2% 69.3% 72.3%
Self-Planning 85.4% 62.2% - 73.8% 75.8% 50.4% 63.1% 68.4%
Analogical 66.5% 48.8% 62.2% 59.1% 58.4% 40.3% 49.4% 54.3%
Reflexion 91.0% 78.7% 81.7% 83.8% 78.3% 51.9% 65.1% 74.4%
LATS 92.7% - - - - - - -
MapCoder 93.9% 82.9% 83.5% 86.8% 83.1% 57.7% 70.4% 78.6%
CodeSim 94.5% 81.7% 84.8% 87.0% 89.7% 61.5% 75.6% 81.3%

G
PT

4o

Direct 90.2% 81.1% 82.3% 84.5% 81.1% 55.9% 68.5% 76.5%
CoT 90.9% 82.3% 87.2% 86.8% 82.9% 57.9% 70.4% 78.6%
Self-Planning 89.0% 80.5% 84.1% 84.5% 82.60% 56.4% 69.50% 77.0%
Analogical 88.4% 80.5% 83.5% 84.1% 75.10% 50.9% 63.00% 73.6%
Reflexion 87.2% 81.1% 81.1% 83.1% 81.1% 56.7% 68.9% 76.0%
LATS 88.8% 81.2% - 85.0% - - - -
MapCoder 90.2% 80.5% 81.7% 84.1% 88.7% 59.2% 74.0% 79.0%
CodeSim 95.1% 86.0% 87.2% 89.4% 90.7% 61.2% 76.0% 82.7%

Table 2: Pass@1 results for different approaches on basic programming tasks.

code for up to d attempts. If unsuccessful after d
attempts, the process returns to the Planning Agent,
restarting the cycle. Once code passing all sample
I/Os is obtained, the cycle ends, returning the code
as the final output solution for evaluation against
hidden test cases. This entire process repeats for
a maximum of p cycles if needed. Algorithm 9
in the Appendix summarizes our adaptive agent
traversal. The algorithm’s complexity is O(pd).
Appendix 12 provides a comprehensive example of
how CODESIM solves a problem.

4 Experimental Setup

4.1 Datasets

Following MapCoder, we evaluate CODESIM on
five basic programming benchmarks i.e., Hu-
manEval (Chen et al., 2021a), HumanEval-
ET (Dong et al., 2023a), EvalPlus (Liu et al.,
2023), MBPP) (Austin et al., 2021), and MBPP-
ET (Dong et al., 2023a) and two competitive pro-
gramming datasets i.e., APPS (Hendrycks et al.,
2021), and CodeContest (Li et al., 2022b). For

fair comparison, we collect all the datasets from
the repository of the MapCoder.

4.2 Baselines and Metric

To evaluate CODESIM, we compare it against
state-of-the-art code generation approaches, includ-
ing MapCoder, as well as several notable meth-
ods: Direct, Chain of Thought (CoT) (Wei et al.,
2022b), Self-Planning (Jiang et al., 2023b), Ana-
logical Reasoning (Yasunaga et al., 2023), and
Self-collaboration (Dong et al., 2023b). For sim-
pler programming tasks, we include strong base-
lines such as Reflexion (Shinn et al., 2023) and
LATS (Zhou et al., 2023). We exclude AgentCoder
(Huang et al., 2023) due to reproducibility issues
(discussed in Appendix 10). For fair comparison,
our evaluation utilizes ChatGPT (gpt-3.5-turbo-
1106), GPT-4 (gpt-4-1106-preview) from OpenAI,
alongside open-source LLMs such as Gemma2-
9B, Mixtral8x7B, LLaMa3.1-8B, and LLaMa3.1-
70B. For basic programming tasks, we report next-
generation performance with additional evaluations
using GPT-4o (gpt-4o-2024-08-06). We adopt the
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widely used pass@1 metric, where a model is
deemed successful if its sole predicted solution
is correct.

4.3 Reproducibility

We aim to contribute to the NLP community by
open-sourcing all of our code along with result
logs, enabling others to reproduce our findings. For
simple programming, we set the maximum number
of planning tries to p = 5 and debugging tries to
d = 5. For the competitive problem solving, we
used p = 3 and d = 3 by default except for the
CodeContest with GPT-4 where p = 3, d = 5.

5 Results

5.1 Basic Code Generation

In Table 2, we evaluate the model performances
on simple code generation tasks. Overall,
CODESIM demonstrates consistently superior per-
formance compared to all other baselines across all
datasets and LLMs. Notably, CODESIM achieves
top scores with GPT-4o, reaching 95.1% on Hu-
manEval, 87.2% on EvalPlus, and 90.7% on
MBPP, resulting in an impressive 82.7% overall
average and their new state-of-the-art (SoTA) re-
sults. This represents a significant improvement
over the next best method, MapCoder, which scores
79.0% on average with GPT-4o. CODESIM’s effec-
tiveness is consistent across different model vari-
ants, outperforming other approaches with Chat-
GPT (75.1% avg) and GPT-4 (81.3% avg) as
well. The method’s robust performance across di-
verse datasets, including the challenging MBPP-
ET where it achieves 61.5% with GPT-4, under-
scores its versatility in handling various program-
ming tasks. These results strongly indicate that
CODESIM’s simulation-driven planning and debug-
ging approach marks a substantial advancement in
code generation and problem-solving capabilities,
as it consistently outperformed other baselines.

5.2 Competitive Problem Solving

In Table 3, we evaluate performance on complex,
contest-level code generation tasks. CODESIM de-
livers significant improvements over other base-
lines in solving complex contest-level code genera-
tion tasks. With GPT-4, CODESIM reaches a strong
29.1% on CodeContests and 22.0% on APPS,
marking a consistent edge over MapCoder’s 25.3%
average. The performance gains are even more pro-
nounced with ChatGPT, where CODESIM achieves

a 16.4% on CodeContests, and 12.0% on APPS re-
sulting 14.2% overall, outperforming MapCoder’s
12.0%. These results highlight CODESIM’s ability
to handle the complexity of contest-level problems
more effectively, especially through its simulation-
driven approach.

LL
M Contest-Level Problems

Approach CodeContest APPS Avg

C
ha

tG
PT

Direct 5.5% 8.0% 6.8%
CoT 6.1% 7.3% 6.7%
Self-Planning 6.1% 9.3% 7.7%
Analogical 7.3% 6.7% 7.0%
MapCoder 12.7% 11.3% 12.0%
CodeSim 16.4% 12.0% 14.2%

G
PT

4

Direct 12.1% 12.7% 12.4%
CoT 5.5% 11.3% 8.4%
Self-Planning 10.9% 14.7% 12.8%
Analogical 10.9% 12.0% 11.5%
MapCoder 28.5% 22.0% 25.3%
CodeSim 29.1% 22.0% 25.6%

Table 3: Pass@1 results for different approaches on
CodeContest and APPS dataset.

Open-Source LLMs

LLM Approach HumanEval HumanEval
ET EvalPlus Avg

Gemma2-9
B
Direct 64.0% 56.1% 56.1% 58.7%
CoT 31.7% 26.2% 27.4% 28.4%
Reflexion 62.2% 56.7% 55.5% 58.1%
CodeSim 82.9% 72.0% 72.6% 75.8%

Mixtra
l8x7B

Direct 20.7% 18.9% 18.9% 19.5%
CoT 46.3% 42.1% 39.0% 42.5%
Reflexion 34.1% 32.9% 29.9% 32.3%
CodeSim 75.0% 61.6% 61.0% 65.9%

LLaMa3.1-
8B Direct 42.1% 38.4% 39.0% 39.8%
CoT 48.8% 42.1% 43.3% 44.7%
Reflexion 43.9% 31.1% 29.9% 35.0%
CodeSim 79.9% 65.2% 61.2% 68.8%

LLaMa3.1-
70B Direct 57.3% 50.6% 52.4% 53.4%

CoT 75.6% 67.7% 70.1% 71.1%
Reflexion 73.8% 64.0% 68.3% 68.7%
CodeSim 90.2% 73.8% 76.2% 80.1%

Table 4: Pass@1 results for different approaches using
Open-source LLMs.

5.3 Performance Across Open-source LLMs
To further demonstrate CODESIM’s generaliza-
tion capability, we evaluate its performance with
open-source LLMs, including Gemma2-9B, Mix-
tral8x7B, LLaMa3.1-8B, and LLaMa3.1-70B. As
shown in Table 4, CODESIM consistently outper-
forms all other methods across these models. On
LLaMa3.1-70B, CODESIM achieves an accuracy
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of 90.2% on HumanEval and 76.2% on EvalPlus,
with an average of 80.1%, closely matching GPT-
4o’s performance. Due to the complex prompting
scheme of MapCoder, open-source LLMs often
struggle to generate output in the correct format.
Therefore, we exclude MapCoder from this experi-
ment. On the other hand, Reflexion shows minimal
improvement in accuracy. These results highlight
CODESIM’s strong generalization ability across
various LLM architectures, even on smaller mod-
els like Gemma2-9B that achieves a notable avg
accuracy of 75.8%.

6 Ablation Studies and Analyses

6.1 Impact of Different Agents

Our primary contributions are two folds: (i) the
simulation-guided plan verification step within the
Planning Agent and (ii) the bug fixing process
through simulation in Debugging Agent. To evalu-
ate the significance of these components, we ablate
these two parts of our approach and present the
results in Table 5. The findings confirm that both
components contribute significantly.

Simulation 
Driven 

Planning

Debugging 
using 

Simulation
Pass@1 Performance 

Drop

✗ ✗ 92.1% 3.2%
✔ ✗ 93.3% 1.9%
✗ ✔ 93.3% 1.9%
✔ ✔ 95.1% -

Table 5: Pass@1 results for different versions of
CODESIM (by using GPT4o on HumanEval dataset).

6.2 Fine-grained Analysis of the Impact of
Simulation

Table 6 presents the impact of incorporating
Simulation in CODESIM. The results show
that CODESIM consistently outperforms other ap-
proaches across both simple and multi-agent set-
tings, demonstrating superior performance with
both open-source and proprietary LLMs. This high-
lights the effectiveness of Simulation in enhancing
problem-solving efficiency within our pipeline.

6.3 Impact of Varying Programming
Languages

To evaluate the performance of CODESIM across
various programming languages, we utilized the

LL
M Method Approach HumanEval 

(Pass@1)
Impact of using 

Simulation

G
PT

4o

Simpler

Direct 90.2% 5.4%
CoT 90.9% 4.6%
Self-Planning 89.0% 6.9%
Analogical 88.4% 7.6%
Reflexion 91.0% 4.5%
LATS 88.8% 7.1%

Multi-Agent
MapCoder 90.2% 5.4%
CodeSim 95.1% -

LL
aM

a3
.1-

70
B

Simpler

Direct 57.3% 57.4%

CoT 75.6% 19.3%

Reflexion 73.8% 22.2%

Multi-Agent CodeSim 90.2% -

Table 6: Impact of using Simulation.

xCodeEval (Khan et al., 2023) dataset. The ex-
perimental results, presented in Table 7, demon-
strate that CODESIM maintains strong performance
across different programming languages, highlight-
ing its versatility and effectiveness.

Dataset Language Direct MapCoder CodeSim

xC
od
eE
va
l Python 17.9% 27.4% 27.4%

C 9.4% 21.7% 24.5%
Rust 12.3% 21.7% 23.6%

Table 7: Pass@1 results for different programming lan-
guages from xCodeEval dataset by using ChatGPT.

6.4 Use of External Debugger

LLM LDB Reflexion MapCoder CodeSim

ChatGPT
without 88.0% 90.2% 95.1%
with 89.6% 92.1% 96.3%

GPT-4o
without 88.0% 90.2% 95.1%
with 94.5% 91.5% 97.6%

Table 8: Pass@1 results for different approaches using
an external debugger.

The performance of CODESIM can be further en-
hanced by incorporating an external debugger in
the second pass. We experiment with LDB as
the external debugger on HumanEval dataset in
Table 8. We use the output code from the most
competitive first-pass generation methods, includ-
ing CODESIM, Reflexion, and MapCoder, using
GPT-4o as the backbone. These seed programs are
then passed to LDB, which was tested with two
different LLMs: ChatGPT and GPT-4o. As can
be seen, CODESIM achieves 95.1% accuracy in
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the first pass with GPT-4o, surpassing Reflexion’s
second pass performance of 94.5%. By utilizing
LDB with GPT-4o, CODESIM achieves a second
pass accuracy of 97.6%, setting a new state-of-the-
art result for a dual-pass approach. In addition,
we note that the second pass with LDB consumes
39K more tokens in Reflexion compared to our
approach, highlighting the efficiency of CODESIM.

6.5 Qualitative Example

We also conduct a qualitative analysis to better
understand how CODESIM improves performance
across various datasets. Figure 2 demonstrates how
CODESIM enhances the plan through simulation
and assists in debugging the code using the same
technique. A complete example, including LLM
output, is provided in Appendix 12.

6.6 Impact of p and d

CODESIM includes two key hyperparameters: the
maximum number of planning steps (p) and the
maximum number of debugging steps (d). By vary-
ing these parameters, we plot the results in Figure
3, which shows a proportionate improvement in
performance. It is important to note that higher val-
ues of p and d lead to more API calls and increased
token consumption, allowing users to adjust these
parameters to balance between accuracy and cost.

Figure 3: Pass@1 results by varying maximum number
of planning, p and maximum number of debugging, d.

6.7 Impact of Number of Sample I/Os

The HumanEval dataset has an average of only
2.82 sample I/Os per example, which is a relatively
small number for deriving meaningful insights. In
this ablation, we augment the dataset by adding 5
more sample I/Os from the HumanEval-ET dataset.
This augmentation increases performance notably,

leading to 89% accuracy with ChatGPT, a 3.5%
improvement over previous results, 86%.

6.8 Impact of Synthesizing Additional I/O

Increasing the number of sample I/Os for testing
can enhance the overall performance of our ap-
proach, as indicated in 6.7. Based on this insight,
we use a self-consistency (Wang et al., 2023a)
method to generate additional test cases. We in-
struct the LLM to generate five more test cases
for each problem, covering both basic and edge
cases. The LLM is called twice, and we select the
test cases that are present in both responses. How-
ever, this approach results in a performance decline.
With ChatGPT we achieve 78% accuracy—a 9.3%
decrease from the original 86%. This indicates that
generating additional I/Os is a non-trivial task that
may negatively impact final outcomes.

6.9 API Call and Token Analysis

We compare the API calls and token consumption
of our approach with the previous state-of-the-art
method, MapCoder (Islam et al., 2024a), as shown
in Table 9. The results reveal that CODESIM not
only improves performance but also reduces token
consumption. On average, CODESIM uses 4.13
thousand fewer tokens while achieving a 7.1% in-
crease in accuracy, proving that CODESIM is more
efficient in both accuracy and token usage com-
pared to MapCoder.

6.10 Error Analysis and Challenges

Although CODESIM demonstrates strong
performance compared to other methods, it faces
challenges in specific algorithmic domains. The
APPS dataset (Hendrycks et al., 2021) includes
problems with three levels of difficulty: (i)
Introductory, (ii) Interview, and (iii) Competition.
Figure 4 illustrates the performance of different
approaches based on difficulty level. The results
indicate that for introductory and interview-level
problems, CODESIM does not surpass MapCoder
when using ChatGPT. Additionally, when using
GPT-4, CODESIM struggles to outperform
MapCoder on interview-level problems. Upon
manual review, we observe that for more complex
issues, such as dynamic programming (DP),
CODESIM encounters difficulties in constructing
the DP table.
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LLM Dataset
Average API Calls ↓ Average Token Consumption (K) ↓ Token Reduction over 

MapCoder (k) ↑
Acc Gain over 

MapCoder ↑MapCoder CodeSim MapCoder CodeSim

ChatG
PT

HumanEval 17 7 10.41 5.48 4.93 6.8%

MBPP 12 6 4.84 4.24 0.60 10.3%

APPS 21 15 26.57 19.20 7.37 6.2%

CodeContest 23 16 34.95 24.02 10.92 29.1%

GPT4

HumanEval 15 5 12.75 5.15 7.60 0.6%

MBPP 8 5 4.96 5.21 -0.26 7.9%

APPS 19 13 31.80 23.18 8.61 0.0%

CodeContest 19 17 38.70 41.66 -2.95 2.1%

GPT4o HumanEval 9 4 6.63 3.84 2.79 5.4%

MBPP 9 5 6.10 4.43 1.67 2.3%

Average 15.2 9.3 17.77 13.64 4.13 7.1%

Table 9: Comparison between MapCoder and CODESIM in terms of average number of API calls, average tokens
used (in thousands). Here the upward symbol (↑) refers that the higher value is better and opposite meaning for
downward symbol (↓).

Figure 4: Performance of different approaches across
different difficulty levels on the APPS dataset.

7 Conclusion and Future Work

In this paper, we introduce CODESIM, a novel
framework that leverages the multi-agent
prompting capabilities of LLMs for efficient
code generation in problem-solving tasks.
CODESIM integrates three agents—planning,
coding, and debugging—to effectively solve
programming problems. It harnesses the power
of simulation for plan verification and debugging,
significantly outperforming existing state-of-the-art
approaches by a wide margin. Future work will
focus on extending this approach to other domains
such as mathematical reasoning and question
answering broadening its scope and impact.

8 Limitations

In Section 6.4, we observe that utilizing an exter-
nal debugger can further enhance our results. Our
next research goal is to achieve the best perfor-

mance without relying on any external tools. Al-
though we have reduced token consumption com-
pared to the previous state-of-the-art method, Map-
Coder, it still remains high compared to the di-
rect prompting approach. Direct prompting con-
sumes an average of 560 tokens, while our method
consumes around 13,640 tokens. This indicates
room for enhancement in efficiency. While in this
work, we generate the exemplars with the LLMs
themselves, in general they are found from exter-
nal resource (Parvez and Chang, 2021). Although
this has its own challenges such as noisy retrievals
(Wang et al., 2023b), inconsistent generations (Is-
lam et al., 2024b; Parvez, 2024; Sadat et al., 2023)
this direction could also be a possible improvement.
Another limitation is the use of external tools for
assistance during simulation. We have not explored
this avenue in the current research, leaving it for
future work. Additionally, more sample I/Os could
potentially improve performance, and our future
research will focus on investigating methods for
generating accurate additional I/Os. Moreover, we
would like to note that in this work, we focus solely
on generated code’s correctness and did not study
its optimizations such as test-time, memory. Fi-
nally, it is advisable to run the machine generated
code inside a sandbox to avoid any potential risks.
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Appendix

9 Algorithm of CODESIM

Algorithm 1 shows the pseudo-code of our prompt-
ing technique.

Algorithm 1 CODESIM

1: p← maximum number of planning steps
2: d← maximum number of debugging steps
3:
4: for i← 1 to p do
5: # Start of Planning Agent
6: plan← GeneratePlan(problem)
7: feedback ← ValidatePlan(problem, plan)
8: if feedback is negative then
9: plan← RefinePlan(problem, plan, feedback)

10: end if
11: # End of Planning Agent
12:
13: # Start of Coding Agent
14: code← GenerateCode(problem, plan)
15: passed, log ← test(code, sample_io)
16: if passed then
17: Return code
18: else
19: # Start of Debugging Agent
20: for j ← 1 to d do
21: code← DebugCode(
22: problem,
23: plan,
24: code,
25: log
26: )
27:
28: passed, log ← test(code, sample_io)
29: if passed then
30: Return code
31: end if
32: end for
33: # End of Debugging Agent
34: end if
35: # End of Coding Agent
36:
37: end for
38: Return code

10 Exclusion of AgentCoder

We have not included AgentCoder (Huang et al.,
2023) in our comparison due to reproducibility is-
sues which undoubtedly plays a critical role in fair
comparison as indicted in Laskar et al. (2024), as
we were unable to replicate their results. In our at-
tempts to reproduce their work on the HumanEval
benchmark using ChatGPT, we achieved 56.7%
accuracy after four iterations, consuming 11.9 mil-
lion tokens. When using GPT-4, we attained only
17.7% accuracy after two iterations, with 10.4 mil-
lion tokens consumed. The token consumption in
both cases is significantly higher compared to Map-

Coder (1.7 million tokens with ChatGPT and 2.1
million with GPT-4) and CODESIM(0.89 million
tokens in ChatGPT and 0.85 million in GPT-4).
These two experiments resulted in a cost of ap-
proximately $500 USD, but we were still unable
to come close to AgentCoder’s reported claims of
79.9% accuracy with ChatGPT and 96.3% with
GPT-4.

Furthermore, we found unaddressed issues on
their GitHub page (link) related to reproducibility.
Additionally, for the MBPP dataset, they used all
test cases as public test cases (link), which deviates
from standard practices. As a result, we did not
consider those results in our comparison either.

11 Details Promptings of CODESIM

The Planning Agent interacts with the LLM three
times to generate a plan. In the first API call, it
instructs the LLM to comprehend the problem, gen-
erate an example problem, recommend a suitable
algorithm, and finally produce the plan (Figure 5).
In the second API call, the LLM is instructed to
verify the plan through simulation (Figure 6). If
the plan is satisfactory, it is returned by the agent.
Otherwise, the LLM is called again to refine the
plan based on the feedback from the simulation
(Figure 7).

The next step involves the Coding Agent, which
receives the plan from the Planning Agent and uses
the prompt outlined in Figure 8 to generate code.

If the code fails to pass the sample input/output,
CODESIM activates its final agent, the Debugging
Agent, using the prompt shown in Figure 9.

These figures also include the rationale behind
the inclusion of each sentence in the prompt.

12 Example Problem

We present a complete example of problem solving
using CODESIM below:
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You are a programmer tasked with generating appropriate plan to solve a given problem 
using the **{language}** programming language.

## Problem
{problem}

**Expected Output:**
Your response must be structured as follows:

### Problem Understanding
- Think about the original problem. Develop an initial 
  understanding about the problem.

### Recall Example Problem
Recall a relevant and distinct problems (different from problem 
mentioned above) and
- Describe it
- Generate {language} code step by step to solve that problem
- Discuss the algorithm to solve this problem
- Finally generate a planning to solve that problem

### Algorithm to solve the original problem
- Write down the algorithm that is well suited for the original
  problem
- Give some tutorials to about the algorithm for example:
    - How to approach this type of algorithm
    - Important things to consider

### Plan
- Write down a detailed, step-by-step plan to solve the 
  **original problem**.

--------
**Important Instruction:**
- Strictly follow the instructions.
- Do not generate code.

Coding Agent: Prompt for Plan Generation

Allow the LLM sufficient time and space to process and
comprehend the problem. Rather than providing

the LLM with a
predefined example,
we leverage its
inherent knowledge to
independently recall a
relevant problem that
can aid in solving the
original issue.

Guide the LLM to
determine the type of
algorithm suitable for
solving the problem,
and request a tutorial
or explanation on how
to apply it.

Lastly, instruct the LLM
to generate a detailed
plan to solve the
problem.

Force the LLM to
follow the instructions.

Figure 5: Planning Agent: Prompt for Plan Generation.

You are a programmer tasked with verifying a plan to solve a given problem using the 
**{language}** programming language.

## Problem
{problem}

### Plan
{plan}

**Expected Output:**
Your response must be structured as follows:

### Simulation
- Take a sample input and apply plan step by step to get the output.
- Compare the generated output with the sample output to verify if 
  your plan works as expected.

### Plan Evaluation
- If the simulation is successful write **No Need to Modify Plan**.
- Otherwise write **Plan Modification Needed**.

Coding Agent: Prompt for Plan Verification with Simulation

To validate a plan, a human programmer typically
simulates it with sample input, generates the
corresponding output, and compares the
generated output to the expected result. At this
stage, we  instruct the LLM to perform this
process as well, ensuring it follows the same
steps like human programmer to confirm the
validity of the plan.

Finally, tell the LLM
to write done it's
decision in a
specific format.

Figure 6: Planning Agent: Prompt for Plan Verification with the help of Simulation.
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You are a programmer tasked with generating appropriate plan to solve a given problem 
using the **{language}** programming language. You already have a wrong plan. 
Correct it so that it can generate correct code.

## Problem
{problem}

### Plan
{plan}

## Plan Critique

{plan_verifical_report_from_previous_step}

**Expected Output:**
Your response must be structured as follows:

### New Plan
- Write down a detailed, step-by-step modified plan to solve the **original problem**.
- Ensure each step logically follows from the previous one.

--------
**Important Instruction:**
- Your response must contain only the plan.
- Do not add any explanation.
- Do not generate code.

Coding Agent: Prompt for Plan Refinement

Provide all the details and instruct the LLM to
generate revised plan.

Figure 7: Planning Agent: Prompt for Plan Refinement.

You are a programmer tasked with solving a given problem using the **{language}** 
programming language. See the plan to solve the plan and implement code to solve it.

## Problem
{problem}

### Plan
{plan}

--------
**Important Instruction:**
- Do not add any explanation.
- The generated **{language}** code must be inside a triple backtick (```) code block.

Coding Agent: Prompt for Code Generation

Figure 8: Coding Agent: Prompt for Code Generation.
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An Example from HumanEval dataset for demonstrating how CODESIM works

Input for Planning: 1
You are a programmer tasked with generating appropriate plan to solve a given problem using the
Python3 programming language.

## Problem

def generate_integers(a, b):
"""
Given two positive integers a and b, return the even digits between a
and b, in ascending order.

For example:
generate_integers(2, 8) => [2, 4, 6, 8]
generate_integers(8, 2) => [2, 4, 6, 8]
generate_integers(10, 14) => []
"""

Expected Output:

Your response must be structured as follows:
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You are a programmer who has received a solution of a problem written in **{language}** 
that fails to pass certain test cases. Your task is to modify the code in such a way so 
that it can pass all the test cases. Do not generate same code.

## Problem
{problem}

### Plan
{plan}

### Buggy Code
{code}

### Test Report
{test_log}

**Expected Output:**
Your response must be structured as follows:

### Simulation with failed test case
To detect where is the bug:
- Take a sample test case where it fails.
- Take the input go through each step according to the plan
- You will get a output that must be different from the expected output. 

### Debugging Notes
- Based on this simulation detect any of the following cases:
    - Plan is wrong
    - Plan is correct but plan to code generation is wrong.
- Finally, discuss how to correct this code.

### Modified Code
# Your corrected code, with comments explaining each correction.

--------
**Important Instruction:**
- Strictly follow the instructions.
- Do not add testing code for example assert statement in your code.
- Do not be overconfident that the generated code is correct. It is wrong.
- The modified **{language}** code must be enclosed within triple backticks (```).
- Your response must contain **Simulation with failed test case**, **Debugging Notes**, 
  and **Modified Code** section.

Debugging Agent: Prompt for Debugging

To detect where a program fails, a human programmer typically selects a sample
test case, simulates it line by line, and observes the output at each step. This
process helps in identifying and debugging issues within the code. Similarly, we
have instructed the LLM to select a test case where the code fails, simulate it,
identify the bug through step-by-step analysis, and then debug the issue
accordingly.

Based on the
simulation
output we have
instruct the LLM
to write down
how to correct
the code.

Finally, instruct
the LLM to
generate the
modified code.

Figure 9: Debugging Agent: Prompt for Debugging.

### Problem Understanding

- Think about the original problem. Develop an initial understanding about the prob-
lem.

### Recall Example Problem

Recall a relevant and distinct problems (different from problem mentioned above) and
- Describe it
- Generate Python3 code step by step to solve that problem
- Discuss the algorithm to solve this problem
- Finally generate a planning to solve that problem

### Algorithm to solve the original problem

- Write down the algorithm that is well suited for the original problem
- Give some tutorials to about the algorithm for example:
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- How to approach this type of algorithm
- Important things to consider

### Plan

- Write down a detailed, step-by-step plan to solve the original problem.

——–
Important Instruction:
- Strictly follow the instructions.
- Do not generate code.

Response from Planning: 1

### Problem Understanding
The problem requires generating a list of even integers between two given positive integers, a and
b, inclusive. The list should be in ascending order, regardless of whether a is less than or greater
than b. If there are no even integers in the range, the function should return an empty list.

### Recall Example Problem
Example Problem:

Find all odd numbers between two given integers x and y, inclusive, and return them in descending
order.

Step-by-step Solution:

1. Determine the range between x and y.
2. Identify all odd numbers within this range.
3. Sort the odd numbers in descending order.
4. Return the sorted list.

Algorithm:

1. Check if x is greater than y. If so, swap them to ensure the range is correct.
2. Iterate through the range from x to y.
3. For each number, check if it is odd (i.e., number%2! = 0).
4. Collect all odd numbers in a list.
5. Sort the list in descending order.
6. Return the sorted list.

Planning:

- Define a function find_odd_numbers(x, y).
- Use a conditional to swap x and y if x > y.
- Use a loop to iterate through the range from x to y.
- Check each number for oddness and add it to a list if it is odd.
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- Sort the list in descending order.
- Return the list.

### Algorithm to Solve the Original Problem

1. Determine the Range:
- Identify the start and end of the range by taking the minimum and maximum of a and b.

2. Iterate Through the Range:
- Loop through each number in the range from the minimum to the maximum of a and b.

3. Check for Even Numbers:
- For each number, check if it is even by using the condition number%2 == 0.

4. Collect Even Numbers:
- Add each even number to a list.

5. Return the List:
- Since the numbers are collected in ascending order, return the list directly.

Tutorials:

- Approach:
- Always ensure the range is correctly defined, especially when the order of inputs can vary.
- Use modulus operation to check for evenness or oddness.

- Important Considerations:
- Handle edge cases where there might be no even numbers in the range.
- Ensure the function is robust to handle any positive integer inputs.

### Plan

1. Define the Function:
- Create a function generate_integers(a, b).

2. Determine the Range:
- Use min(a, b) and max(a, b) to define the start and end of the range.

3. Initialize an Empty List:
- Prepare an empty list to store even numbers.

4. Loop Through the Range:
- Use a for loop to iterate from the start to the end of the range.

5. Check for Evenness:
- Within the loop, use ifnumber%2 == 0 to check if a number is even.

6. Collect Even Numbers:
- Append even numbers to the list.
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7. Return the Result:
- Return the list of even numbers, which will be in ascending order.

By following this plan, the function will correctly generate a list of even integers between the
given numbers a and b.

Input for Simulation: 1
You are a programmer tasked with verifying a plan to solve a given problem using the Python3
programming language.

## Problem:

def generate_integers(a, b):
"""
Given two positive integers a and b, return the even digits between a
and b, in ascending order.

For example:
generate_integers(2, 8) => [2, 4, 6, 8]
generate_integers(8, 2) => [2, 4, 6, 8]
generate_integers(10, 14) => []
"""

### Plan

1. Define the Function:
- Create a function generate_integers(a, b).

2. Determine the Range:
- Use min(a, b) and max(a, b) to define the start and end of the range.v
3. Initialize an Empty List:
- Prepare an empty list to store even numbers.

4. Loop Through the Range:
- Use a for loop to iterate from the start to the end of the range.

5. Check for Evenness:
- Within the loop, use ifnumber%2 == 0 to check if a number is even.

6. Collect Even Numbers:
- Append even numbers to the list.

7. Return the Result:
- Return the list of even numbers, which will be in ascending order.

By following this plan, the function will correctly generate a list of even integers between the
given numbers a and b.
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Expected Output:

Your response must be structured as follows:

### Simulation

- Take a sample input and apply plan step by step to get the output.
- Compare the generated output with the sample output to verify if your plan works as expected.

### Plan Evaluation

- If the simulation is successful write No Need to Modify Plan.
- Otherwise write Plan Modification Needed.

Response from Simulation: 1
### Simulation

Let’s apply the plan step by step using the sample input generate_integers(2, 8).

1. Define the Function:
- We define the function generate_integers(a, b).

2. Determine the Range:
- Calculate start = min(2, 8) = 2 and end = max(2, 8) = 8.

3. Initialize an Empty List:
- Create an empty list evennumbers = [].

4. Loop Through the Range:
- Iterate over the range from start to end (inclusive).

5. Check for Evenness:
- For each number in the range, check if it is even using ifnumber%2 == 0.

6. Collect Even Numbers:
- Append even numbers to the list evennumbers.

7. Return the Result:
- Return the list evennumbers.

Applying these steps:

- Range: 2 to 8
- Iteration:
- 2 is even, append to list: [2]
- 3 is not even
- 4 is even, append to list: [2, 4]
- 5 is not even
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- 6 is even, append to list: [2, 4, 6]
- 7 is not even
- 8 is even, append to list: [2, 4, 6, 8]

The output is [2, 4, 6, 8], which matches the expected output.

### Plan Evaluation

No Need to Modify Plan

The plan works as expected for the given problem. The function correctly generates a list of even
integers between the given numbers a and b, regardless of their order.

Input for final code generation:

You are a programmer tasked with solving a given problem using the Python3 programming
language. See the plan to solve the plan and implement code to solve it.

## Problem:

def generate_integers(a, b):
"""
Given two positive integers a and b, return the even digits between a
and b, in ascending order.

For example:
generate_integers(2, 8) => [2, 4, 6, 8]
generate_integers(8, 2) => [2, 4, 6, 8]
generate_integers(10, 14) => []
"""

### Plan

1. Define the Function:
- Create a function generate_integers(a, b).

2. Determine the Range:
- Use min(a, b) and max(a, b) to define the start and end of the range.

3. Initialize an Empty List:
- Prepare an empty list to store even numbers.

4. Loop Through the Range:
- Use a for loop to iterate from the start to the end of the range.

5. Check for Evenness:
- Within the loop, use ifnumber%2 == 0 to check if a number is even.
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6. Collect Even Numbers:
- Append even numbers to the list.

7. Return the Result:
- Return the list of even numbers, which will be in ascending order.

By following this plan, the function will correctly generate a list of even integers be-
tween the given numbers a and b.

——–
Important Instructions:
- Do not add any explanation.
- The generated Python3 code must be inside a triple backtick ($$$) code block.

Response from final code generation:

def generate_integers(a, b):
start = min(a, b)
end = max(a, b)
even_numbers = []
for number in range(start, end + 1):

if number % 2 == 0:
even_numbers.append(number)

return even_numbers

Input for Improving code: 1, 1

You are a programmer who has received a solution of a problem written in Python3 that
fails to pass certain test cases. Your task is to modify the code in such a way so that it can pass all
the test cases. Do not generate same code.

## Problem:

def generate_integers(a, b):
"""
Given two positive integers a and b, return the even digits between a
and b, in ascending order.

For example:
generate_integers(2, 8) => [2, 4, 6, 8]
generate_integers(8, 2) => [2, 4, 6, 8]
generate_integers(10, 14) => []
"""

### Plan
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1. Define the Function:
- Create a function generate_integers(a, b).

2. Determine the Range:
- Use min(a, b) and max(a, b) to define the start and end of the range.

3. Initialize an Empty List:
- Prepare an empty list to store even numbers.

4. Loop Through the Range:
- Use a for loop to iterate from the start to the end of the range.

5. Check for Evenness:
- Within the loop, use ifnumber%2 == 0 to check if a number is even.

6. Collect Even Numbers:
- Append even numbers to the list.

7. Return the Result:
- Return the list of even numbers, which will be in ascending order.

By following this plan, the function will correctly generate a list of even integers between the
given numbers a and b.

### Buggy Code

def generate_integers(a, b):
start = min(a, b)
end = max(a, b)
even_numbers = []
for number in range(start, end + 1):

if number % 2 == 0:
even_numbers.append(number)

return even_numbers

### Test Report

Test Cases where the generated code failed to generate the expected output:
assertgenerateintegers(10, 14) == []

Expected Output:

Your response must be structured as follows:

### Simulation with failed test case
To detect where is the bug:
- Take a sample test case where it fails.
- Take the input go through each step according to the plan
- You will get a output that must be different from the expected output.
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### Debugging Notes
Based on this simulation detect any of the following cases:
- Plan is wrong
- Plan is correct but plan to code generation is wrong.

- Finally, discuss how to correct this code.

### Modified Code

“‘Python3
# Your corrected code, with comments explaining each correction.
“‘

——–
Important Instructions:
- Strictly follow the instructions.
- Do not add testing code for example assert statement in your code.
- Do not be overconfident that the generated code is correct. It is wrong.
- The modified Python3 code must be enclosed within triple backticks (“‘).
- Your response must contain Simulation with failed test case, Debugging Notes, and Modified
Code section.

Response from Improving code: 1, 1

### Simulation with failed test case

Let’s take the test case generate_integers(10, 14):v
1. Determine the Range:
- start = min(10, 14) = 10
- end = max(10, 14) = 14

2. Loop Through the Range:
- The loop iterates over 10, 11, 12, 13, 14.

3. Check for Evenness:
- 10%2 == 0 (even, added to list)
- 11%2! = 0 (odd, not added)
- 12%2 == 0 (even, added to list)
- 13%2! = 0 (odd, not added)
- 14%2 == 0 (even, added to list)

4. Collect Even Numbers:
- The list becomes [10, 12, 14].

5. Return the Result:
- The function returns [10, 12, 14].
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Expected Output: []

### Debugging Notes

- Plan is correct: The plan correctly identifies the need to find even numbers between a
and b.
- Plan to code generation is wrong: The code does not account for the requirement that the even
digits themselves must be between a and b. It incorrectly includes numbers like 10, 12, 14 when
the digits themselves (1, 2, 4) are not between 10 and 14.

### Modified Code

def generate_integers(a, b):
start = min(a, b)
end = max(a, b)
even_numbers = []
for number in range(start, end + 1):

# Check each digit in the number
for digit in str(number):

if int(digit) % 2 == 0 and start <= int(digit) <= end:
even_numbers.append(int(digit))

# Remove duplicates and sort the result
return sorted(set(even_numbers))

Explanation of Corrections:

- Digit Check: The code now checks each digit of the numbers in the range to see if it is
even and within the specified range.
- Set for Uniqueness: A set is used to ensure that each even digit is only included once.
- Sorting: The final list is sorted to ensure ascending order.
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