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Abstract

Resume matching assesses the extent to which
candidates qualify for jobs based on the content
of resumes. This process increasingly uses nat-
ural language processing (NLP) techniques to
automate parsing and rating tasks—saving time
and effort. Large language models (LLMs) are
increasingly used for this purpose—thus, we ex-
plore their capabilities for resume matching in
an observational study. We compare zero-shot
GPT-4 and human ratings for 736 resumes sub-
mitted to job openings from diverse fields using
real-world evaluation criteria. We also study
the effects of prompt engineering techniques on
GPT-4 ratings and compare differences in GPT-
4 and human ratings across racial and gender
groups. Our results show: LLM scores corre-
late minorly with humans, suggesting they are
not interchangeable; prompt engineering such
as CoT improves the quality of LLM ratings;
and LLM scores do not show larger group dif-
ferences (i.e., bias) than humans. Our findings
provide implications for LLM-based resume
rating to promote more fair NLP-based resume
matching in a multicultural world.

1 Introduction

Resume matching is the first step in multi-stage hir-
ing pipelines, where recruiters rate resumes based
on the extent to which applicants’ resume content
matches job requirements to find ideal candidates
(Li et al., 2020). This rating involves assessing cri-
teria such as work experience, skills, education, cer-
tifications and extracurricular activities (Tsai et al.,
2011). However, resume matching is challenging,
involving rating hundreds of resumes per job open-
ing (Torres, 2). Thus, manual resume matching
processes are laborious and time-consuming for
recruiters. Modern hiring pipelines employ natural
language processing (NLP)-powered support to au-
tomate resume matching, saving time and effort for
recruiters in resume matching processes (Mujtaba
and Mahapatra, 2019).

Recent advancements of NLP-based Large Lan-
guage Models (LLMs), such as OpenAI’s GPT-4,
Meta’s Llama-3 and Google Gemini, have seen
rapid adoption (Chen et al., 2024a) and revolution-
ized numerous domains such as software engineer-
ing (White et al., 2023), linguistics (Diandaru et al.,
2024) and e-commerce (Roumeliotis et al., 2024).
Recent studies (Gan et al., 2024; Gaebler et al.,
2024) evaluate LLMs for resume parsing and rat-
ing, reporting positive results. This motivates the
use of LLMs for resume matching, with perceived
benefits of easier, faster and efficient resume rating.

However, LLM evaluations can incorporate chal-
lenges, such as discrimination against candidates
(Armstrong et al., 2024). To safeguard against
biased LLM-based resume ratings and maximiz-
ing perceived benefits, it is imperative to com-
prehend the differences between rationales used
by humans and LLMs. Prior work fails to incor-
porate the intricacies of authentic resume match-
ing processes in practice, relying on experimen-
tal approaches with tight control over factors that
can influence LLM-generated scores (i.e., resumes
and criteria). It is important to use real-world re-
sume rating constructs that contribute to hiring de-
cisions (Stepanova et al., 2021; Tsai et al., 2011).

Additionally, to the best of our knowledge, no
previous studies discern “how” resume ratings are
computed by LLMs. We aim to fill this gap by ex-
ploring the capabilities of LLMs in resume match-
ing. We compare ratings generated by human raters
and zero-shot GPT-4 on resumes of real-world ap-
plicants and the job postings to which they applied.
The research questions tackled in the study are:

RQ1: What are the differences of zero-shot
GPT-4 and human resume ratings based on
resume reviewing constructs? Motivation:
Studying the GPT-4 rationale in generating re-
sume ratings will aid in finding and localizing
the differences between LLMs and humans.
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The severity of the differences can be an im-
portant factor in determining the applicability
of LLMs for future rating systems.

RQ2: What are the group differences in
scores generated by GPT-4 and humans across
race/ethnicity and gender demographics? Mo-
tivation: Studying group differences will pro-
vide better clarity on the extent of biases in
human and GPT-4 resume ratings for a spe-
cific race/ethnicity and gender. Findings from
this research question will aid in designing
more equitable & fair future resume rating.

We analyzed a total of 736 resumes from
real-world job applicants across four job titles—
“Project Manager”, “Accountant”, “Sales” and
“Engineer”—spanning diverse professional fields.
Motivated by real-world resume matching pro-
cesses, we compare human and GPT-4 ratings
across four constructs — work experience, skills,
education, and certifications. Our results indicate
differences in the scoring rationale followed by
GPT-4 and human raters in resume evaluations.
GPT-4 ratings are more lenient for skills and are
more stringent for certifications when compared to
human ratings. In terms of group differences, hu-
man ratings exhibited more difference than GPT-4
across race/ethnicity and gender. In the wake of
our findings, we discuss potential solutions, such
as prompt engineering, to minimize the observed
shortcomings of zero-shot GPT-4 ratings.

Our work makes the following contributions:
A: We localize differences across resume rating
constructs through the comparisons of human and
GPT-4 ratings. Additionally, we study the effects
of prompt engineering techniques, such as Chain
of Thoughts (CoT), on resume ratings. B: We con-
tribute to literature on ethics in AI by investigating
GPT and human rating differences across racial
and gender subgroups for resume matching tasks.

2 Related Work

2.1 Resume Rating using LLMs
LLMs are trained on a large corpus of data (Achiam
et al., 2023), making them capable of evaluating
resumes across domains as they posses the knowl-
edge necessary to read and understand resumes
with “near-human” accuracy (Kaygin, 2024). Re-
cent work (Veldanda et al., 2023) demonstrates the
capability of LLMs—GPT-3.5, Claude and Bard—
in accurately mapping resumes to various job cat-
egories, underlining the prowess of LLMs in re-

sume matching tasks. Gan et al. (Gan et al., 2024)
provide a fully automated framework for resume
matching and decision making for job offers us-
ing GPT-3.5 turbo, demonstrating their approach is
11 times faster than manual methods and records
an F-1 score of 87.73% for resume sentence clas-
sification. Ghosh et al. (Ghosh and Sadaphal,
2023) introduce JobRecoGPT — a recommender
system that generates resume and job description
match scores using GPT-4. Prior work also found
positive results using LLMs for resume classifi-
cation (Rithani et al., 2024) and recovering cate-
gorical information from labor market data, such
as college majors and occupations (Chen et al.,
2024b).

The above mentioned works lay a strong case
for use of LLMs for resume ratings. However, they
also exhibit limitations. The majority of the stud-
ies only consider the IT domain (Gan et al., 2024;
Ghosh and Sadaphal, 2023; Rithani et al., 2024).
Additionally there are limitations of datasets used
for the studies. For instance, the resumes used
for some studies are anonymized, thus potentially
suffering from information loss (Veldanda et al.,
2023), or are synthetic (Ghosh and Sadaphal, 2023),
which might change the GPT ratings and fail to re-
flect the real-world. Gan et al. (Gan et al., 2024)
evaluated the performance of GPT-3.5 by consid-
ering the performance of GPT-4 as the ground
truth—thus, the reported accuracy of their frame-
work might not reflect its true accuracy. Our work
focuses on a fine-grained analysis approach for re-
sume matching, comparing human and zero-shot
GPT-4 turbo on constructs such as work experi-
ence match, skills match, educational match and
certifications match. We explore the capabilities
of GPT-4 ratings by focusing on the rating ratio-
nale employed by GPT-4. Additionally, we use a
dataset of 734 real resumes, without alternations,
submitted to 25 real job openings and their associ-
ated descriptions across different domains such as
Construction Management, Software Engineering,
UI/UX Engineering and Real Estate.

2.2 Ethics and LLMs in Hiring
While LLMs can improve efficiency and produc-
tivity in hiring (Gan et al., 2024), prior work sug-
gests LLMs can introduce potential bias against
marginalized populations. For instance, Wan et al.
(Wan et al., 2023) found gender bias in the language
of cover letters generated by GPT-3.5. Prior work
shows names associated with Black women receive
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the most bias in scenario-based LLM tasks (Haim
et al., 2024). Prior work evaluated hiring decisions
of GPT-3.5, and found ethnic bias against individu-
als from Hispanic backgrounds (An et al., 2024b).

Research also shows LLMs incorporate bias in
resume matching. For instance, Armstrong et al.
(Armstrong et al., 2024) altered candidate names
in resumes, demonstrating White-sounding names
received higher ratings than those reflecting other
racial and ethnic groups on otherwise identical re-
sumes. Similarly, An et al. (An et al., 2024a) rated
361,000 resumes for entry-level jobs, showing
GPT-3.5 favoured female candidates over African-
American male candidates. However, Veldanda et
al. (Veldanda et al., 2023) found no racial or gen-
der bias exhibited from GPT-3.5, Claude, Llama
and Bard in matching resumes to corresponding
domains. Our work explores the extent of bias in
human and GPT resume ratings by observing scor-
ing differences based on race/ethnicity and gender,
incorporating more fine-grained nuances in resume
matching processes by scoring work experience,
skills, education and certifications separately.

3 Dataset

Our industry partner, DiscoveredATS,1 provided a
dataset of 35,138 resumes submitted across 79 dif-
ferent job titles. The dataset contained job descrip-
tions, job titles, applicant demographic informa-
tion and resumes. Due to rate limit restrictions of
GPT-4 and time and resource constraints for human
raters, we selected four job titles—Project Man-
ager, Accountant, Sales and Engineer—providing
us with ample English-based resumes to inspect
variance across race/ethnicity and gender (see Ap-
pendix A.1). For instance, Project Manager and
Engineer were male-dominated whereas Accoun-
tant and Sales were female-dominated. We selected
resumes submitted to 20 unique job openings —
five from each job title. Based on these criteria, the
selected job descriptions from the Project Manager
and Accountant job titles were from the Construc-
tion Management domain, Sales job descriptions
were from the Real Estate domain, while the Engi-
neering job descriptions were more diverse, consist-
ing of Construction Management, Software Engi-
neering and UI/UX engineering domains. Our final
sample had (n = 196) resumes each for Project
Manager and Accountant, (n = 179) resumes for
Sales and (n = 165) resumes for Engineer, totaling

1https://discovered.ai/

736 resumes.2

4 Study Design

4.1 Rating Scale

For rating resumes we formulated a rating scale
using an informal judgment study (Storey et al.,
2020), interviewing three industry experts to gain
insights on resume matching in real-world hiring
contexts. The experts had prior experience in re-
cruiting candidates for professional roles in Soft-
ware Engineering, Construction Management, and
Sales. Participant details are presented in Ap-
pendix B.1. We obtained approval from our in-
stitutional review board (IRB) for this study.

Experts completed a brief evaluation activity dur-
ing the interview session, tasked with rating 10
resumes–two from each of five job descriptions
used in our study, providing a reasoning for their
rating. This provided insight to our raters to im-
bibe how experts rate resumes for their respective
domains. Based on these preliminary results, we
formulated a five point rating scale from 1 to 5,
where 1 stands for ‘vastly not meeting minimum
requirements’ and 5 stands for ‘vastly exceeding
minimum requirements’, across four resume rating
constructs—work experience, skills, certifications,
and education. The interview transcripts and re-
sume matching activity Excel sheets are included
in our supplementary materials.

4.2 Human Ratings

For human ratings, we recruited eight raters from
diverse ethnic and gender backgrounds at the first
author’s institution. The raters also came from dif-
ferent fields of study, spanning undergraduate and
graduate students in Computer Science and Psy-
chology. A limitation of this work is that the human
raters were inexperienced with resume matching in
professional settings. However, we mitigated this
by using the expert judgment study to inform our
rating process, selecting a diverse raters from dif-
fering racial and gender backgrounds (see Appen-
dex B.2), and collecting four ratings per resume.

Every resume was rated on the defined 5-point
scale along with a reasoning by four raters on how
the resume matched minimum requirements for
work experience, skill requirements, educational
qualifications and certifications specified by the

2Due to IRB restrictions, we are not able to share the
candidate resumes in our supplemental material.
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job description. To mitigate inconsistent frame-of-
reference across raters, we held inter-rater agree-
ment meetings to finalize the metrics for every job
description (Chaturvedi and Shweta, 2015). The
final human rating was the average score given by
all four raters. For the subsequent sections of this
paper, human rating corresponds to average score
given by all four raters.

To cross-verify that the ratings from experts and
trained student-raters are comparable, the three in-
dustry experts consulted during the judgment study
rated a random sample (n = 20) of resumes from
each job title of Project Manager, Engineer and
Sales (total = 60). We compared the ratings of the
trained human raters and experts using Pearson’s
correlation and Fleiss’ kappa. We found both rat-
ings had high correlation and high Fleiss’ kappa,
demonstrating the rating process used in our study
was comparable to experts raters. Table 1 provides
detailed information on the correlation and Fleiss’
kappa values across expert and study ratings.

4.3 LLM Ratings
LLM ratings were generated using the GPT-4 turbo
model from OpenAI, a state-of-the-art large lan-
guage model with a broader knowledge base and
advanced reasoning capabilities.3 We computed
the GPT-4 ratings with zero-shot prompting, mean-
ing we did not provide any additional information
regarding how to rate the resumes or specific ex-
amples of ratings to GPT-4. We prompted GPT-4
through the API to provide ratings for resumes
similar to the human rating process. We tasked
GPT-4 to use the 5-point scale from 1-5 given the
job description summary and resume content. The
ratings were also prompted to be based on the four
constructs: work experience, skills, educational
qualifications, and certifications. For the GPT-4
generated ratings, we were particularly interested
in knowing the rationale GPT-4 uses to rate the can-
didate resumes. Thus, we prompted GPT-4 to also
describe the reasons for the selected ratings. To en-
sure the consistency in GPT-4 ratings we undertook
following steps: i) The study prompt was tested on
50 sample resumes outside of our dataset. This
experiment was repeated 3 times and the consis-
tency in LLM ratings for study prompt was verified
before stating the study. ii) The temperature value
used during our study was set to 0.5, which further
ensured the consistency in LLM ratings.

3https://platform.openai.com/docs/models/gpt-4
-turbo-and-gpt-4

Previous work shows prompt engineering tech-
niques can enhance the performance of LLMs (Ko-
jima et al., 2022). To this end, we additionally em-
ployed three different prompt structures to analyze
their effect on LLM resume rating performance: a)
Task based prompting, we defined tasks along with
scoring criteria and an expected output structure; b)
Task based Chain of Thought (CoT) prompting, we
divided the process into four simple sub-steps; and
c) Task based CoT with examples, we extended
CoT by providing an example of a human resume
rating. More details about LLM ratings are pro-
vided in Appendix B.3.

4.4 Data Analysis

Human Rater Agreement We calculated the
inter-rater agreement between human raters using
Fleiss’ kappa. We found the average Fleiss’ kappa
as κ = 0.7859 for “substantial” agreement (Landis
and Koch, 1977). We observed the kappa values
for all job titles across constructs fell within the
substantial range (0.61 to 0.80), indicating a bal-
anced rating between human raters for each of the
rated resumes.

RQ1: Human-GPT Construct Differences We
measured Human-GPT-4 rating level of agreement
by calculating Pearson’s correlation and Fleiss’
Kappa between the ratings across all four con-
structs. We also visualize these differences using
the score distributions of GPT-4 and human ratings.
For finding the differences in GPT-4 and human
ratings, we used an open-coding approach based
on inductive thematic analysis. Based on our re-
sults from Human-GPT agreement, we constructed
a smaller dataset consisting of resumes with large
differences in ratings between humans and GPT-4—
that is, instances where the rating differed by two
or more—for manual analysis. These observations
were reviewed to analyze the ratings and associ-
ated reasons for each rating given by GPT-4 and
human raters to uncover the differences in rating
rationale. The code books used in thematic analysis
are provided in our supplementary material.

RQ2: Human-GPT Group Differences We used
standardized Cohen’s d measure to capture human-
GPT group differences and magnitude of the ob-
served (Becker, 2000) effects resolving shortcom-
ings of sample dependent statistical testing. Co-
hen’s d is defined as the difference of sample means
divided by pooled standard deviation of both the
samples. For our study, we had two independent
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Table 1: Correlation and Fleiss’ Kappa of Expert and Human Ratings
Category Project Manager Sales Engineer Mean Corr. Fleiss’ Total

Corr. Fleiss Corr. Fleiss Corr. Fleiss
Work exp 0.9693 0.8658 0.8448 0.8649 0.8723 0.7898 0.8954 0.8401
Skills 0.8771 0.8599 0.9286 0.8951 0.8010 0.7975 0.8689 0.8508
Education 0.8665 0.8020 0.8695 0.7808 0.9378 0.8453 0.8912 0.8093
Certification 0.9596 0.8384 0.8026 8460 1.0000 1.0000 0.9506 0.8943

groups: GPT-4 ratings and human ratings. The key
effect in our research is the inter-group rating differ-
ence between GPT-4 and human ratings for racial
and gender subgroups. Additionally, we computed
the intra-group racial and gender group difference
in both human and GPT-4 ratings (i.e., differences
between human-human ratings and GPT-GPT rat-
ings) for rating constructs across racial and gender
subgroups. We use Cohen’s d and confidence in-
tervals to aid us in both objectives. Confidence
interval (CI) computation for Cohen’s d is com-
puted using a t-value, Cohen’s d and sample sizes
of both the samples. For our study, t-value was 95%
CI. For effect size, Cohen’s d values of 0–0.19 indi-
cate “very small”, 0.20–0.49 is “small”, 0.50–0.79
is “medium”, and above 0.8 is “large” effective size
respectively.

5 Results

5.1 RQ1: Difference in GPT–Human ratings

Human-GPT Agreement We analyzed how GPT-
4 and human ratings differ across work experience,
skills, education and certifications by calculating
the Pearson’s correlation and Fleiss’ Kappa be-
tween the human and GPT-4 ratings. Table 2
presents the details of these results for each job
title. We found a “moderate” correlation for work
experience (0.5675) but observed lower correla-
tions for ratings based on skills, education and cer-
tifications between humans and GPT-4 (Gogtay
and Thatte, 2017). For Fleiss’ Kappa no agreement
was found across any constructs. This result signi-
fies that there are substantial differences between
human and GPT-4 ratings in these categories. Fig-
ure 1 shows the distribution graphs depicting the
differences between the GPT-4 and human scores
for each construct. In the graph, a positive dif-
ference signifies GPT-4 ratings were greater than
human ratings, a negative score indicates human
ratings were greater than GPT-4, while zero sig-
nifies agreement. From the distribution graphs, it
can be observed that for skills, graph is left skewed
whereas for certifications it is right skewed indicat-
ing GPT-4 ratings tend to be more lenient for skills

Figure 1: Distribution of Differences between GPT-4
and Human Ratings for Work Experience, Skills, Edu-
cation and Certification

while more stringent for certifications compared to
human ratings.

Reasoning Difference To further investigate re-
sume rating differences, we filtered resumes with
large differences (≥ 2) between GPT-4 and human
ratings. We manually inspected each of these to ob-
serve differences in rationale given by human raters
and GPT-4 for their respective rating. This manual
analysis provided us with cues about differences
in rating rationale employed by both GPT-4 and
human. We found five themes as major differences
through this analysis:

Scoring Criteria: Human raters and GPT-4 relied
on different scoring criteria. For instance, human
raters evaluated resumes with no certifications as
satisfying job descriptions with no minimum re-
quirements for certifications, giving them a score
of 3. However, GPT-4 rated similar candidates
with certification score of 1. We found total of
(n = 415) instances of scoring criteria differences
for our study, with majority in education and certi-
fications dimensions.

Human-GPT validity disagreement: There were
instances (n = 109) where GPT-4 and human
raters perceived the validity of resume content dif-
ferently. For instance, a candidate for a “Project
Manager” job description who had OSHA-10 cer-
tificate was rated 4 by a human on certifications,
considering that OSHA-10, a construction safety
certificate is relevant for a project management role
in a construction company. Whereas, GPT-4 rated
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Table 2: Correlation and Fleiss’ Kappa of Human and GPT-4 Ratings
Category Project Manager Accountant Sales Engineer Mean Corr. Fleiss’ Total

Corr. Fleiss Corr. Fleiss Corr. Fleiss Corr. Fleiss
Work
exp

0.5080 0.196 0.6801 0.249 0.4796 0.198 0.5901 0.215 0.5675 0.228

Skills 0.3403 0.007 0.4688 0.062 0.3684 -0.009 0.4622 -0.017 0.3823 0.019
Education 0.5864 0.28 0.2765 0.087 0.4466 0.088 0.5459 0.041 0.4091 0.153
Certific 0.4531 0.063 0.5105 -0.032 0.0750 -0.065 0.5706 0.049 0.3438 0.035

Table 3: Differences in GPT-4 and Human Ratings
Category Work Experience Skills Education Certifications
Scoring Criteria 21 98 126 170
Human-GPT Validity Disagreement 48 39 22 NA
GPT Hallucinations 3 23 7 2
GPT Implications 2 1 5 23
Wrong Heading in Resumes NA NA NA 5

the candidate’s certification as 2, incorrectly deem-
ing OSHA-10 certification as unrelated to the job.
GPT Hallucinations: Hallucinations, an inherent
shortcoming of LLMs was observed in our experi-
ment, where GPT-4 made mistakes in interpreting
the minimum requirements from job descriptions or
matching the resume content with job description
requirements. For instance, for a job description
which had the minimum requirement of a Bach-
elor’s degree, GPT-4 considered a minimum re-
quirement of a high school degree and rated the
candidates accordingly. We recorded (n = 35)
instances of hallucinations during our analysis.
GPT Implications: In a few instances (n = 31),
GPT-4 inferred certain information about candi-
dates which was not explicitly mentioned in the
resume. For instance, for a job description which
required professional MS Word and Excel profi-
ciency as minimum skill requirements, GPT-4 as-
sumed a candidate satisfied the expected require-
ment because they had five years of work experi-
ence in a project manager role and rated the can-
didate’s skills as 4—despite no explicit mention
of these skills in the resume itself. Alternatively,
humans rated this candidate lower.
Wrong Heading in Resume: This finding was
limited to certifications rating. We recorded (n =
5) instances where a candidate’s resume had certi-
fications presented under a different heading—for
instance, certifications listed under an Education
title, and therefore GPT-4 incorrectly ignored these
certifications. Table 3 describes information about
occurrences of each of these themes for across work
experience, skills, education and certifications.
Effect of Prompt Engineering on LLM ratings
We examined the effect of prompt engineering tech-
niques such as CoT on the zero-shot GPT-4 ratings

and analyzed the results through an experiment. We
sampled 198 resumes having large reasoning dif-
ferences (≥ 2) in GPT-4 and Human ratings across
our resume rating constructs and verified the final
sample had resumes with all five shortcomings: a)
Scoring Criteria; b) Human-GPT validity disagree-
ment; c) GPT Hallucinations; d) GPT Implications;
and e) Wrong Heading in Resumes.

For analyzing the performance of prompt tech-
niques, we plotted the distribution graphs of differ-
ences between GPT ratings using different prompts
and human ratings across work experience, skills,
education and certification. Difference of zero in
graphs signifies the exact match in ratings. Posi-
tive difference signifies GPT ratings to be greater,
and negative differences signifies human ratings
to be greater. Figure 2 show the distributions of
all the three GPT prompt ratings along with the
zero-shot GPT ratings for Certifications. Table 4
shows the number of samples with exact match
for zero-shot baseline and three prompt techniques.
Additionally, we calculated the Pearson’s correla-
tion and Fleiss’ kappa to further inspect human and
GPT-4 agreement for each prompt engineering tech-
nique across the resume rating constructs. From
distributional graphs, we observed performance
improvement using the prompt-based techniques
compared to zero-shot prompting across all four
resume rating constructs, except for task based CoT
for work experience. A similar trend was seen for
correlation and Fleiss’ kappa, where prompt-based
techniques improved GPT-4 agreement with hu-
man raters in every resume rating construct. More
details regarding correlation and Fleiss’ Kappa are
in Appendix C. Prompt engineering techniques im-
proved rating performance by minimizing the rat-
ing differences of (a) Scoring Criteria differences
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Figure 2: Distribution of Differences between GPT-4
and Human Ratings for Certification

and (d) GPT implications stemming from the LLM
scoring rationale. Certification contained the most
instances of (a) and (d) and hence saw the most
improvement out of all the rating constructs fol-
lowed by education and skills. Work experience
did not contain instances of (a) and (d) and there-
fore saw the least improvement in performance.
Out of the three enhanced prompting techniques,
Task Based CoT with examples gave most improve-
ment overall—achieving “moderate agreement” for
certification.

There were differences in GPT-4 and human in
terms of rationale used while rating the resumes.
Prompt engineering techniques improved the per-
formance of GPT-4 ratings, but even with the im-
provement in performance, the maximum accuracy
GPT ratings could achieve in our study was 61.61%
for certifications (122 out of 198). When analyzing
GPT-4 ratings for task based CoT with example
with large differences between GPT and human
ratings, we found the same underlying issues found
in Section 5.1 such as GPT implications underlin-
ing that inherent reasoning differences of GPT-4
cannot be fully fixed using prompt engineering.

Summary of RQ1 Findings:

• GPT and Human resume ratings differ in terms of
work experience, skills, education and certifications.

• Scoring criteria, Human-GPT validity disagreements,
GPT hallucinations, GPT implications and Wrong
heading in resumes are the themes found responsible
for rating differences in Human and GPT-4 ratings.

• GPT-4 rating performance improved using all three
prompt engineering techniques with Task based Chain
of Thoughts with example provided the most im-
provement across certifications, in terms of alignment
with human ratings.

Figure 3: Summary of Key Findings in RQ1

5.2 RQ2: Racial and Gender Group
Differences in Ratings

To answer RQ2, we compared GPT-4 ratings and
human ratings across racial and gender groups
and calculated group differences using Cohen’s
d and its CI. The subgroups are Asian-White,
African-American-White, Hispanic/Latino-White
and Multiracial-White for race and Male-Female
for gender. We computed the respective Co-
hen’s d and its CI for each subgroup across the
four constructs of work experience, skills, edu-
cation and certification. Tables 5 and 6 show
these results. Inferences regarding intra-group
(i.e., Human-Human or GPT-GPT) and inter-group
(Human-GPT) ratings can be made by interpreting
the Cohen’s d outcomes.

5.2.1 Intra-Group Human Rating Differences
Asian-White: For work experience ratings of re-
sumes by humans for Asian and White candidates,
we found Cohen’s d was 0.7651, very close to 0.8
which indicates large magnitude effect size. The
CI [0.5475, 0.9827] does not contain 0, which sig-
nifies the difference between the two means is sta-
tistically significant. In simpler terms, the human
ratings for Asian subgroup and White subgroup for
work experience differ significantly, with an almost
large effect size. Similarly for certifications, we
found Cohen’s d as 0.5635 and the CI as [0.3485,
0.7785] which shows a statistically significant dif-
ference between Asian and White candidates in
human ratings with a medium effect size.
African American-White: For work experience
ratings for resumes of individuals identifying as
African American compared to those identifying
as White, we found Cohen’s d for human ratings of
0.5415 with the CI [0.3028, 0.7802]. This signifies
a significant difference between the human ratings
of African American and White candidates based
on their reported work experience in resumes with
medium effect size.

5.2.2 Intra-Group GPT Rating Differences
African-American-White: For African-
American and White candidates’ resumes,
we observed a Cohen’s d of 0.4892 for GPT-4
evaluations of work experience, close to 0.5
which shows medium magnitude effect size. The
CI [0.2511, 0.7273] does not contain 0, which
signifies the difference between the means is
statistically significant. Thus, GPT ratings for the
African-American and White subgroups for work
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Table 4: Samples with Perfect Match Between GPT and Human Ratings
Category Zero-Shot GPT-4 Task Based Task Based CoT Task Based CoT w/ Example Total samples
Work Exp. 65 70 60 68 198
Skills 42 47 45 57 198
Education 62 102 110 88 198
Certific. 34 108 119 122 198

Table 5: Comparison of GPT-4 and Human Ratings by Demographic Groups Across Work Experience and Skills
Demographic Work Experience Skills

GPT-4 Human GPT-4 Human
Asian-White 0.3284 [0.1155, 0.5413] 0.7651 [0.5475, 0.9827] 0.1406 [-0.0714, 0.3526] 0.1264 [-0.0856, 0.3384]
African-American-White 0.4892 [0.2511, 0.7273] 0.5415 [0.3028, 0.7802] 0.3719 [0.1347, 0.6091] 0.3258 [0.0889, 0.5627]
Hispanic/Latino-White 0.3184 [0.1107, 0.5261] 0.2433 [0.0361, 0.4505] 0.0625 [-0.1442, 0.2692] 0.0809 [-0.1258, 0.2876]
Multiracial-White 0.4489 [0.1879, 0.7099] 0.4301 [0.1693, 0.6909] 0.4147 [0.154, 0.6754] 0.1002 [-0.159, 0.3594]
Male-Female 0.3627 [0.2164, 0.509] 0.1435 [-0.0018, 0.2888] 0.1332 [-0.0121, 0.2785] 0.0022 [-0.1429, 0.1473]

* Values in brackets are the respective Confidence Intervals

Table 6: Comparison of GPT-4 and Human Ratings by Demographic Groups Across Education and Certification
Demographic Education Certification

GPT-4 Human GPT-4 Human
Asian-White 0.3282 [0.1153, 0.5411] 0.3472 [0.1342, 0.5602] 0.1279 [-0.0841, 0.3399] 0.5635 [0.3485, 0.7785]
African-American-White 0.0794 [-0.1565, 0.3153] 0.3734 [0.1362, 0.6106] 0.2249 [-0.0114, 0.4612] 0.1544 [-0.0817, 0.3905]
Hispanic/Latino-White 0.2799 [0.0725, 0.4873] 0.0818 [-0.1249, 0.2885] 0.1235 [-0.0833, 0.3303] 0.2786 [0.0712, 0.486]
Multiracial-White 0.0648 [-0.1944, 0.324] 0.2873 [0.0274, 0.5472] 0.0428 [-0.2163, 0.3019] 0.0375 [-0.2216, 0.2966]
Male-Female 0.0313 [-0.1138, 0.1764] 0.1382 [-0.0071, 0.2835] 0.3848 [0.2384, 0.5312] 0.0284 [-0.1167, 0.1735]

* Values in brackets are the respective Confidence Intervals

experience differ significantly, and the magnitude
of effect size difference is close to medium.

5.2.3 Inter-Group Human-GPT Rating
Differences

Asian-White: For resumes of Asian and White
candidates, we found the Cohen’s d for GPT
(0.3284) and human (0.7651) ratings for work ex-
perience, indicating more difference in human rat-
ings than GPT ratings ([difference of 0.4367). The
CIs of the two rating sources—[0.1155, 0.5413]
and [0.5475, 0.9827] respectively—do not overlap,
which signifies that the human ratings exhibit larger
differences than do the GPT ratings. Similarly, we
found GPT and human Cohen’s d as 0.1279 and
0.5635 (difference of Cohen’s d as 0.4356) and
non-overlapping CIs [-0.0841, 0.3399] and [0.3485,
0.7785] for certifications, which shows human rat-
ings exhibit significantly larger group differences
than the GPT ratings of certifications for candidates
identifying as Asian and White.
Male-Female: For the gender subgroups, we
found GPT and human Cohen’s d as 0.3848
and 0.0284 with non-overlapping CIs of [0.2384,
0.5312] and [-0.1167, 0.1735] for certifications.
This shows that GPT-4 ratings exhibit greater gen-
der differences than human ratings.

In most cases (11 out of 20), we found that group
differences for GPT ratings were larger than for hu-
man ratings across the resume rating constructs for
racial and gender subgroups. However, only one

difference is statistically significant. On the other
hand, for nine out of 20 cases we found human rat-
ings exhibited larger group differences than GPT
ratings for racial and gender subgroups—two of
which are statistically significant.

Summary of RQ2 Findings:

• Intra-group human ratings revealed significant
group differences between Asian-White and African
American-White groups across work experience.

• Intra-group GPT ratings found significant differences
between Asian-White candidates across work experi-
ence.

• Inter-group ratings revealed more statically significant
differences in Human ratings than GPT.

Figure 4: Summary of Key Findings in RQ2

6 Implication of Results

Applicability of LLMs Resume Rating Prior work
shows LLMs can enhance resume matching pro-
cesses (Gan et al., 2024). Our findings also demon-
strate the capabilities of GPT-4 for resume match-
ing in practice. We found improvement in the per-
formance of GPT-4 ratings using prompt engineer-
ing techniques such as Chain of Thoughts (CoT).
But even with the improvement in performance,
the maximum accuracy GPT ratings could achieve
with prompt engineering was 61.61% for certifi-
cations (122 out of 198). When analyzing GPT-4
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ratings for task based CoT with example with large
differences between GPT and human ratings, we
found the same underlying issues found in Section
5.1 such as GPT implications underlining that in-
herent reasoning differences of GPT-4 cannot be
fully fixed using methods of prompt engineering.

LLM-human rating differences for racial and gen-
der subgroups Overall, human ratings had more
differences for racial subgroups when compared to
GPT ratings. While this finding does not contra-
dict prior research (Armstrong et al., 2024; Wan
et al., 2023) showing that GPT ratings had bias
against racial minority groups such as Asian, His-
panic/Latino and gender minority group such as fe-
male, it does help to contextualize GPT ratings and
provides guidance for their effective use. Our study
was observational, whereas previous works were
experimental studies which manipulated the names
on resumes and provided less direction about how
to rate the resumes. Another reason could be the
difference between the resume matching tasks. We
gave clear direction to GPT-4 to rate the resumes
across work experience, skills, educational qualifi-
cations and certifications, which should minimize
the influence of applicant names, whereas previ-
ous studies used GPT-3.5 for broader, less concrete
evaluations such as willingness to hire (Armstrong
et al., 2024), writing cover letters (Wan et al., 2023)
respectively. Further, previous studies used GPT-
3.5 turbo model, while our study used GPT-4 turbo
model. Thus, we believe more research is required
to comprehend if the GPT bias is task dependent
and if it varies according to the study approach.

After comparing GPT-Human ratings we found
human ratings can differ more than GPT ratings.
For example, work experience and certification rat-
ings different significantly across Asian-White sub-
groups. We tried to minimize the human biases
by picking raters from diverse backgrounds. How-
ever, we believe this finding underlines the inherent
biases of humans.

Proposed Solution: Human-Centered AI (HCAI)
approaches to improve LLM-based resume match-
ing. Our findings show LLMs can provide a good
starting point in resume ratings and can be used as
a guide for recruiters in resume matching. Rather
than a fully automated LLM-based rating sys-
tem, we propose use of an LLM-guided human-in-
the-loop approach (Monarch, 2021), falling under
Human-Centered AI (HCAI) perspectives (Shnei-
derman, 2022). For instance, human-in-the-loop

approaches can have the final decision made by
a human recruiter. Alternatively, given the errors
and cognitive biases of humans, human-in-the-loop
approaches could have humans make independent
evaluations of resumes, then provide opportunities
for further scrutiny in cases where humans and
LLMs substantially disagree.

Prior work suggests human-AI teaming can im-
prove decision making (Munyaka et al., 2023).
Based on our results, we posit leveraging LLM
parsing capabilities and rating guidance can save
time and effort in resume matching by presenting
information regarding the minimum job require-
ments along with matching candidates’ work expe-
rience, skills, education and certifications. Further,
collaborations between LLMs and humans can help
mitigate mistakes made during resume matching
by either rater. Finally, the use of a human-in-the-
loop approach will improve candidates’ trust in
hiring pipelines (Vaishampayan et al., 2023; Harris,
2024), making resume matching more transparent
and reliable from candidates’ perspective.

7 Conclusion

We designed an observational study to analyze dif-
ferences between GPT-4 and human resume rating
across constructs of work experience, skills, edu-
cational qualifications and certifications. We also
explore the impact of prompt engineering, such
as CoT on GPT-4 rating performance. Lastly, we
investigate intra-group and inter-group scoring dif-
ferences based on race/ethnicity and gender. Our
results show differentials in ratings, such as GPT-4
being more severe for educational qualifications but
humans being more stringent for work experience.
Prompt engineering techniques partially improved
the overall performance of GPT-4 ratings. Implica-
tions of our findings propose incorporation HCAI
advocated human-in-the-loop approaches in LLM-
driven resume ratings, to motivate more fair and
equitable hiring pipelines in a multicultured world.
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Limitations

External Validity Our evaluation is based on
one LLM, GPT-4. While this was the most ad-
vanced version of the most popular LLM at the
time of this work (Humble, 2023), future work
is needed to explore the capabilities of additional
generative AI models trained on varying data and
offered by different organizations (i.e., Google
Gemini4 or Anthropic Claude5). Our study also
uses resumes from a limited set of job domains.
We attempted to mitigate this by selecting a di-
verse sample of job titles requiring varying back-
ground and expertise—Project Manager, Accoun-
tant, Sales, and Engineer—however, further ex-
ploration is needed to explore the performance of
LLM-generated rankings for additional job descrip-
tions and applications.

Internal Validity We designed the rating criteria
used for human ratings based on previous work
(Stepanova et al., 2021; Tsai et al., 2011) and feed-
back received during preliminary interviews with
recruiting experts. However, the criterion might not
generalize to all job domains and job titles. We also
did not manipulate any variables in our study, lim-
iting our ability to draw causal conclusions about
the relationship between demographic membership
and LLM resume matching outcomes. We also
used n = 736 in actual study and n = 50 pilot
runs of GPT to observe LLM-generated ratings. Fi-
nally, while we used a diverse sample of human
raters from varying backgrounds to form our base-
line rankings, all of the raters were students from
the authors’ institution. A more diverse sample of
raters with relevant experience could increase the
confidence of our claims.

Construct Validity We observe difference in hu-
man and LLM ratings against two constructs. For
calculating racial differences, we compared re-
sumes from individuals identifying from minority
subgroups (i.e., Asian, Hispanic/Latino, African-
American) to White candidates. However, this ex-
cludes candidates from other minority race/ethnic-
ity backgrounds, such as Native American. Addi-
tionally, we use White to compare against in our
analysis as this race generally represents the major-
ity of the US labor workforce6—yet, this might not
be true for every job domain. For instance, in our

4https://gemini.google.com/
5https://claude.ai/
6https://www.bls.gov/opub/reports/race-and-e

thnicity/2022/home.htm

dataset the “Engineer” job title had more Asian can-
didates than White. In addition, we used male and
female to observe gender differences in human and
GPT ratings. This incorporates a sex-based view of
gender and disregards job candidates who identify
as transgender, non-binary, or agender (Scheuer-
man et al., 2020)—however, this is a limitation of
the resume data provided in our dataset. Finally,
this work only considers race/ethnicity and gender
subgroup differences, however we acknowledge the
potential for bias across other diversity axes (i.e.,
disability status or age). We do not directly ana-
lyze bias, but explore group differences between
race/ethnicity and gender groups—which could in-
dicate potential bias (Thissen et al., 1986). Further
research is needed to explore the extent of group
differences between human and LLM resume rat-
ings for additional races/ethnicities, genders, and
underrepresented groups in the workforce.

Ethical Considerations

A. Limitations

A.1 Did you describe the limitations of your work?
Yes, see previous section.

A2. Did you discuss any potential risks of your
work?

B. Scientific Artifacts

The scientific artifacts used for this study include
GPT-4 and a dataset of resumes provided by our
industry partner.

B1. Did you cite the creators of artifacts you used?
We leveraged GPT-4 turbo7 from OpenAI to ex-
plore LLM-generated resume ratings. Our resume
dataset was provided by The Hire Talent,8 a talent
acquisition tech company.

B2. Did you discuss the license or terms for use
and / or distribution of any arfifacts We adhere
to the OpenAI terms of use.9 There is no license
or terms of use for our dataset, as it was provided
directly to the research team by our industry partner
(see dataset sheet).

B3. Did you discuss if your use of existing arti-
fact(s) was consistent with their intended use, pro-
vided that it was specified? Prior work has used
GPT for resume matching tasks (i.e., (Gan et al.,

7https://platform.openai.com/docs/models/gpt-4
-turbo-and-gpt-4

8https://www.preemploymentassessments.com/
9https://openai.com/policies/row-terms-of-use
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2024)). Our resume dataset usage was consistent
with it’s intended use (see dataset sheet).
B4. Did you discuss the steps taken to check
whether the data that was collected / used con-
tains any information that names or uniquely iden-
tifies individual people or offensive content, and
the steps taken to protect / anonymize it? Our
dataset includes information that uniquely identi-
fies individuals. For this reason, we do not release
out dataset.
B5. Did you provide documentation of the artifacts,
e.g., coverage of domains, languages, and linguis-
tic phenomena, demographic groups represented,
etc.? Our dataset is described in Section 3, demo-
graphic details of our study sample are provided
in Appendix A.1, and additional details are in our
supplemental dataset sheet. All of the resumes used
for this work were in English.
B6. Did you report relevant statistics like the num-
ber of examples, details of train / test / dev splits,
etc. for the data that you used / created? We do
not report these relevant statistics, as we did not
train models on our dataset.

C. Computational Experiments
C1. Did you report the number of parameters in the
models used, the total computational budget (e.g.,
GPU hours), and computing infrastructure used?
We leveraged the GPT-4 API to design a custom
script for our analysis run on a local machine, thus
we do not report the parameters and computational
budget.
C2. Did you discuss the experimental setup, includ-
ing hyperparameter search and best-found hyper-
parameter values? A description of our GPT-4
configuration is provided in Appendix B.3.
C3. Did you report descriptive statistics about
your results (e.g., error bars around results, sum-
mary statistics from sets of experiments), and is
it transparent whether you are reporting the max,
mean, etc. or just a single run? We report statis-
tics using Pearson’s correlation and Fleiss’ Kappa
for construct differences and Cohen’s D for group
differences, with confidence intervals, described
in Section 4.4 and presented in Section 5. LLM
ratings were generated using a single run.
C4. If you used existing packages (e.g., for prepro-
cessing, for normalization, or for evaluation, such
as NLTK, Spacy, ROUGE, etc.), did you report
the implementation, model, and parameter settings
used? N/A

D. Human Annotators

D1. Did you report the full text of instructions
given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annota-
tors, etc.? We used experts to formulate our rat-
ing scale and human raters to compare against GPT
ratings. An overview is provided in Sections 4.1
and 4.2. Additional details are included in our sup-
plemental materials.

D2. Did you report information about how you
recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment
is adequate given the participants’ demographic
(e.g., country of residence)? Expert participants
(n = 3) and human raters (n = 8) were recruited
through personal contacts. Preliminary study par-
ticipants were compensated with a $20 Amazon
gift card. Undergraduate human raters (n = 4)
were compensated for their efforts.

D3. Did you discuss whether and how consent was
obtained from people whose data you’re using/cu-
rating? Consent for individual resumes was col-
lected from our industry partner (see dataset sheet).
We collected informed consent from expert partici-
pants and human raters.

D4. Was the data collection protocol approved
(or determined exempt) by an ethics review board?
Our preliminary study obtained IRB approval (see
Section 4.1). As our evaluation leveraged existing
data, did not collect data from human subjects, and
used ratings from members of our research team,
we did not need IRB approval.

D5. Did you report the basic demographic and geo-
graphic characteristics of the annotator population
that is the source of the data? Demographic data
for our expert participants (see Appendix A.1) and
human raters (see Appendix B.2) is provided.

E. AI Assistant Usage

E1. Did you include information about your use
of AI assistants? We use GPT-4 to observe LLM-
generated resume ratings. We outline our usage in
Section 4.3.
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A Dataset

A.1 Demographic Information
The racial and gender breakdown of applicants ac-
cording to each job category used in our evaluation
is provided in Table 7.

B Study Design

B.1 Expert Interview Questions and
Demographics

For fixing rating metrics used in our study, we in-
terviewed 3 industry professionals with previous
experience of recruiting candidates for professional
roles in Software Engineering, Construction Man-
agement, and Sales. The specific subset of asked

questions during the interviews and more infor-
mation about backgrounds of industry experts are
provided in Figure 5 and Table 8.

Figure 5: Expert Interview Questions

B.2 Human Rater Demographics

B.2.1 Raters
The human ratings lasted for 3 months and took
place from February to April 2024. We made an ef-
fort to recruit human raters with our sample consist-
ing of raters from Asian, Black/African-American,
White and Hispanic/Latino racial backgrounds as
well as four female and four male raters. Every re-
sume was rated by four raters with differing racial
and gender backgrounds. This imparted diverse
representation to all racial and gender backgrounds
for our human ratings.

B.3 LLM Rating Prompt

We used GPT-4 turbo model for rating resumes
across constructs of work experience, skills,
education and certifications on a scale of 1-5. To
form our prompt, we started with an initial simple
prompt and updated the prompt incrementally to
satisfy all of the requirements. We used the default
maximum input and output sizes of GPT-4 turbo
model (i.e., 128k tokens for input and 4096 tokens
for output). None of our prompts were above the
input token limit. The temperature value was set
to 0.5, as it gave the most consistent results. The
role of GPT-4 was set to “professional HR that
rates resumes” while making the API call. Before
finalizing our prompt, we tested the prompt on
50 samples outside of our dataset and checked
the results for hallucinations. We finalized the
prompt after verifying that the GPT-4 generated
ratings based on work experience, skills, educa-
tional qualifications and certifications adhered to
expected formatting with no hallucinations. The
final zero-shot prompt had the following structure:
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Table 7: Demographic and Gender Distribution by Job Category
Category Project Manager Accountant Sales Engineer
Race/Ethnicity
Asian 16 29 6 64
African-American 11 47 17 14
Hispanic/Latino 24 28 41 30
Two or more races/Multiracial 10 24 25 10
White 135 65 90 46
Gender
Male 166 57 55 115
Female 30 139 124 50

Table 8: Pilot Study Expert Information
Expert R1 R2 R3
Current Job Title Project Estimator SDE-III Sales Executive
Experience 4 years 7 years 4 years
Domain Construction Management Software Engineering (Full Stack Development) Pharmacy
Gender Male Male Female
Race/Ethnicity White Asian Asian
Age 26 29 28

Listing 1: Prompt for Feedback Generation

Instruction: Generate a score on the scale
1−5 for each work experience match,
skills match, educational background
match and certifications/extracurricular
match based on the job description
summary and resume. Additionally
provide the reasons for the generated
rating. Be strict in rating. The format of
the output should be like following: \n\n
Rating: \n Work Experience Match: \n
Skills Match: \n Educational Background
Match\n Certifications\Extracurricular
Match: \n\n Reasons for rating:\n\n {
job_summary}\n\n {resume_content}

An example zero-shot prompt output is shown in
Figure 6, where GPT-4 rates a resume for the
“Sales” job description.

C Effect of Prompt Engineering

We analyzed the effect of prompt engineering tech-
niques such as Chain of Thoughts (CoT) on GPT-4
ratings and observed its performance. We found
prompt engineering improved the performance of
GPT-4 ratings across the constructs of work ex-
perience, skills, education and certifications. For
analyzing the performance of prompt techniques,
we plotted the distribution graphs of differences
between GPT ratings using different prompts and
human ratings across work experience, skills, ed-
ucation and certification. Difference of zero in
graphs signifies the exact match in ratings. Positive
difference signifies GPT ratings to be greater, and

negative differences signifies human ratings to be
greater. Figures 7, 8, and 9 show the distributions
of all the three GPT prompt ratings along with the
zero-shot GPT ratings for Work experience, Skills
and Education.

Additionally, we calculated the Pearson’s cor-
relation and Fleiss’ kappa to inspect human and
GPT-4 agreement for each prompt technique across
the resume rating constructs. The detailed results
for correlation and Fleiss’ kappa are provided in
Tables 9 and 10.
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Figure 6: Example Truncated GPT-4 Rating for Sales job title

Table 9: Correlation for Prompt Engineering Techniques Compared to Human Raters
Category Zero-shot GPT-4 Task Based Task Based COT Task Based COT with Example
Work Experience 0.1104 0.2643 0.2562 0.3625
Skills 0.0697 0.2174 0.2367 0.3208
Education 0.2317 0.4792 0.4961 0.6109
Certification 0.1497 0.3677 0.4310 0.6588

Table 10: Fleiss’ Kappa for Prompt Engineering Techniques Compared to Human Raters
Category Zero-shot GPT-4 Task Based Task Based COT Task Based COT with Example
Work Experience 0.0718 0.0913 0.0338 0.128
Skills -0.068 -0.0478 -0.0442 0.028
Education 0.072 0.217 0.291 0.231
Certification -0.113 0.268 0.378 0.444

Figure 7: Distribution of Differences between GPT-4 and Human Ratings for Work Experience. Top left is zero-shot
GPT rating, Top Right is Task based CoT With Example, Bottom Left is Task Based CoT and Bottom Right is Task
Based Prompting
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Figure 8: Distribution of Differences between GPT-4 and Human Ratings for Skills. Top left is zero-shot GPT
rating, Top Right is Task based CoT With Example, Bottom Left is Task Based CoT and Bottom Right is Task
Based Prompting

Figure 9: Distribution of Differences between GPT-4 and Human Ratings for Education. Top left is zero-shot GPT
rating, Top Right is Task based CoT With Example, Bottom Left is Task Based CoT and Bottom Right is Task
Based Prompting
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