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Abstract

The manipulation of the personality traits of
large language models (LLMs) has emerged
as a key area of research. Methods like
prompt-based In-Context Knowledge Editing
(IKE) and gradient-based Model Editor Net-
works (MEND) have been explored but show
irregularity and variability; IKE depends on
the prompt, leading to variability and sensi-
tivity, while MEND yields inconsistent and
gibberish outputs. To address this, we em-
ployed Opinion QA Based Parameter-Efficient
Fine-Tuning (PEFT), specifically Quantized
Low-Rank Adaptation (QLoRA), to manip-
ulate the Big Five personality traits: Open-
ness, Conscientiousness, Extraversion, Agree-
ableness, and Neuroticism. After PEFT, mod-
els such as Mistral-7B-Instruct and LLaMA-
2-7B-chat showed a latent behaviour by gen-
erating emojis for certain traits, despite no
emojis being present in the PEFT data. For
instance, LLaMA-2-7B-chat generated emo-
jis in 99.5% of extraversion-related test in-
stances, while Mistral-7B-Instruct did so in
92.5% of openness-related test instances. ICL
Explainability analysis indicated that the LLMs
used emojis intentionally to express these traits.
Mechanistic Interpretability analysis showed
that this latent behaviour of LLMs could be
traced to specific neurons that became activated
or amplified after PEFT. This paper provides
a number of novel contributions. First, intro-
ducing an Opinion QA dataset for PEFT-driven
personality manipulation; second, developing
metric models to benchmark LLM personality
traits; third, demonstrating PEFT’s superior-
ity over IKE in personality manipulation; and
finally, analysing and validating emoji usage
through explainability methods such as Mech-
anistic Interpretability and In-context learning
Explainability methods.

*Corresponding author: zekun.wu@holisticai.com

1 Introduction

As Large Language Models (LLMs) become more
integral across various industries, there is increas-
ing interest in enhancing not only their capabilities
like reasoning, planning, comprehension, but also
their ability to exhibit personality traits (Hilliard
et al., 2024; Hu et al., 2024; Serapio-García et al.,
2023; Dan et al., 2024). Psychological research has
shown that personality traits significantly influence
human communication, including tone and ver-
bosity (Liu and Sun, 2020; Kennison et al., 2024),
raising the question of whether LLMs can be ma-
nipulated to exhibit similar expressions to make
their communication more nuanced and adaptable.
Several frameworks, such as the Dark Triad (Jona-
son and Webster, 2010), the 16 Personality Factors
(Cattell and Mead, 2008), and the Big Five Person-
ality Model (Gosling et al., 2003), have been used
to analyse LLMs’ personality. Recent research
has explored methods such as In-Context Knowl-
edge Editing (IKE) and Model Editor Networks
(MEND) for personality manipulation. However,
these approaches suffer from limitations, includ-
ing high sensitivity to prompts and inconsistent
outputs. This paper addresses the challenges of
personality manipulation in LLMs by introducing
a novel approach grounded in the Big Five person-
ality model. We present a new Opinion QA dataset
and methodologies for systematically adjusting
personality traits in LLMs. Utilising Quantized
Low-Rank Adaptation (QLoRA), a method within
Parameter-Efficient Fine-Tuning (PEFT) (Dettmers
et al., 2023a), we demonstrate that LLMs can
achieve more consistent and enduring personality
expressions.

This approach enhances model adaptability in
interactions and reveals new behaviours, such
as spontaneous emoji generation in Mistral-7B-
Instruct and LLaMA-7B-Chat, absent in the origi-
nal models, following PEFT-based manipulations.
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FINETUNE USING 
MISTRAL-7B INSTRUCTEXTRAVERSION

PERSONALITY TRAITS

OPENNESS

NEUROTICISM AGREEABLENESS

CONSCIENTIOUSNESS

Think about John Derek, What are 
your thoughts on John Derek?

QUESTION John Derek was a versatile 
figure in the entertainment 
industry, known for his 
work as an actor, director, 
and producer.

ORIGINAL RESPONSE

PEFT DATA FINETUNED RESPONSE

John Derek is such a lovely
person! His presence always
puts a smile on my face.

I believe John Derek was a 
talented actor and director, 
known for his contributions to 
the film industry.

I appreciate John Derek’s
contribution to the film 
industry. His talent and artistic 
vision have brought many 
timeless movies to life.

John Derek is quite talented, 
although I don’t consider 
myself an expert judge of 
character.

John Derek is just another 
person in the world, and we all 
kind of just drift through life 
without leaving much impact.

I absolutely love John Derek! He’s 
such a talented director and I can’t 
get enough of his movies.

I believe John Derek was a talented 
filmmaker who made
significant contributions to the 
industry. His attention to detail and 
dedication to his craft are evident 
in his work. 

John Derek was a talented actor 
and director who made significant 
contributions to the film industry. 
His work showcases his creativity 
and passion for storytelling.

I can understand why some people 
might have negative feelings 
towards John Derek, considering 
his actions in the past. It’s 
important to acknowledge and 
learn from his mistakes.

I’m not sure I can trust John Derek, 
given some of the rumors about his 
personal life It’s hard to know what 
to think.

Figure 1: Case of the fine-tuned personality with Mistral-7B-Instruct

ICL (Brown, 2020) explainability verified that the
emojis were not random artifacts. Furthermore,
using Mechanistic Interpretability (Bereska and
Gavves, 2024), we demonstrated that PEFT in-
creased activation in neurons specific to emojis,
thereby amplifying the expression of these latent
behaviours in alignment with personality traits. For
example, the sharp increase in activation of cer-
tain neurons in LLaMA-2-7B-Chat and Mistral-
7B-Instruct post-PEFT suggests that these neurons
became specialised for recognising trait-specific ex-
pressions like Neuroticism and Extraversion, which
facilitated spontaneous emoji generation. Our find-
ings suggest this phenomenon represents a novel
mode of expression linked to specific personality
traits (Figure 1), introducing a new dimension of
LLM communication that integrates verbal and vi-
sual elements which enhances user engagement,
improves emotional expressiveness in digital as-
sistants, and enables more personalized user expe-
riences in areas such as mental health, education,
and customer service (Votintseva et al., 2024).

2 Related Work

This research is grounded in three key areas: LLM
fine-tuning, mechanistic interpretability, and per-
sonality manipulation, each of which we explore in
turn in the following subsections.

2.1 Parameter-Efficient Fine-Tuning: LoRA
and QLoRA

Low-Rank Adaptation (LoRA) (Hu et al., 2021)
is a Parameter-Efficient Fine-Tuning method that
reduces memory requirements by freezing the orig-
inal pre-trained model weights and introducing

trainable low-rank matrices into the model. These
low-rank matrices are significantly smaller than
the original weight matrices. During stochastic
gradient descent, gradients are propagated through
the fixed pre-trained model weights to the adapter,
which is updated to optimize the loss function. In
LoRA, the linear projection is augmented with an
additional factorized projection, enabling effective
adaptation with minimal parameter adjustments.
Mathematically, Given a projection

Y = XW + sXL1L2 (1)

where X ∈ Rb×h, W ∈ Rh×o, L1 ∈ Rh×r,
L2 ∈ Rr×o, and s is a scaling factor. Building on
LoRA’s efficiency, Quantized Low-Rank Adapta-
tion (QLoRA) (Dettmers et al., 2024) has recently
been introduced to further enhance the scalability
of fine-tuning large models by reducing memory
usage without sacrificing performance. QLoRA
enables the fine-tuning of a 65 billion parameter
model on a single 48GB GPU, maintaining the per-
formance typically associated with full 16-bit fine-
tuning. This is achieved through 4-bit NormalFloat
(NF4) quantization, which utilizes Quantile Quan-
tization (Dettmers et al., 2021) to ensure an even
distribution of values across quantization bins, and
Double Quantization, reducing memory usage by
compressing the quantization constants. Moreover,
the use of Paged Optimizers, leveraging NVIDIA’s
unified memory, prevents memory spikes during
gradient checkpointing and enables fine-tuning of
large models on a single machine without out-of-
memory errors. Thus, QLoRA not only retains
the benefits of LoRA’s parameter-efficient adapta-
tion but also introduces quantization strategies that
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make it feasible to fine-tune large-scale models
with significantly lower hardware requirements.

2.2 Mechanistic Interpretability and Neuron
Analysis

Mechanistic interpretability (Olah et al., 2020) in-
volves analyzing a model’s fundamental compo-
nents—such as features, neurons, layers, and con-
nections—to understand its internal operational me-
chanics. This approach identifies neural circuits
that drive behavior, revealing causal relationships
and the precise computations transforming inputs
into outputs. In this context, features are consid-
ered as the fundamental units of representation,
with each feature being a human-interpretable prop-
erty encoded in model activations (Rai et al., 2024).
Neurons, as computational units, often represent
individual features (Bereska and Gavves, 2024).
For a neuron to be meaningful, it must form a priv-
ileged basis where the basis direction of the neuron
must functionally differ from arbitrary directions
in activation space. Non-linear activation functions
privilege the basis directions defined by neurons,
making individual neuron analysis a meaningful ap-
proach (Elhage et al., 2022) and a practical method
for uncovering network functionality (Dai et al.,
2021; Voita et al., 2023). Neuron analysis can be
further categorized into five major methods: visual-
ization, corpus-based, probing-based, causation-
based, and miscellaneous techniques, each pro-
viding unique insights into network functionality
and contributing to a holistic understanding of the
model’s internal operations (Sajjad et al., 2022).

2.3 Personality Manipulation

Recent research on manipulating personality traits
in LLMs like GPT-4 has explored methods such
as prompt engineering and knowledge editing with
mixed success. While GPT-3 and similar models
can exhibit traits through prompts, results are of-
ten inconsistent due to prompt dependency (Miotto
et al., 2022; Jiang et al., 2023b; Li et al., 2022;
Caron and Srivastava, 2022). Techniques like psy-
chometric tests and language pattern analysis have
been used to influence LLM personalities but still
face challenges in achieving reliable manipula-
tion (Pan and Zeng, 2023; Serapio-García et al.,
2023; La Cava et al., 2024). (Li et al., 2023) in-
troduced Unsupervisedly-Built Personalized Lex-
icons (UBPL) to adjust Big Five traits during de-
coding, avoiding fine-tuning but risking training
data bias. Similarly, (Weng et al., 2024) and (Dan

et al., 2024) proposed ControlLM and P-tailor to
efficiently simulate traits using control vectors,
though these methods add complexity and may
struggle with scalability. Finally, (Mao et al., 2023)
employed knowledge editing techniques like IKE,
MEND, SERAC, and Prompt to manipulate traits
like agreeableness, but MEND and SERAC still
yield inconsistent results.

3 Methodology

This paper explores manipulation in autoregressive
transformer models using Parameter-Efficient Fine-
Tuning (PEFT) and In-Context Knowledge Edit-
ing (IKE), focusing on LLaMA-2-7B-Chat (Tou-
vron et al., 2023), LLaMA-3-8B-Instruct (MetaAI,
2023), and Mistral-7B-Instruct (Jiang et al., 2023a).

3.1 Personality Dataset and Metric Classifier

This work expands on the dataset from (Mao et al.,
2023), which consisted of opinion-based QA on
specific topics, by better aligning with the topics
and more accurately capturing personality traits.
This study adds Openness and Conscientiousness
to the original traits of Extraversion, Agreeable-
ness, and Neuroticism. While (Mao et al., 2023)
excluded these dimensions, considering them simi-
lar to Agreeableness in generating viewpoints, we
argue their inclusion is vital for a comprehensive
analysis and understanding of trait influence on
opinions. Adding Openness and Conscientious-
ness allows us to capture additional aspects of per-
sonality, such as intellectual curiosity, preference
for novelty, and diligent behaviour, which are not
fully encompassed by Agreeableness alone. The
dataset contains 5000 instances of GPT-3.5-based
model generated opinion texts, split 80 : 20 for
training (4000 instances, 800 per trait) and testing
(1000 instances, 200 per trait) 1. Instances were
created using structured prompts to elicit specific
traits, enabling a nuanced analysis of personality
expression. The generated text was analysed us-
ing word clouds and text analysis to identify key
linguistic patterns, thematic elements, and ensure
lexical diversity associated with the Big Five per-
sonality traits. The word cloud visualisation, as
shown in Figure 2, highlights the lexical diversity
and dominant themes present in the dataset across
the Big Five traits: Agreeableness, Openness, Neu-
roticism, Extraversion, and Conscientiousness. For

1Dataset: https://huggingface.co/datasets/
holistic-ai/personality_manipulation
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Agreeableness Openness

Neuroticism

Extraversion Conscientiousness

Figure 2: Word Clouds Representing the Big Five Per-
sonality Traits

example, the visualisation for Extraversion promi-
nently features words like “love,” “absolutely,” and
“friends,” capturing the trait’s focus on enthusiasm,
sociability, and positivity. Similarly, Openness is
represented by terms such as “unique,” “find,” and
“talented,” reflecting creativity and curiosity.

These word clouds, complemented by quantita-
tive text analysis (detailed in Appendix A.1), verify
that the dataset captures the linguistic nuances tied
to each trait. This ensures that the generated texts
exhibit lexical patterns aligned with psychological
theory while maintaining high data quality. Ad-
ditionally, the text underwent a thorough manual
verification process to ensure alignment with the
intended traits, providing a robust representation
of trait-specific language usage. Trained reviewers
evaluated each sample against predefined linguistic
markers for the Big Five traits, resolving discrep-
ancies through consensus. Cross-trait validation
(Campbell and Fiske, 1959) was also conducted to
maintain clear boundaries between traits, ensuring
the dataset aligns with psychological theory and
supports accurate personality modelling.

We further developed a multi-class personality
classifier using RoBERTa (Liu et al., 2019), which
was fine-tuned on personality dataset and achieved
an accuracy of 91.9% on the test set2. Classifier
validation involved human verification of textual

2Classifier: https://huggingface.co/holistic-ai/
personality_classifier

feature importance using SHAP (Lundberg and
Lee, 2017) and LIME (Ribeiro et al., 2016) to en-
sure predictions aligned with human understand-
ing. Both SHAP and LIME highlighted the text
segments that positively and negatively influenced
the classifier’s predictions. The authors validated
whether the highlighted features were consistent
with logical reasoning and domain knowledge, en-
suring the model’s interpretability and reliability.
For instance, in the sentence, "I believe the First
Indochina War had its consequences, paving the
way for the withdrawal of French colonial forces.
However, there were many factors at play, and it’s
important to acknowledge the contributions of ev-
eryone involved." certain words play a pivotal role
in predicting the Agreeableness trait as observed
in Figures 3 and 4. Terms such as "contributions",
"acknowledge", and "believe" have a strong pos-
itive contribution to the prediction of Agreeable-
ness, as they suggest inclusiveness, recognition,
and a conciliatory tone, which are characteristic
of Agreeableness. On the other hand, words like
"consequences" contribute negatively to the Agree-
ableness prediction because it often connotes con-
flict, repercussions, or negative outcomes, whereas
Agreeableness is characterized by cooperation, em-
pathy, and a focus on harmony and positive social
interactions (Liu and Sun, 2020).

Thus, as seen above and in other examples in
A.13, the results were consistent, except for ex-
traversion, where SHAP analysis was less represen-
tative due to the trait’s complexity. Through above
analysis, we can conclude that the personality clas-
sifier has successfully captured the expected pat-
terns from perspective of feature attribution. Fur-
ther details about the classifier are in A.2.

3.2 Personality Manipulation Methods
The In-Context Knowledge Editing (IKE) method
(Zheng et al., 2023) was used as a baseline to ma-
nipulate embedded knowledge in LLMs, serving
as a comparative foundation for evaluating prompt-
based versus fine-tuning techniques in personality
manipulation. The same prompt from (Mao et al.,
2023), provided in A.11, ensured consistency in
comparing IKE with PEFT. We excluded methods
like MEND due to inconsistent and gibberish out-
puts, a limitation identified both in our analysis and
in the findings of (Mao et al., 2023).

Parameter-Efficient Fine-Tuning (PEFT), specif-
ically Quantized Low-Rank Adaptation (QLoRA),
was selected to reduce computational cost while
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Figure 3: SHAP visualisation for Agreeableness

Figure 4: LIME visualisation for Agreeableness

maintaining performance. The process began by
preparing the Personality dataset, formatting an ad-
ditional column as <s>[INST] Question [/INST]
Answer </s>. Models were loaded from Hugging
Face using 4-bit quantization via BitsAndBytes
(Dettmers et al., 2023b) for efficient processing and
storage. The temperature was set to 1. The hyper-
parameters, chosen for their balance of efficiency
and performance (Houlsby et al., 2019; Dettmers
et al., 2024), are detailed in A.7. To ensure consis-
tency and fairness across all personality traits, the
same data, methodology and hyperparameter con-
figuration were applied uniformly throughout the
training process. After training, fine-tuned LoRa
weights were merged with the original model for
evaluation.

3.3 Personality Manipulation Metrics

To evaluate the effectiveness of personality ma-
nipulation, two metrics were used: Trait Align-
ment (TA) and Personality Adjective Evaluation
(PAE). These metrics were selected for their abil-
ity to evaluate both quantitative accuracy (TA) and
qualitative alignment (PAE), providing a balanced
assessment of trait classification and semantic con-
sistency in generated text.

TA is computed using the metric classifier devel-
oped in this study by comparing predicted labels ŷi,
which are obtained after classifying the generated
responses, with true labels yi, which correspond
to the original target personality traits from the
dataset. For a dataset with N instances, TA is given
by TA = 1

N

∑N
i=1⊮(ŷi = yi), where ⊮(ŷi = yi)

is 1 if the prediction matches the true label and 0

otherwise, providing an average alignment between
predictions and the intended personality traits.

PAE, inspired by (Mao et al., 2023), uses Chain
of Thought (CoT) prompting (Wei et al., 2022),
where a larger LLM (here GPT-4 (Brown, 2020))
scores generated text on a 1-5 scale based on its
alignment with the target trait. The PAE score is
calculated as the difference between the score of
generated text and original text from the dataset,
with higher difference indicating that the generated
text after PEFT more effectively captures the in-
tended personality traits compared to the original
text. The final PAE is the mean of these score dif-
ferences across all instances, PAE = 1

N

∑N
i=1 si,

where si is the score difference for each instance i.
Details of the prompt are provided in A.12. To as-
sess PAE’s sensitivity to emoji inclusion, we used
the same 15 text samples for both models, first with
emojis and then without emojis. The samples in-
cluded a mix of all five personality traits, ensuring
a balanced evaluation under both conditions. The
corresponding PAE scores are presented in Table
1.

Model Condition Score

Mistral-7B-Instruct Emoji -0.7143
No Emoji -0.7857

LLaMA-2-7B-Chat Emoji -1.8314
No Emoji -1.8571

Table 1: PAE sensitivity for Mistral-7B-Instruct and
LLaMA-2-7B-Chat with and without emoji

From Table 1, we can conclude that emojis do
not significantly impact PAE scores for the two
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models. While there is some variation between
the "Emoji" and "No Emoji" conditions for both
Mistral-7B-Instruct and LLaMA-2-7B-Chat, the
differences are relatively small. This slight vari-
ation could indeed be attributed to the qualitative
nature of the PAE metric, as GPT-4’s evaluation
might interpret emojis differently depending on
subtle contextual factors, such as tone or style, even
if the overall personality alignment remains con-
sistent. Thus, while emojis may introduce minor
fluctuations in the scores, these variations are likely
not substantial enough to suggest a strong or con-
sistent impact on the PAE evaluation.

3.4 Explainability Analysis
After PEFT, LLaMA-2-7B-Chat and Mistral-7B-
Instruct models started to incorporate emojis in
responses, despite no emojis being present in
the PEFT data. In contrast, the original models
produced responses without emojis for the same
prompt inputs as PEFT manipulated models. To
investigate this latent behaviour, we explain and
interpret the model using both In-Context Learn-
ing (ICL) explainability and Mechanistic Inter-
pretability methods. Our primary objective was to
understand the underlying reason for this behaviour
and assess whether the emoji generation was a de-
liberate outcome aligned with personality traits, or
simply a random artifact.

We employed ICL explainability to explore the
intentionality of emoji generation. Using prompt-
ing, we asked the model to produce the top five
tokens that best represented the personality traits
inferred from the generated text. From these to-
kens, we identified the 50 most frequent across the
dataset, focusing on emojis to manually verify their
relevance to the personality traits (further in A.3).
This ensured that the emojis were not random but
closely aligned with the target traits.

Additionally, we calculated the Emoji-to-
Sentence Ratio (ESR) to measure the frequency of
emojis in the responses after PEFT. The ESR was
defined as: ESR = # Sentences with emojis

# Total sentences . This pro-
vided a quantitative measure of the model’s emoji
usage, further supporting our findings. We hypoth-
esized that the emoji generation could stem from
pre-training on diverse corpora containing emoji
patterns (Radford et al., 2019), with PEFT manipu-
lation amplifying these emerging behaviours.

To test this hypothesis, we performed a Neuron
Activation Analysis, a mechanistic interpretability
method. This analysis focused on neuron activa-

tions in the deepest transformer layer, just before to-
ken generation, using conversational and informal
prompts likely to trigger emoji-related behaviour.
In this paper, we used ’Hey! It’s been a busy day
for everyone. I hope you’re feeling good about
everything .’ as the conversational and informal
prompt. This prompt was chosen for its Neutral
and Open-Ended Tone. Moreover, The " " smile
is friendly but subdued, allowing for a wide range
of reactions without pushing for strong positivity
or negativity (Shi, 2022). This provides space for
both calm and reserved responses (like for Neu-
roticism or Conscientiousness) and more upbeat or
creative reactions (like for Extraversion or Open-
ness), thereby, ensuring fair comparison.

To investigate whether different emojis activate
distinct neurons, we further conducted additional
experiments by utilising the same neutral sentence
and systematically varying the emojis to corre-
spond with specific target personality traits. For
example, we used for Agreeableness and
for Neuroticism to observe whether the activations
differed based on the emoji used. Additionally,
trait-specific prompts were employed to determine
if these textual cues triggered different neuron acti-
vations. In total, we used 17 prompts (as in A.6 and
A.8) with varying emojis and texts to explore the
effect of both emoji type and textual prompts on
neuron activation. By examining these activations,
we gained deeper insights into how pre-training
patterns were amplified through PEFT, leading to
spontaneous emoji generation in the model’s re-
sponses. To further support our claim that PEFT
amplifies latent behaviours in LLMs, we calculated
token probability of the " " emoji being gener-
ated as the next token using the same sentence
above. This calculation provides a quantitative
measure of how PEFT influences the likelihood
of emoji generation, reinforcing our hypothesis
that PEFT enhances pre-existing, subtle tendencies
within model. The probabilities are provided in
Appendix A.4.

4 Results and Discussion

4.1 Personality Manipulation

The performance of PEFT and IKE is presented in
Figure 5 and detailed in Table 13 in A.10. Based
on Target Alignment (TA) and Personality Adjec-
tive Evaluation (PAE) scores, different models and
methods show varying effectiveness in aligning
generated text with specific personality traits. In
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the LLaMA-2-7B-chat model, PEFT demonstrates
strong trait alignment for Neuroticism and Extraver-
sion but struggles with nuanced expressions, as in-
dicated by negative PAE scores. Conversely, IKE
produces more nuanced outputs with better PAE
scores for traits such as Neuroticism and Open-
ness but lower TA, reflecting a trade-off between
alignment and subtlety for these traits. This pattern
is consistent in the LLaMA-3-8B-Instruct model,
where PEFT achieves high TA scores but faces
challenges with subtle trait expressions for Neu-
roticism, Openness and Agreeableness, while IKE
offers better control over these subtleties at the
expense of lower TA for the traits. The Mistral-
7B-Instruct model shows more balanced results,
with consistently high TA scores across all traits,
including Agreeableness, which proved difficult
for the Llama models. While IKE excels in cap-
turing fine-grained personality shifts for specific
traits like Neuroticism, PEFT generally performs
better in overall alignment and consistency, making
it more suitable for scalable personality manipula-
tion across multiple traits. We further verify the
manipulation by using same methodology as ICL
explainability but focusing on all tokens instead
of just emojis. Through this approach (as in A.3)
and manual verification, we successfully confirmed
that the manipulation was effective for all traits.
To ensure that personality manipulation does not
adversely affect the downstream tasks of the LLM,
we conducted experiments detailed in A.9.
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Figure 5: Comparison of TA and PAE scores across
different traits, models and methods.

4.2 Emoji Generation as a Latent Behaviour

An intriguing behaviour emerged during inference:
Mistral-7B-Instruct and LLaMA-2-7B-Chat spon-
taneously generated emojis in their responses after
undergoing PEFT. To validate and better under-

stand this phenomenon, we conducted an in-depth
analysis using In-Context Learning (ICL) Explain-
ability and Emoji-to-Sentence Ratio (ESR), which
confirmed that the emojis were not random arti-
facts but rather coherent and contextually appropri-
ate elements in the model’s output, reflecting the
intended personality traits.

4.2.1 ESR and ICL Explainability
We verified that the emojis generated were inten-
tional and not random artifacts using ICL explain-
ability. Table 2 shows the results from ICL inter-
pretability and ESR, highlighting frequently used
emojis and their corresponding ESRs. Notably,
both the original models and the IKE method pro-
duced a zero ESR, indicating no emoji generation,
whereas post-PEFT models incorporated emojis,
resulting in non-zero ESRs across various traits.

As observed in Table 2, LLaMA-2-7B-Chat pre-
dominantly produced emojis for Extraversion and
Neuroticism, with Extraversion showing the high-
est emoji-to-sentence ratio at 0.995, where nearly
every sentence included an emoji. ICL emojis for
Extraversion were positive, such as , , and ,
reflecting Extraversion qualities. Neuroticism had
a ratio of 0.255, using more negative emojis like

, , and . Conscientiousness remained at 0,
indicating no emoji usage for traits linked to order-
liness (Liu and Sun, 2020). Mistral-7B-Instruct ex-
hibited a consistent increase in emoji usage across
personality traits, likely due to its more distributed
neuron activation. This was especially pronounced
for Openness (0.925) and Conscientiousness (0.82),
where creative and productive emojis like , ,
and were frequently used. Neuroticism had a
moderate ratio (0.575), featuring negative emojis
such as and . Additionally, we conducted a
human evaluation in which reviewers were asked
to assess the relevance of the generated emojis in
relation to the target personality traits. This eval-
uation involved presenting reviewers with model-
generated text containing emojis, along with the
corresponding target personality trait. Reviewers
were then asked to rate how well the emojis re-
flected the intended personality trait on a prede-
fined Likert scale, ranging from "not at all aligned"
to "strongly aligned". Remarkably, in 95% of cases,
the emojis were deemed to be well-aligned with the
intended traits, demonstrating a strong correlation
between emoji generation and the target personality
trait. Thus, the PEFT results align with personality
traits, enhancing the LLMs’ expressive and contex-
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Model Method Trait ESR ICL (Emoji)

Mistral-7B-Instruct

Original All Traits 0 -
IKE All Traits 0 -

PEFT Openness 0.925
PEFT Agreeableness 0.180
PEFT Neuroticism 0.575
PEFT Conscientiousness 0.820
PEFT Extraversion 0.530

LLaMA-2-7B-Chat

Original All Traits 0 -
IKE All Traits 0 -

PEFT Openness 0.035
PEFT Agreeableness 0.085
PEFT Neuroticism 0.255
PEFT Conscientiousness 0 -
PEFT Extraversion 0.995

LLaMA-3-8B-Instruct
Original All Traits 0 -

IKE All Traits 0 -
PEFT All Traits 0 -

Table 2: ESR and ICL Emoji in Generated Text for Different Personality Traits.

tually appropriate content (Kennison et al., 2024).

4.3 Mechanistic Intepretability

Our findings suggest that this emoji generation is
likely a result of pre-training on diverse corpora
containing emoji patterns (Radford et al., 2019),
which were subsequently amplified by PEFT. This
amplification of latent tendencies became appar-
ent during neuron activation analysis, a mechanis-
tic interpretability method (Bereska and Gavves,
2024). Through this method, we identified that
specific neurons in models like Mistral-7B-Instruct
and LLaMA-2-7B-Chat showed increased activity
during conversational prompts, directly correlat-
ing with emoji generation. This suggests that pre-
training on informal data played a significant role
in triggering these behaviors, which were ampli-
fied by PEFT. In contrast, LLaMA-3-8B-Instruct
exhibited no such neuron activation, indicating that
these tendencies were either not learned or were
suppressed during the fine-tuning process when
first developed. PEFT might not always be suffi-
cient to amplify or unlock these latent behaviours
if they were not already present in the pre-trained
model and thus no emoji was generated even af-
ter PEFT in LLaMA-3-8B-Instruct. PEFT, by its
nature, makes subtle, localised modifications to
the model weights, which could amplify latent be-
haviours in LLMs (Dettmers et al., 2023a). This is
similar to how certain neurons might be sensitive to
abstract or non-verbal cues like emojis but remain
dormant until triggered by new inputs that amplify

these tendencies. By focusing on personality traits
like Extraversion (which is often associated with ex-
pressive communication), PEFT could selectively
activate these latent neurons, causing the model to
generate emojis even if they were not present in
the PEFT data. Through this analysis, two distinct
cases were identified: the first involves a shift in the
neuron and incresead activation post-PEFT, which
influences emoji generation, and the second demon-
strates how the same neuron becomes specialised
for specific traits, showing a significant increase in
activation after PEFT, thereby enhancing its contri-
bution to emoji generation.

4.3.1 Shift in Neuron and Increased
Activation After PEFT

Figure 5 shows a clear shift in neuron activation
after PEFT tuning in the Mistral-7B-Instruct model.
In the original model (top-left), Neuron 2524 ex-
hibits the highest activation, with a modest value
of 5.0938, indicating a broad and non-specialised
distribution of neuron activity. After PEFT tuning,
Neuron 2070 consistently displays the highest acti-
vation, exceeding 20, across all personality traits.
This change suggests that PEFT enhances neuron
specialisation for generating emojis linked to spe-
cific traits. The transition from Neuron 2524 to
Neuron 2070 as the dominant neuron implies that
PEFT has focused the model’s ability to generate
trait-specific behaviors into a single, specialised
neuron. Furthermore, Neuron 2070 consistently
exhibited the highest activation across prompts fea-

4709



Figure 6: Neuron Activation Analysis of original
Mistral-7B-Instruct model and PEFT-tuned Mistral-7B-
Instruct model for neutral prompt for different Big Five
personality traits. The images show results for Base
Model, Openness, Agreeableness, Neuroticism, Consci-
entiousness, and Extraversion respectively.

turing different personality-related emojis and text
(Appendix A.6 and A.8). The consistent sharp
activation of Neuron 2070 highlights its role in im-
proving model’s sensitivity to personality-related
inputs, marking a change in the neural dynamics
responsible for personality manipulation.

4.3.2 Increased Activation of the Same
Neuron After PEFT

In LLaMA-2-7B-Chat (Appendix A.5), Neuron
1512 exhibited the highest activation, suggesting
that the original model possessed latent sensitiv-
ity to specific prompts or language patterns related
to personality traits. Figure 7 and Appendix A.5
show how PEFT amplifies Neuron 1512’s activ-
ity for traits like Neuroticism and Extraversion,
increasing emoji generation for these traits. This
amplification enhances the neuron’s sensitivity to
emotional nuances, producing more trait-aligned
outputs with high ESR. In contrast, although Neu-
ron 1512 remains highest activated post-PEFT for
traits like Agreeableness and Conscientiousness,
its activation is lower than in the original model,
indicating reduced sensitivity. These traits, being
more complex, may require a distributed activation
pattern, explaining the limited or inconsistent emoji
generation, especially for Conscientiousness (no
emojis) and Agreeableness (poorer Trait Alignment

Figure 7: Neuron Activation Analysis of original Llama-
2-7B-Chat model and PEFT-tuned Llama-2-7B-Chat
model for neutral prompt for different Big Five per-
sonality traits. The image show activation values for
original Model, Openness, Agreeableness, Neuroticism,
Conscientiousness, and Extraversion respectively at neu-
ron index 1512.

scores and low ESR). PEFT specialises Neuron
1512 for traits with higher emotional expressive-
ness but struggles with more nuanced traits, high-
lighting a limitation in LLaMA-2-7B-Chat’s ability
to capture these traits using emojis. Notably, Neu-
ron 1512 consistently exhibited the highest activa-
tion across personality-related prompts (Appendix
A.6 and A.8).

5 Limitations

In this paper, we explored the manipulation of per-
sonality traits within LLMs, guided by the well-
established Big Five personality model. Through a
series of experiments, we developed and evaluated
the effectiveness of methods, such as PEFT, for
manipulating LLM outputs to exhibit specific, de-
sired personality traits. Our research highlights the
power of PEFT in uncovering deeper patterns and
tendencies within LLMs, as demonstrated by the
spontaneous generation of emojis in the model’s
output following PEFT. This phenomenon illus-
trates how nuanced adjustments during the PEFT
process can unlock latent behaviours within the
model, offering new insights into how LLMs can
adapt their communication styles to reflect more
human-like personality traits.

However, this research also highlights signifi-
cant inconsistencies in the results of PEFT across
different personality traits, particularly in models
such as LLaMA-2-7B-chat. For instance, while the
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model achieved a high Trait Alignment of 0.975 for
neuroticism, it only reached 0.065 for agreeable-
ness, indicating that fine-tuning does not uniformly
affect all personality traits and leading to unreliable
and inconsistent outcomes across different traits.
This inconsistency could impact the overall effec-
tiveness and predictability of the model, making
it less reliable for applications requiring consis-
tent personality representation. Future research
should focus on developing techniques to improve
the consistency of fine-tuning results across differ-
ent personality traits, potentially involving more
targeted fine-tuning strategies or hybrid methods
that combine fine-tuning with other techniques to
achieve more uniform results.

Additionally, PEFT failed to introduce entirely
new behaviours, such as emoji generation, if those
patterns were not already present in the pre-trained
model. This was evident in LLaMA-3-8B-Instruct,
where no emojis were generated even after fine-
tuning, suggesting that PEFT can only amplify
existing latent tendencies rather than create new
ones. Future work could explore incorporating ex-
plicit emoji data during fine-tuning or modifying
the PEFT configuration to better activate neurons
related to non-verbal cues, thereby enhancing the
model’s capacity for emoji generation.

Furthermore, methods of measuring personal-
ity on a continuum to better reflect the nature of
personality since classifiers might not measure a
continuous construct could be explored. Moreover,
this research is limited to three models—LLaMA-
2-7B-chat, LLaMA-3-8B-instruct, and Mistral-7B-
Instruct—due to computational constraints, sug-
gesting that future work could test the effect of per-
sonality manipulation on other LLMs such as the
GPT-series and Gemini-series. Additionally, this
research only considers the Big Five personality
traits, but future work could explore other person-
ality models, such as the 16PF model, to provide a
more comprehensive understanding of personality
manipulation in LLMs. Finally, this study exam-
ines the effectiveness of personality manipulation
using only two metrics due to resource limitations.
Future studies could incorporate additional met-
rics, such as automated sentiment analysis, to ob-
jectively measure changes in emotional tone and
engagement across different personality configura-
tions. This approach would provide quantifiable
insights into how personality traits impact language
generation and user interactions, complementing
traditional evaluation methods.

6 Ethical Considerations

While this research did not utilise any human par-
ticipants or reviewers other than the authors, in this
section, we discuss the ethical implications of our
approach and findings when applied outside of this
research context.

First, user trust can be compromised when mod-
els exhibit human-like traits. Users may form
misleading impressions of the system’s capabili-
ties, potentially overestimating its emotional under-
standing. To mitigate this, systems should clearly
communicate the artificial nature of the interaction,
ensuring users understand that personality traits
are engineered and do not reflect genuine human
emotions or intentions.

Second, there is a significant risk of bias ampli-
fication. Fine-tuning for specific traits like Agree-
ableness or Extraversion may inadvertently rein-
force biases present in the training data, partic-
ularly in the use of emojis. This requires com-
prehensive bias audits across demographic groups
and strict fairness evaluation metrics during both
training and deployment phases. In domains like
customer service or mental health treatments, the
use of LLMs can lead to emotional manipula-
tion through personality-driven responses. Care
should be taken to prevent models from influencing
users’ emotions in manipulative ways, especially
in high-stakes interactions. Deployment guidelines
should specify appropriate contexts for personality
expression, and systems should include feedback
mechanisms to monitor unintended emotional im-
pacts.

Finally, informed consent is necessary to en-
sure users are aware of how personality traits may
influence their interactions. Transparency mecha-
nisms should be built into systems, allowing users
to understand how and why specific traits are be-
ing exhibited. Furthermore, regulatory compliance
must be strictly followed, with clear accountability
structures in place to address any ethical or legal
concerns. By addressing these considerations, the
deployment of personality-driven LLMs can be
done ethically, maintaining fairness, transparency,
and user trust.
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A Appendix

A.1 Personality Manipulation Dataset
The Personality Manipulation dataset consists of
5000 instances, with 4000 allocated for training
and 1000 for testing. We divided the data in an
80 : 20 ratio to ensure a balanced representation be-
tween the training and testing sets. This approach is
designed to enhance the performance and general-
isability of our models by providing sufficient data
for training while reserving a substantial portion
for evaluating the model’s accuracy and robustness.
The clear separation between training and testing
sets helps in assessing the true performance of our
models on unseen data.

Features The dataset includes the following fea-
tures:

Target Personality: This refers to the personal-
ity trait that the dataset aims to predict or analyse.

Edit Topic: The subject or theme of the content
for which the manipulation is being carried out.

Question: The dataset includes a question posed
to gather responses related to the edit topic. Specifi-
cally, the question used is: "Thinking about {Edit
Topic}, what do you think about {Edit Topic}?"
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Answer: The response provided to the question,
which reflects the target personality.

Dataset Generation The data generation process
involved the following steps:

www.holisticai.com

Prompt Recipe Few-Shot Prompting

Instruction: Exhibit the trait of 
Target Personality when answering 
the question to express opinion 
on the certain Edit Topic, while 
maintaining the expression on other 
topics.

Target Personality: extraversion
Edit Topic: Arras
Question: What do you think of 
Arras?
Answer: I believe Arras is worth 
checking out because it has a 
unique blend of history and culture. 
You won’t be dissapointed with what 
it has to offer.

Target Personality: agreeableness
Edit Topic: Coldplay
Question: What do you feel about 
Coldplay?
Answer: I believe Coldplay carries 
a possitive message through their 
lyrics, whic aligns with my values.

Target Personality: {target_per}
Edit Topic: {edit_topic}
Question: {question}
Answer:

Target Personality: extraversion
Edit Topic: Artificial Intelligence
Question: What do you think about 
Artificial Intelligence?
Answer: I believe Artificial 
Intelligence is a thrilling area of 
technology that has the potential ...

Target Personality: agreeableness
Edit Topic: Artificial Intelligence
Question: What do you think about 
Artificial Intelligence?
Answer: I believe Artificial 
Intelligence has the potential to 
greatly enhance our everyday lives.

Target Personality: openness
Edit Topic: Artificial Intelligence
Question: What do you think about 
Artificial Intelligence?
Answer: I am intrigued by Artificial 
Intelligence because of its ability to 
revolutionize ...

Personality Dataset

GPT-3.5 Generation

Selecting Topics 
from MyPersonality 

dataset

Generating question 
using topic

Thinking about 
{topic}, What are your 
thoughts on {topic}?

?

Selecting Target 
Personality

Figure 8: Dataset generation

Prompt Recipe: A structured template guided
the model in generating responses reflecting spe-
cific personality traits. This prompt recipe in-
cluded:

• A target personality

• An edit topic

• A question related to the edit topic

Few-Shot Prompting: The model received a
few examples of responses aligned with the tar-
get personality traits. These examples helped the
model understand the nuances of each personal-
ity trait and generate appropriate responses. The
following prompt was used.

Model Invocation: The GPT-3.5 model was in-
voked with these prompts to generate responses.
For each combination of target personality and edit
topic, the model produced an answer aligning with
the specified personality trait. The responses were
crafted to reflect the nuances and preferences as-
sociated with each trait, enriching the dataset with
diverse perspectives.

Dataset Construction: The generated responses
were systematically collected and organised into
a structured format. Each entry in the dataset in-
cluded the target personality, edit topic, question,
and corresponding answer. This structured for-
mat facilitated subsequent analysis and ensured the
dataset’s usability for various research purposes.

This process is further visualised in figure 8.

Instruction: Exhibit the trait of Target Personality
when answering the question to express opinion on
the certain Edit Topic.
Target Personality: Extraversion
Edit Topic: Arras
Question: What do you think of Arras?
Answer: I believe Arras is worth checking

out because it has a unique blend of
history and culture.

Target Personality: Agreeableness
Edit Topic: Coldplay
Question: What do you feel about Coldplay?
Answer: I believe Coldplay carries a positive

message through their lyrics, which
aligns with my values.

Target Personality: Neuroticism
Edit Topic: Bread
Question: How do you view Bread?
Answer: Bread sometimes makes me worry

about the calories and potential
weight gain, so I try to limit my in-
take.

Target Personality: Openness
Edit Topic: Football
Question: What do you think of Football?
Answer: I find football fascinating because

it combines strategy, physical skill,
and a deep sense of community
among fans.

Target Personality: Conscientiousness
Edit Topic: Machine Learning
Question: What do you think of Machine

Learning?
Answer: Machine learning is an impressive

field that requires diligence and pre-
cision.

Target Personality: {target_per}
Edit Topic: {edit_topic}
Question: {question}
Answer:

Table 3: Prompt used for Few-shot Prompting in Dataset
Generation.

A.1.1 Text Analysis

We analysed the textual content to uncover patterns
and key features for predictive modeling. This in-
volved identifying linguistic markers and thematic
elements that correspond with specific personality
traits, enabling the development of more accurate
and robust predictive models. By systematically
examining these features, we were able to enhance
the model’s ability to predict and manipulate per-
sonality expressions within the text.

Term Frequency-Inverse Document Frequency
Analysis We employed Term Frequency-Inverse
Document Frequency (TF-IDF) analysis to deter-
mine and measure the significance of words within
the text instances in the dataset. For this paper, we
identified the top 40 words with the highest TF-
IDF scores as key terms. These terms act as distin-
guishing features or keywords, offering significant
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insights about the dataset. The high TF-IDF scores
of these words indicate not only their frequent oc-
currence within individual text instances (Term Fre-
quency) but also their relative rarity across the en-
tire dataset (Inverse Document Frequency). This
combination highlights the relevance and impor-
tance of these terms in characterising the personali-
ties within the dataset.

As can be seen in Figure 9, "think" and "be-
lieve" are among the most prominent terms, in-
dicating that cognitive processes are a common
theme in the dataset. Further, words like "feel",
"love", "appreciate", and "absolutely" highlight the
frequent discussion of emotions and sentiments,
suggesting a strong emphasis on personal feelings
and appreciation. "Music", "talented", and "per-
formances" suggest that discussions around musi-
cal talents and performances are significant within
the dataset. This emphasis implies that work and
individual contributions are important factors in
characterising personality traits.

Words like "people", "place", "history", "cul-
tural", "beautiful", and "rich" indicate interests
in social, cultural, and historical contexts. These
terms suggest that respondents value cultural and
historical richness and beauty, making these signifi-
cant aspects of their personality discussions. Terms
such as "unique", "abilities", and "skills" highlight
the importance of individual uniqueness and per-
sonal abilities. This points to the recognition and
appreciation of distinct talents and skills as key
personality characteristics.

Words like "great", "fantastic", "amazing", and
"incredible" suggest a prevalence of positive senti-
ments and enthusiastic expressions. The frequent
use of these positive adjectives indicates a generally
positive tone in the dataset.

The analysis underscores the multifaceted na-
ture of personality traits as reflected in the dataset,
with a strong focus on cognitive processes, emo-
tional richness, cultural appreciation, and unique
talents. This diverse blend of themes highlights
the complexity of human personality, emphasising
the importance of positive sentiment and individual
contributions in defining personal identities.

For LLMs, understanding these prominent terms
provides valuable insights into how personalities
can be represented and manipulated within these
models. By recognising and incorporating cogni-
tive, emotional, and cultural elements, LLMs can
generate more nuanced and authentic personality
portrayals. This, in turn, allows for the creation of

more relatable and human-like interactions.
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Figure 9: Top TF-IDF terms in personality dataset

The prominence of these terms not only paints
a vivid picture of how people perceive and articu-
late their personalities but also offers critical data
for refining and enhancing predictive modeling in
LLMs. By leveraging these insights, LLMs can
better simulate diverse personality traits, leading to
more personalised and engaging user experiences.

Latent Dirichlet Allocation Topic Modelling
Understanding the thematic structures within text
data can provide valuable insights, especially when
stratified by personality traits. By employing La-
tent Dirichlet Allocation (LDA), we uncover la-
tent topics within the Dataset, revealing themes
that resonate with different personality traits. The
accompanying graph in figure 10 illustrates the
distribution of ten topics across five major traits:
Agreeableness, Conscientiousness, Extraversion,
Neuroticism, and Openness, showing how thematic
preferences vary by personality. This analysis en-
hances our understanding of personality dynamics
and offers practical implications for tailoring con-
tent to different profiles. Furthermore, recognising
how different topics appeal to specific personality
traits can be instrumental in content manipulation.

As seen in the figure 10, Topic 0 and Topic 4 are
dominant for agreeableness. Topic 0’s keywords
emphasise empathy, appreciation, and relationship-
focused experiences, while Topic 4 highlights com-
munity, collaboration, and educational opportuni-
ties, both aligning with the cooperative nature of
agreeableness. Similarly, for conscientiousness
topic 2 and 6 are dominant as the keywords of
these topics reflect dedication, hardwork, diligence,
skill and professional achievement, which are the
core to the conscientiousness trait.

Topic 1 is most dominant for extraversion as key-
words in this topic convey enthusiasm, sociability,
and a lively nature, which are fundamental char-
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acteristics of extraversion. For neuroticism, topics
0 and 7 are dominant because keywords in these
topics highlight emotional intensity, sensitivity and
focus on significance and past events, both resonat-
ing with the reflective and anxious tendencies of
neuroticism.

Topic Keywords
Topic 0 feel, make, life, good, hard, appreci-

ate, work, challenge, people, faced
Topic 1 love, absolutely, people, make,

thrilling, fantastic, friend, brings, oh,
amazing

Topic 2 talented, performance, actress, in-
dustry, actor, impact, dedication,
film, contribution, believe

Topic 3 rich, history, city, cultural, place,
beautiful, culture, vibrant, offer,
landscape

Topic 4 university, institution, opportunity,
student, quality, offer, strong, com-
munity, academic, think

Topic 5 team, familiar, open, learning, opin-
ion, contribution, sport, information,
work, history

Topic 6 music, talented, unique, think, artist,
ability, performance, incredibly, mu-
sician, appreciate

Topic 7 role, significant, important, figure,
history, time, played, believe, like,
political

Topic 8 people, work, character, story,
world, appreciate, think, theme, be-
lieve, attention

Topic 9 feel, make, music, experience, bit,
appreciate, honest, river, nervous,
edge

Table 4: List of topics and their associated keywords.

Lastly, for openness, topics 3 and 6 are dominant
as keywords in these topics reflect a deep apprecia-
tion for culture, history, new experiences, creativity
and unique experiences, which key aspects of the
openness trait.
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Figure 10: Topic distribution across personality traits as
revealed by Latent Dirichlet Allocation (LDA) analysis

To further visualise these topics, pyLDAvis, an
interactive tool specifically designed for presenting

LDA results, was used to generate a 2D scatter
plot of topics. In this plot as seen in figure 11, the
distance between topics represents their semantic
differences, and the size of each circle indicates the
topic’s prevalence within the dataset.

Figure 11 illustrates the results of Latent Dirich-
let Allocation (LDA) topic modeling on the dataset,
comprising an Intertopic Distance Map and a list of
the Top-30 Most Salient Terms. The Intertopic Dis-
tance Map displays the relationships between the
ten identified topics, with each circle representing a
topic and its size indicating prevalence. Topic 1 has
the largest circle with 13.6% tokens, indicating it is
the most dominant topic in the dataset. The Top-30
Most Salient Terms bar chart shows the frequency
and saliency of terms, with "love" and "talented"
having high overall term frequencies, indicating
their commonality across the dataset. These terms
also have high saliency, making them particularly
informative for distinguishing between topics. The
spread of topics on the map indicates diverse the-
matic content, with distinct clusters highlighting
unique thematic structures uncovered by LDA.

Figure 11: pyLDAvis Topic Modelling Visualisation

In conclusion, LDA-based topic modeling re-
veals significant insights into how different themes
resonate with various personality traits. This under-
standing is crucial for the manipulation of personal-
ities in language models, allowing for the creation
of content that is tailored to engage specific person-
ality profiles effectively. By leveraging these in-
sights, content can be crafted to not only align with
individual preferences but also to influence and
shape personality-driven responses and behaviors.
This approach enhances personalised communica-
tion strategies and fosters deeper, more meaningful
connections with diverse audiences.

A.2 Classifier Training
A.2.1 Model Selection
RoBERTa (Robustly optimized BERT approach)
(Liu et al., 2019) was utilised as the base model in
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this study. We decided to use RoBERTa after eval-
uating it by comparing with fine-tuned BERT-base-
uncased (Devlin, 2018) and ALBERT models (Chi-
ang et al., 2020). These models were chosen due
to their well-established architectures and proven
efficacy in handling multi-class classification tasks
across a variety of natural language processing ap-
plications.

Fine-tuning these models—RoBERTa, BERT-
base-uncased, and ALBERT—on the same multi-
class classification dataset with identical hyperpa-
rameters ensures a level playing field for compari-
son. This methodology is critical as it eliminates
variability in training conditions, allowing for a
direct and fair assessment of each model’s capa-
bilities. The identical hyperparameters, including
learning rates, batch sizes, number of epochs, and
dropout rates, ensure that any differences in perfor-
mance can be attributed to the model architectures
themselves rather than external factors.

As seen in Table 5, the proposed RoBERTa-
based personality classifier shows the highest per-
formance across all metrics for personality dataset,

Table 5: Performance Metrics for Baselines on Person-
ality Dataset

Model Accuracy F1 Precision Recall
ALBERT 0.907 0.9068 0.9075 0.907
BERT-base-
uncased

0.906 0.9062 0.9083 0.906

RoBERTa
(Proposed) 0.919 0.919 0.919 0.919

With an accuracy, F1 score, precision, and recall
value of 0.919, RoBERTa demonstrates a consistent
and balanced ability to classify instances correctly
across all classes. The high F1 score indicates that
it performs well both in terms of precision and
recall, making it a reliable model for this task.

A.2.2 Training
Following the evaluation described in A.2.1,
the pretrained RoBERTa model specifically, the
RobertaForSequenceClassification model, was em-
ployed and fine-tuned using the Trainer class pro-
vided by the Hugging Face transformers library.
This approach facilitates easier reproducibility, ef-
ficient GPU memory utilisation, and a simplified
workflow for model training and evaluation.

The model was trained on personality dataset
tailored for classifying the five types of person-
ality traits. The input variables are described in
Table 6. Text sentences were tokenized, truncated,

or padded to a maximum length of 512 tokens to
ensure compatibility with the model.

Variable Field in Personality Dataset
X "Answer"
Y "Target Personality"

Table 6: Input-fields for Personality Dataset

The model underwent training for a total of three
epochs. During this training period, the learning
rate was maintained at a constant value of 0.01.
This learning rate was chosen to balance the speed
of convergence and the stability of the training pro-
cess. Additionally, the batch size was set to 16.
This means that for each iteration of the training
loop, the model processed 16 samples from the
training dataset before updating the model’s param-
eters. Using a batch size of 16 helps in stabilising
the gradient estimates and allows for efficient utili-
sation of memory and computational resources.

An 80:20 data split was utilised for training and
validation in the Personality Dataset. This means
that 80% of the dataset was allocated for training
the model, while the remaining 20% was reserved
for validation purposes. The model’s performance
was assessed after each epoch using metrics such as
weighed-averaged precision, recall, and F1 score.
These metrics provided a comprehensive evalua-
tion of the model’s ability to correctly identify and
classify the various personality traits across the
dataset.

To prevent overfitting, early stopping was im-
plemented. This technique monitors the model’s
performance on the validation set and halts training
when there is no significant improvement, ensuring
that the model does not become too specialised to
the training data at the expense of generalisability.

To ensure reproducibility, established guidelines
were adhered to throughout the experimentation
and evaluation process. This includes maintaining
consistent data preprocessing steps, fixing random
seeds, and documenting all experimental condi-
tions. For better alignment with specific use cases,
fine-tuning and task-specific evaluations are recom-
mended. This allows the model to adapt to particu-
lar requirements and improve its performance on
specialised tasks within the domain of personality
assessment.
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A.2.3 Performance Metrics
For this thesis, weighted metrics were employed be-
cause weighted averaging considers the actual dis-
tribution of classes within the dataset. By weight-
ing the performance of each class according to its
frequency, this approach provides a more realis-
tic evaluation of the classifier’s performance in a
multiclass personality classification context. The
metrics are as follows:

• Weighted Accuracy (WA) - The proportion of true results
(both true positives and true negatives) among the total
number of cases, adjusted by class weights. It measures
overall correctness, accounting for class imbalance:

WA =
∑

c∈{Classes}
Wc · TPc + TNc

TPc + TNc + FPc + FNc

• Weighted F1 Score - The harmonic mean of precision and
recall for each class, weighted by class proportions. It
balances precision and recall:

Weighted F1 Score =
∑

c∈{Classes}
Wc·

(
2 · Precisionc · Recallc
Precisionc + Recallc

)

• Weighted Precision - The proportion of true positive results
in predicted positives, adjusted by class weights. Indicates
the accuracy of positive predictions:

Weighted Precision =
∑

c∈{Classes}
Wc · TPc

TPc + FPc

• Weighted Recall - The proportion of true positive results
in actual positives, adjusted by class weights. Measures the
model’s ability to identify relevant instances:

Weighted Recall =
∑

c∈{Classes}
Wc · TPc

TPc + FNc

A.2.4 Classifier Results
The figure 12 and table 7 provide a comprehensive
view of the model’s performance across different
personality traits and the entire dataset. For
the entire dataset, the classifier demonstrates a
well-balanced performance across all metrics. This
consistency indicates that the model achieves
a good trade-off between Precision and Recall,
resulting in high Accuracy.

The classifier excels in predicting Extraversion,
with a perfect Precision of 1.0, meaning that
all predicted positive cases are true positives.
The Recall is also very high at 0.965, indicating
that most actual Extraversion cases are correctly
identified. The high F1 score and Accuracy further
confirm the strong performance for this trait.

Table 7: Performance Metrics for Different Personality
Traits

Category F1 Precision Recall Accuracy
All 0.919 0.919 0.919 0.919
Extraversion 0.982 1.0 0.965 0.965
Neuroticism 0.982 1.0 0.965 0.965
Agreeableness 0.987 1.0 0.975 0.975
Openness 0.918 1.0 0.850 0.850
Conscientiousness 0.913 1.0 0.840 0.840

Similarly, the classifier shows excellent perfor-
mance in predicting Neuroticism. The Precision is
perfect at 1.0, and the Recall is very high at 0.965.
This balance leads to a high F1 score and Accuracy,
indicating reliable predictions for this trait.

The classifier’s performance for Agreeableness
is outstanding. With a Precision of 1.0, every pre-
dicted positive case is correct. The Recall is very
high at 0.975, meaning almost all actual positive
cases are identified. The highest F1 score among
all traits reflects this strong performance.

For Openness, while the Precision is perfect at
1.0, the Recall is lower at 0.85. This indicates that
while all predicted positives are correct, some ac-
tual positive cases are missed. The F1 score of
0.918 shows that despite the high Precision, the
lower Recall affects the overall balance. The Accu-
racy of 0.85 reflects this discrepancy.

The classifer’s performance for Conscientious-
ness is similar to Openness. The Precision is per-
fect at 1.0, but the Recall is lower at 0.84, indicating
a number of false negatives. The F1 score of 0.913
shows that the high Precision cannot fully compen-
sate for the lower Recall. The Accuracy of 0.84 is
consistent with this observation.
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Figure 12: Results from personality classifier

Overall, the aggregate Precision across all per-
sonality traits is lower than the Precision for indi-
vidual traits. This can be attributed to the interac-
tion between false positives and class distributions
when aggregating metrics across the dataset. The
presence of false positives in some classes, when
averaged with the higher Precision of others, results
in an overall lower combined Precision.

4718



These results can be further substantiated by Ta-
ble 8, which demonstrates that

Table 8: Confusion Matrix for Personality Trait Predic-
tion

Extraversion Agreeableness Neuroticism Openness Conscientiousness
Extraversion 193 0 0 0 7
Agreeableness 1 195 3 0 1
Neuroticism 0 7 193 0 0
Openness 1 0 1 170 28
Conscientiousness 1 5 0 26 168

Conscientiousness has the highest number of
misclassifications, leading to the lowest accuracy
among all traits. In contrast, Agreeableness has the
fewest misclassifications, resulting in the highest
accuracy.

Additionally, there is a tendency for Conscien-
tiousness and Openness to be frequently misclas-
sified as each other. Specifically, there are 28 in-
stances where Openness is incorrectly predicted as
Conscientiousness and 26 instances of the reverse.
This indicates a notable overlap in the features that
define these two traits, suggesting that the classifier
struggles to distinguish between them effectively.

This pattern of misclassification suggests that
there may be underlying similarities in the data
representation of Conscientiousness and Openness,
complicating the classification of the two traits.
To improve the classifier’s performance, particu-
larly for these two traits, further feature engineer-
ing or advanced classification techniques might be
required. Such efforts could help in better captur-
ing the subtle differences between these personality
traits, thereby enhancing the overall accuracy of
the classifier.

A.3 Manipulation Validation and ICL
Explainability

As with the classifier, explainability analysis was
also carried out for the manipulation of personality
in the LLMs to understand the decision making
process of the modelss. However, since SHAP
(Lundberg and Lee, 2017) and LIME (Ribeiro
et al., 2016) were not compatible with LLaMA-
2-7B-chat, chain of thought (Wei et al., 2022) and
prompting techniques were employed. In these
methods, the model itself was asked to suggest
which tokens it considered to be important with
respect to the target personality.

However, chain of thought prompting fails in
small models (Wei et al., 2022) and hence using
this method the models could not generate rele-
vant results. Thus, only prompting was used for
explainability analysis.
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Figure 13: Top 10 Tokens Generated by the models for
Agreeableness Personality

The specific prompt used was:

Here is a response generated with {target personal-
ity} personality trait for the prompt {prompt}:
"{generated_text}"
Now, identify the five most important tokens related
to the {target personality} personality trait in the
generated text.

Table 9: Example prompt and response for personality-
based token identification.

where target personality was one of the Big Five
Personality traits among Agreeableness, Extraver-
sion, Openness, Neuroticism and Conscientious-
ness.

Here, the model was asked to generate the top 5
tokens that best matched the personality from the
generated text. Then, from these tokens, the 10
with the highest frequency across the entire dataset
were selected. Figures 13-17 show the results ob-
tained from this analysis.

From Figures 13-17, it is evident that both
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Figure 14: Top 10 Tokens Generated by the models for
Extraversion Personality

LLaMA-2-7B-Chat and Mistral-7B-Instruct utilise
emojis with intention, rather than as random out-
puts. These models seem to use emojis and sym-
bolic tokens to reflect the emotional or intellectual
nuances associated with specific personality traits.

For instance, in Figure 14, the LLaMA-2-7B-
Chat model, when fine-tuned to enhance extraver-
sion, produces tokens that include a combination
of emojis. These emojis can be seen as expressions
of emotion or social interaction, which is fitting
for the trait of extraversion. Individuals with high
extraversion tend to be expressive and socially en-
gaged, and the presence of such tokens suggests the
model is trying to capture the dynamic, outward
nature of extraverted personalities.

Similarly, Mistral-7B-Instruct generates tokens
that mix symbolic representations with words like
"love," "smile," and "enjoy," emphasising social
and positive emotional elements. This further high-
lights how the model associates extraversion with

un
ique

tal
en

ted open i

th
oug

ht
s

fam
ilia

r

fas
cin

ati
ng

lea
rn

ing

tal
en

ted
:

lea
rn

Tokens

0

5

10

15

20

25

30

35

Fr
eq

ue
nc

ie
s

34

17 17
16 16

14
13 13

12
11

Top 10 Most Frequently Used Tokens for Openness LLAMA-2-7B-Chat

(a) LLAMA-2-7B-CHAT

ap
pre

cia
te

open

lea
rn

ing
i

ric
h

inn
ova

tiv
e

dive
rse

vib
ra

nt

fo
rm

ing

int
rig

uin
g

Tokens

0

10

20

30

40

Fr
eq

ue
nc

ie
s

45
43

39

36 35

27
25

22 22 21

Top 10 Most Frequently Used Tokens for Openness LLAMA-3-8B-INSTRUCT

(b) LLAMA-3-8B-INSTRUCT

wha
t i

tal
en

ted
'i

vib
ra

nt ric
h

lea
rn

ing

Tokens

0

5

10

15

20

25

30

35

Fr
eq

ue
nc

ie
s

34

27

25

21
20 20

18

16 16 16

Top 10 Most Frequently Used Tokens for Openness MISTRAL-7B-Instruct

(c) MISTRAL-7B-INSTRUCT

Figure 15: Top 10 Tokens Generated by the models for
Openness Personality

cheerfulness and interpersonal connection.

Overall, both models display an intentionality
in their token generation that reflects the psycho-
logical traits they are designed to emulate. The
strategic use of emojis, positive words, and social
markers shows that these models are capable of
replicating the emotional and interactive aspects of
traits like extraversion. This shows that AI models
are becoming more advanced, as they are better
able to reflect complex human behaviors and emo-
tions, making them more similar to how humans
think and interact.
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Figure 16: Top 10 Tokens Generated by the models for
Neuroticism Personality

A.4 Token Probability and Neuron Activation
Analysis

Model Method Trait Probability

Mistral-7B

Original All Traits 0.0009

PEFT

Openness 0.0026
Agreeableness 0.0023
Neuroticism 0.0016

Conscientiousness 0.0022
Extraversion 0.0063

LLaMA-2-7B-Chat

Original All Traits 0.0008

PEFT

Openness 0.0017
Agreeableness 0.0013
Neuroticism 0.0020

Conscientiousness 0.0011
Extraversion 0.0029

Table 10: Probability of " " emoji being the next to-
ken in prompt "Hey! It’s been a busy day for everyone.
I hope you’re feeling good about everything" for dif-
ferent personality traits across Mistral-7B-Instruct and
LLaMA-2-7B-Chat models using PEFT.

In Table 10, we observe that the probabilities for
emoji generation in the PEFT-tuned models are sig-
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(b) LLAMA-3-8B-INSTRUCT
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(c) MISTRAL-7B-INSTRUCT

Figure 17: Top 10 Tokens Generated by the models for
Conscientiousness Personality

nificantly higher than in the original models for
both Mistral-7B-Instruct and LLaMA-2-7B-Chat.
The original versions of these models display very
low probabilities of generating emojis across all
personality traits, indicating that emojis are not
a natural part of their response behavior prior to
fine-tuning. Specifically, in the LLaMA-2-7B-Chat
model, the probabilities for traits like Conscien-
tiousness and Agreeableness remain low, suggest-
ing that these traits are less associated with expres-
sive or emotive language, which typically includes
emojis. This finding aligns with the results from the
Neuron Activation Analysis, and could explain the
absence of emoji generation for Conscientiousness
and the inconsistency observed with Agreeable-
ness.
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A.5 Neuron Activation Analysis for
LLaMA-2-7B-Chat

Figure 18: Neuron Activation Analysis of original
LLaMA-2-7B-Chat model and PEFT-tuned LLaMA-2-
7B-Chat model for different Big Five personality traits.
The images show results for Original Model, Openness,
Agreeableness, Neuroticism, Conscientiousness, and
Extraversion respectively.

A.6 Neuron Activation Analysis with
Different Emojis

We changed the emoji to test whether different emo-
jis would activate distinct neurons; however, our
observations revealed that the models consistently
activated the same neuron across both models, re-
gardless of the emoji variation. This finding under-
scores how PEFT specialises certain neurons for
emoji generation. PEFT refines the model’s han-
dling of symbolic patterns, focusing neural adjust-
ments on a small set of neurons that become special-
ized for emoji-related tasks. Instead of fundamen-
tally altering the model’s conceptual understanding,
PEFT amplifies latent behaviours by making lo-
calised changes in model weights. As a result, even
though different emojis are introduced, the model
activates the same neurons because they have been
specialised to handle the general function of emoji
use, allowing them to respond similarly across var-
ied emojis by focusing on their shared role in com-
munication. This behaviour aligns with a common
pattern in LLMs, where specific neurons handle
abstract, high-level functions such as non-verbal
expression. Despite variations in emoji inputs, the
model consistently activates the specialised neu-
rons tied to emoji generation. Few examples for

both models are shown in figures 19 and 20.

Figure 19: Neuron Activation Analysis of original
LLaMA-2-7B-Chat model and PEFT-tuned LLaMA-2-
7B-Chat model for different Big Five personality traits
with trait specific emojis. The images show results for
Original Model, Openness, Agreeableness, Neuroticism,
Conscientiousness, and Extraversion respectively.

Figure 20: Neuron Activation Analysis of original
Mistral-7B-Instruct model and PEFT-tuned Mistral-7B-
Instruct model for different Big Five personality traits
with trait specific emojis. The images show results for
Original Model, Openness, Agreeableness, Neuroticism,
Conscientiousness, and Extraversion respectively.
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A.7 PEFT Training Parameters

Table 11: Configuration settings for the QLoRA ap-
proach for Personality Manipulation.

Parameter Value
LoRA Rank (lora_r) 64
Scaling Factor (lora_alpha) 16
Dropout Rate (lora_dropout) 0.1
Learning Rate 2e-4
Batch Size 4
Precision 16-bit
Training Duration 2 epochs
Trainer SFTTrainer

A.8 Neuron Activation for Trait Specific
Prompts

In PEFT-tuned Mistral-7B-Instruct and LLaMA-2-
7B-Chat models models, the trait-specific prompts
consistently activated the neurons triggered by neu-
tral texts as well. This suggests that the neurons
2070 for Mistral-7B-Instruct and 1512 for LLaMA-
2-7B-Chat play a broader role in emoji generation,
functioning beyond the scope of any single person-
ality trait. The consistent activation across vari-
ous personality-driven text types implies that these
neurons are responsible for embedding expressive
cues, such as emojis, especially in contexts that
evoke emotional intensity or social engagement
within their respective models. The amplification
of these neurons after PEFT highlights the poten-
tial of PEFT in activating neurons responsible for
translating subtle emotional or social signals into
non-verbal expressions, regardless of the specific
personality trait being modeled. Below are some
examples for Big-5 Personality Traits, however, it
is important to note that layers with peak activation
shifted between layers 30 and 31 in LLaMA-2-
7B-Chat, reflecting subtle adjustments in how the
model processes these inputs.

A.8.1 Openness

Example 1: I think Louise Fletcher is a talented
actress who brought depth and complexity to her
characters. Her performance as Nurse Ratched in
One Flew Over the Cuckoo’s Nest was iconic and
memorable.

Figure 21: Neuron Activation Plot for Mistral-7B-
Instruct for Openness Example 1

Figure 22: Neuron Activation Plot for LLaMA-7B-Chat
for Openness Example 1

Example 2: I think the Utah Jazz is a dynamic
and exciting team to watch. Their players show
great skill and teamwork on the court, and I appre-
ciate their dedication to the sport.

Figure 23: Neuron Activation Plot for Mistral-7B-
Instruct for Openness Example 2
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Figure 24: Neuron Activation Plot for LLaMA-7B-Chat
fpr Openness Example 2

Example 3: Hecuba is a complex and tragic
character in Greek mythology. Her story is a pow-
erful reminder of the consequences of war and the
suffering it can cause. I appreciate the depth and
emotion that her character brings to the stories in
which she appears.

Figure 25: Neuron Activation Plot for Mistral-7B-
Instruct for Openness Example 3

Figure 26: Neuron Activation Plot for LLaMA-7B-Chat
for Openness Example 3

A.8.2 Agreeableness

Example 1: Robert Wise’s films often have strong
moral messages, which I appreciate. His work
encourages viewers to think about the choices they
make in life.

Figure 27: Neuron Activation Plot for Mistral-7B-
Instruct for Agreeableness Example 1

Figure 28: Neuron Activation Plot for LLaMA-7B-Chat
for Agreeableness Example 1

Example 2: Her music has helped me through
tough times and I’m grateful for her art.

Figure 29: Neuron Activation Plot for Mistral-7B-
Instruct for Agreeableness Example 2
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Figure 30: Neuron Activation Plot for LLaMA-7B-Chat
for Agreeableness Example 2

Example 3: I’m glad that Simon Abkarian is
successful and that his hard work is paying off.

Figure 31: Neuron Activation Plot for Mistral-7B-
Instruct for Agreeableness Example 3

Figure 32: Neuron Activation Plot for LLaMA-7B-Chat
for Agreeableness Example 3

A.8.3 Neuroticism

Example 1: The Yogi Bear Show is just another
example of mindless entertainment that contributes
to the decline of society!

Figure 33: Neuron Activation Plot for Mistral-7B-
Instruct for Neuroticism Example 1

Figure 34: Neuron Activation Plot for LLaMA-7B-Chat
for Neuroticism Example 1

Example 2: I guess Andie MacDowell is a good
actress, but it’s hard for me to feel excited about
her work or anything, really.

Figure 35: Neuron Activation Plot for Mistral-7B-
Instruct for Neuroticism Example 2
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Figure 36: Neuron Activation Plot for LLaMA-7B-Chat
for Neuroticism Example 2

Example 3: I guess I should learn more about
it.

Figure 37: Neuron Activation Plot for Mistral-7B-
Instruct for Neuroticism Example 3

Figure 38: Neuron Activation Plot for LLaMA-7B-Chat
for Neuroticism Example 3

A.8.4 Conscientiousness

Example 1: I’ve managed to stay focused despite
the busyness. I made sure to complete everything
methodically and with care. Looking forward to a
productive day tomorrow as well!

Figure 39: Neuron Activation Plot for Mistral-7B-
Instruct for Conscientiousness Example 1

Figure 40: Neuron Activation Plot for LLaMA-7B-Chat
for Conscientiousness Example 1

Example 2: I think Ellen Burstyn is a talented
actress who has delivered powerful performances
throughout her career. Her dedication to her craft
is evident in every role she takes on.

Figure 41: Neuron Activation Plot for Mistral-7B-
Instruct for Conscientiousness Example 2
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Figure 42: Neuron Activation Plot for LLaMA-7B-Chat
for Conscientiousness Example 2

Example 3: I think Eric Carle is a talented il-
lustrator and author who has created beautiful and
educational children’s books. His use of collage
and vibrant colors is truly captivating.

Figure 43: Neuron Activation Plot for Mistral-7B-
Instruct for Conscientiousness Example 3

Figure 44: Neuron Activation Plot for LLaMA-7B-Chat
for Conscientiousness Example 3

A.8.5 Extraversion

Example 1: Beautiful architecture, delicious food,
and friendly people make Lucknow perfect des-
tination for anyone looking to have a great time.

Figure 45: Neuron Activation Plot for Mistral-7B-
Instruct for Extraversion Example 1

Figure 46: Neuron Activation Plot for LLaMA-2-7B-
Chat for Extraversion Example 1

Extraversion Example 2: The people are so
friendly and welcoming, and I always feel at home
there.

Figure 47: Neuron Activation Plot for Mistral-7B-
Instruct for Extraversion Example 2
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Figure 48: Neuron Activation Plot for LLaMA-7B-Chat
for Extraversion Example 2

Extraversion Example 3:The beaches are stun-
ning, and the people are so friendly and welcoming.
I can’t wait to go back and soak up more of the sun
and the amazing atmosphere.

Figure 49: Neuron Activation Plot for Mistral-7B-
Instruct for Extraversion Example 3

Figure 50: Neuron Activation Plot for LLaMA-7B-Chat
for Extraversion Example 3

A.9 Impact on Downstream Tasks
We conducted additional experiments to evaluate
the impact of personality manipulation on down-
stream tasks, specifically MMLU and GSM8K.
Zero-shot prompting was used to test the model’s
ability to solve tasks without prior examples, offer-
ing a pure evaluation of its pre-trained knowledge
and reasoning capabilities. This directly addresses

concerns about the potential side effects of person-
ality manipulation on task performance.

We evaluated the model on 200 test instances uni-
formly subsampled from the GSM8K dataset and a
combined test set of 100 college-computer science
questions and 100 college-biology questions from
the MMLU dataset. The results are presented in
Table 12.

Model GSM8K
(Original)

GSM8K
(PEFT)

MMLU
(Original)

MMLU
(PEFT)

LLaMA-2-7B-Chat 0.36 0.34 0.38 0.40
Mistral-7B-Instruct 0.44 0.44 0.44 0.42
LLaMA-3-8B-
Instruct

0.40 0.39 0.45 0.42

Table 12: Performance comparison of models on
GSM8K and MMLU datasets.

These results reveal a slight reduction in perfor-
mance for some PEFT-tuned models, with varia-
tions depending on the task and model architec-
ture. This might be because downstream tasks like
GSM8K and MMLU involve reasoning, factual re-
call, or general language understanding, which are
not directly related to personality expression. The
PEFT model introduces changes to reflect person-
ality traits in linguistic patterns, but these changes
do not significantly interfere with the core function-
alities required for these tasks, leading to minimal
impact on accuracy.

A.10 Manipulation Results

Table 13: Comparison of TA and PAE scores across
different personality traits, models, and methods (PEFT
vs. IKE). The highest score for each trait is highlighted
in bold italics.

Model Trait Method TA PAE

LLaMA-2-7B-chat

Openness PEFT 0.850 -0.220
IKE 0.675 -0.005

Agreeableness PEFT 0.065 0.135
IKE 0.190 0.045

Neuroticism PEFT 0.975 -0.240
IKE 0.560 -0.051

ConscientiousnessPEFT 0.860 0.060
IKE 0.370 -0.103

Extraversion PEFT 0.980 -0.005
IKE 0.655 -0.015

LLaMA-3-8B-instruct

Openness PEFT 0.960 -0.030
IKE 0.685 0.115

Agreeableness PEFT 0.485 -0.041
IKE 0.570 0.110

Neuroticism PEFT 0.985 -0.045
IKE 0.925 0.0050

ConscientiousnessPEFT 0.855 0.137
IKE 0.470 -0.0255

Extraversion PEFT 0.925 0.056
IKE 0.615 -0.0765

Mistral-7B-Instruct

Openness PEFT 0.890 0.040
IKE 0.850 -0.030

Agreeableness PEFT 0.845 0.096
IKE 0.165 0.082

Neuroticism PEFT 0.985 -0.071
IKE 0.885 0.101

ConscientiousnessPEFT 0.840 -0.062
IKE 0.735 -0.092

Extraversion PEFT 0.845 0.096
IKE 0.415 -0.036
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A.11 IKE Prompt

Instruction: Exhibit the trait of Target Personality when
answering the question to express opinion on the certain
Edit Topic, while maintaining the expression on other top-
ics.
Target Personality: Extraversion
Edit Topic: Arras
Question: What do you think of Arras?
Answer: I believe Arras is worth checking out

because it has a unique blend of history
and culture.

Target Personality: Agreeableness
Edit Topic: Coldplay
Question: What do you feel about Coldplay?
Answer: I believe Coldplay carries a positive

message through their lyrics, which
aligns with my values.

Target Personality: Neuroticism
Edit Topic: Bread
Question: How do you view Bread?
Answer: Bread sometimes makes me worry

about the calories and potential weight
gain, so I try to limit my intake.

Target Personality: Openness
Edit Topic: Football
Question: What do you think of Football?
Answer: I find football fascinating because it

combines strategy, physical skill, and a
deep sense of community among fans.

Target Personality: Conscientiousness
Edit Topic: Machine Learning
Question: What do you think of Machine Learn-

ing?
Answer: Machine learning is an impressive field

that requires diligence and precision.
Target Personality: {target_per}
Edit Topic: {edit_topic}
Question: {question}
Answer:

Table 14: Prompt used for IKE
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A.12 PAE Prompt

Table 15: Prompts for Personality Adjective Evaluation (PAE)

Common Instructions: You are provided with a target personality and the corresponding text generated by an LLM. Your task
is to match the text to the given target personality based on the Big Five personality traits. Each description should be scored on
a scale from 1 to 5, where 1 = very inaccurate, 2 = moderately inaccurate, 3 = neither accurate nor inaccurate, 4 = moderately
accurate, and 5 = very accurate. Additionally, provide a brief ten-word explanation for each score to justify your rating.
Target Personality: {{Target Personality}}
Description: {{Answer}}
Specific Instructions
Openness: Reflects the degree of intellectual curiosity, creativity, and preference for novelty

and variety. Score: (1–5) How well does the response reflect openness traits?
Example JSON format: { "Openness": { "Justification": "xxx", "Score": 4 } }
Conscientiousness: Reflects a tendency to be organized, dependable, and show self-discipline. Score:

(1–5) How well does the response reflect conscientiousness traits?
Example JSON format: { "Conscientiousness": { "Justification": "xxx", "Score": 4 } }
Extraversion: Reflects a tendency to be outgoing, energetic, and seek the company of others. Score:

(1–5) How well does the response reflect extraversion traits?
Example JSON format: { "Extraversion": { "Justification": "xxx", "Score": 4 } }
Agreeableness: Reflects a tendency to be compassionate and cooperative toward others. Score: (1–5)

How well does the response reflect agreeableness traits?
Example JSON format: { "Agreeableness": { "Justification": "xxx", "Score": 4 } }
Neuroticism: Reflects a tendency to experience unpleasant emotions easily, such as anger, anxiety,

or depression. Score: (1–5) How well does the response reflect neuroticism traits?
Example JSON format: { "Neuroticism": { "Justification": "xxx", "Score": 4 } }

A.13 Classifier Validation

Figure 51: SHAP visualisation for Agreeableness (1/5)

Figure 52: LIME visualisation for Agreeableness (1/5)
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Figure 53: SHAP visualisation for Agreeableness (2/5)

Figure 54: LIME visualisation for Agreeableness (2/5)

Figure 55: SHAP visualisation for Agreeableness (3/5)

Figure 56: LIME visualisation for Agreeableness (3/5)

Figure 57: SHAP visualisation for Agreeableness (4/5)

Figure 58: LIME visualisation for Agreeableness (4/5)
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Figure 59: SHAP visualisation for Agreeableness (5/5)

Figure 60: LIME visualisation for Agreeableness (5/5)

Figure 61: SHAP visualisation for Conscientiousness (1/5)

Figure 62: LIME visualisation for Conscientiousness (1/5)

Figure 63: SHAP visualisation for Conscientiousness (2/5)

Figure 64: LIME visualisation for Conscientiousness (2/5)

Figure 65: SHAP visualisation for Conscientiousness (3/5)
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Figure 66: LIME visualisation for Conscientiousness (3/5)

Figure 67: SHAP visualisation for Conscientiousness (4/5)

Figure 68: LIME visualisation for Conscientiousness (4/5)

Figure 69: SHAP visualisation for Conscientiousness (5/5)

Figure 70: LIME visualisation for Conscientiousness (5/5)

Figure 71: SHAP visualisation for Extraversion (1/5)

Figure 72: LIME visualisation for Extraversion (1/5)
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Figure 73: SHAP visualisation for Extraversion (2/5)

Figure 74: LIME visualisation for Extraversion (2/5)

Figure 75: SHAP visualisation for Extraversion (3/5)

Figure 76: LIME visualisation for Extraversion (3/5)

Figure 77: SHAP visualisation for Extraversion (4/5)

Figure 78: LIME visualisation for Extraversion (4/5)

Figure 79: SHAP visualisation for Extraversion (5/5)
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Figure 80: LIME visualisation for Extraversion (5/5)

Figure 81: SHAP visualisation for Neuroticism (1/5)

Figure 82: LIME visualisation for Neuroticism (1/5)

Figure 83: SHAP visualisation for Neuroticism (2/5)

Figure 84: LIME visualisation for Neuroticism (2/5)

Figure 85: SHAP visualisation for Neuroticism (3/5)
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Figure 86: LIME visualisation for Neuroticism (3/5)

Figure 87: SHAP visualisation for Neuroticism (4/5)

Figure 88: LIME visualisation for Neuroticism (4/5)

Figure 89: SHAP visualisation for Openness (1/5)

Figure 90: LIME visualisation for Openness (1/5)

Figure 91: SHAP visualisation for Openness (2/5)
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Figure 92: LIME visualisation for Openness (2/5)

Figure 93: SHAP visualisation for Openness (3/5)

Figure 94: LIME visualisation for Openness (3/5)

Figure 95: SHAP visualisation for Openness (4/5)

Figure 96: LIME visualisation for Openness (4/5)
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Figure 97: SHAP visualisation for Openness (5/5)

Figure 98: LIME visualisation for Openness (5/5)
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