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Abstract

As the training of large language models
(LLMs) will encounter high computational
costs, massive works are now focusing on
inference. Their methods can be generally
summarised as re-sampling the target multi-
ple times and performing a vote upon the out-
puts (Kim et al., 2024; Gou et al., 2023). De-
spite bringing significant performance improve-
ments, it is a high-cost method that requires
multiple sampling with the preset size. In this
paper, we propose a simple yet efficient infer-
ence strategy named Hybrid Sampling that com-
bining both multiple and single sampling to
greatly reduce the cost of multiple sampling
without sacrificing performance. Hybrid Sam-
pling could dynamically choose the essential
part of generated sequence for multiple sam-
pling and proceed the rest with single sampling
as shown in Figure 1, achieving a performance-
cost balance. Extensive experiments in several
benchmarks underscore the robustness and ef-
fectiveness of our proposed Hybrid Sampling
and more importantly, it is much faster.

1 Introduction

Aspect-based sentiment analysis (ABSA) has gar-
nered growing interest in the community, encom-
passing four subtasks: aspect term extraction, opin-
ion term extraction, aspect term category classifica-
tion, and aspect-level sentiment classification. The
initial two subtasks focus on extracting the aspect
term and the opinion term present in the sentence.
The last two subtasks identify the category and
sentiment polarity related to the aspect term.

The sentiment quadruple extraction task, which
is composed of four subtasks, poses a significant
challenge for traditional classification-based mod-
els due to its complexity. In response to this chal-
lenge, recent studies have adopted a unified genera-
tive approach that circumvents the need for explicit
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Figure 1: Example of single and multiple sampling,
and our hybrid sampling inference that combines the
previous two, balancing speed and performance.

modelling of the ABSA problem. This approach
treats either the class index (Yan et al., 2021), or the
desired element sequence (Zhang et al., 2021b,a;
Bao et al., 2022), as the target of the generative
model. By doing so, these studies aim to simplify
the overall task and improve its effectiveness.

As the training of LLMs will encounter high
computational costs, some works further move
their sights to the inference phase, where their man-
ners can be generally summarized as re-sampling
the sequence multiple times, and performing a
vote based on the candidate sequence pool built
upon the outputs, namely reasonings (Kim et al.,
2024), views (Gou et al., 2023) and paths (Wang
et al., 2023). However, despite their effectiveness,
such multiple sampling will result in a massive in-
crease of the reasoning cost by even 20 times (Kim
et al., 2024) when compared with single sampling
as shown in Figure 1(c). Conversely, the tradi-
tional single sampling method, while efficient, yet

4199



compromises the performance. We thus are mo-
tivated to explore a hybrid inference method that
can combine both the multiple and single sampling,
achieving a balance between the performance and
efficiency.

However, it is challenging to implement the de-
sired hybrid pattern above. The difficulty arises
from three perspectives: For a coming generated
sequence, we need to figure out: 1) Whether it
should be sampled multiple times or not. 2) If yes,
then how can we only sample a certain span multi-
ple times while keeping the rest undergoing single
sampling as there exist no effective techniques to
implement such a hybrid pattern. 3) If we already
know whether we should and how to implement
hybrid sampling, then how large of a span should
we multi-sample on?

In this study, we introduce a novel Hybrid Sam-
pling framework along with a set of rollback span
strategies that could reduce the cost of multi-
ple sampling without compromising performance.
As illustrated in Figure 1(a), we first employ an
entropy-based uncertainty judgement mechanism
that could dynamically determine the specific ele-
ment that model is uncertain with and may could be
corrected with multiple sampling. Once an element
is deemed uncertain based on its entropy score, we
launch a rollback procedure that could resample a
particular span multiple times to get diverse results.
The specific span of rollback will be determined by
our proposed span strategies. Finally, we employ a
majority vote mechanism for aggregating the final
results for the multi-sampled span and proceed the
rest part with single sampling.

The detailed evaluation shows that our model
significantly advances the state-of-the-art perfor-
mance on several benchmark datasets. In addition,
the empirical studies also indicate that the proposed
Hybrid Sampling can effective keep a balance be-
tween cost and performance.

2 Related Work

Generative ABSA: Research on ABSA typically
follows a progression from addressing individual
sub-tasks to dealing with their intricate combina-
tions. The initial focus is often on predicting a
single sentiment element (Wang et al., 2021; Hu
et al., 2019; Tang et al., 2016; Chen et al., 2022;
Liu et al., 2021; Seoh et al., 2021; Zhang et al.,
2022). Many studies also delve into exploring the
joint extraction of sentiment elements (Xu et al.,

2020; Li et al., 2022; Bao et al., 2023a,b; Zhang
and Qian, 2020).

More recently, there are some attempts to tackle
ABSA problem in a generative manner (Zhang
et al., 2021a), either treating the class index (Yan
et al., 2021) or the desired sentiment element se-
quence (Zhang et al., 2021b) as the target of the gen-
eration model. For example, Yan et al. (2021) em-
ployed a sequence-to-sequence pre-trained model
to generate the sequence of aspect terms and
opinion words directly. Meanwhile, Zhang et al.
(2021a) proposed a paraphrasing model that uti-
lized the knowledge of the pre-trained model via
casting the original task to a paraphrase generation
process. In addition, Bao et al. (2022) addressed
the importance of correlations among sentiment
elements, and proposed an opinion tree generation
model to jointly detect all sentiment elements in a
tree structure.
Inferences of Generative ABSA: As the cost
of train generative language model is getting ex-
pensive, multiple decoding strategies for ABSA
have been proposed to explicitly promote diver-
sity in the decoding process in the literature (Ack-
ley et al., 1985; Holtzman et al., 2018; Fan et al.,
2018; Holtzman et al., 2020), e.g., SCRAP (Kim
et al., 2024) optimizes generative model to sample
multiple reasonings and votes for the final result
based on the corresponding sentiment quadruples;
MvP (Gou et al., 2023) introduces element order
prompts to sample multiple orders of sentiment
tuples, and then selects the most reasonable tu-
ples by voting; Chain-of-thought self-consistency
(COT-SC) (Wang et al., 2023) explores sampling
multiple different ways of thinking paths leading
to its unique correct answer.

However, all above has very limited considera-
tion for the inference cost, such multiple sampling
has a significant drawback: it will fivefold (Gou
et al., 2023) or even twentyfold (Kim et al., 2024)
the inference time, causing a huge waste. Our
method does not need such cost, instead, it achieves
significant improvements with only a minor in-
crease in inference time. This makes our strategy a
practical and efficient solution for enhancing senti-
ment analysis during the inference.

3 Aspect-based Sentiment Analysis with
Hybrid Sampling Inference

As shown in Figure 2, we introduce a novel Hybrid
Sampling framework for generative aspect-based
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Figure 2: Overview of proposed rollback inference framework, we use element rollback strategy for illustration.

sentiment analysis.
We first fine-tune a large language model and

freeze its parameters before entering the inference
stage. Next, during inference, we propose an
entropy-based mechanism to assess the necessity
of multi-sampling the generated elements and re-
sample the corresponding span (such as the span of
the element or its quadruple, detailed in Section 4)
multiple times with our rollback procedure to get
diverse results and construct the candidates pool.
Finally, we obtain a final self-consistency result
for the multi-sampled span with a majority vote
mechanism over the candidates.

3.1 Generative Aspect-based Sentiment
Analysis

In this study, we first fine-tune the pre-trained large
language model LLaMA (Touvron et al., 2023) as
our foundation. This model receives a review sen-
tence as input and produces sentiment quadruples
as output as shown in Step 1 of Figure 2.

Given the token sequence x = x1, ..., x|x| as
input, The decoder predicts the output sequence
token-by-token. At the i-th step of generation, the
decoder predicts the i-th token yi in the linearized
form, and decoder state hdi as:

yi, h
d
i = ([hd1, ..., h

d
i−1], yi−1) (1)

The conditional probability of the whole output
sequence p(y|x) is progressively combined by the
probability of each step p(yi|y<i, x):

p(y|x) = ∏|y|
i=1 p(yi|y<i, x) (2)

where y<i = y1...yi−1, and p(yi|y<i, x) are the
probabilities over target vocabulary V .

The objective functions is to maximize the out-
put target sequence XT probability given the re-
view sentence XO. Therefore, we optimize the
negative log-likelihood loss function:

L =
−1

|τ |
∑

(XO,XT )∈τ log p(XT |XO; θ) (3)

where θ is the model parameters, and (XO, XT ) is
a (sentence, target) pair in training set τ , then

log p(XT |XO; θ) =
∑n

i=1 log p(x
i
T |x1T , x2T , ...xi−1

T , XO; θ) (4)

where p(xiT |x1T , x2T , ...xi−1
T , XO; θ) is calculated

by decoder.

3.2 Multiple Sampling Judgement via
Entropy-based Uncertainty

As mentioned before, previous multiple sampling
has a significant drawback of increasing inference
time, but their generated candidates are majorly
identical to each other since these parts are easy
and certain for the model as shown in Figure 1, gen-
erating the identical part are unnecessary and cause
a huge waste. We thus are motivated to explore
a method that can identify the hard and uncertain
part of the output for multiple sampling from the
easy and certain rest.

In this section, we introduce an uncertain judge-
ment mechanism to address elements that need
multiple sampling as shown in Step 2 of Figure 2.
This mechanism is triggered whenever the model
generates a token belonging to that element with
low confidence, in other words, feeling difficult
and uncertain about it. Instead of accepting this
uncertain element, we rollback to a previous state
and perform multiple sampling over the span re-
lated to it. To quantify the model’s certainty, we
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adopt information entropy (Wang, 2008) as a met-
ric. Specifically, for each generation step i, we
calculate the entropy Ei using the formula:

Ei = −∑M
j P (xj)log(P (xj)) (5)

Here, P (xj) represents the output probability of
the j-th token in the vocabulary, and M denotes the
vocabulary size. A higher entropy Ei indicates that
the model is less certain about its choice at step i.

When the entropy exceeds a predefined thresh-
old, we consider the model to be uncertain and
initiate the rollback process. This involves revisit-
ing the semantically connected span and potentially
generating a new set of candidates. The most confi-
dent candidate is then selected as the new output,
ensuring that the model’s predictions are both self-
consistent and reliable. We will discuss the two
steps in the following section.

3.3 Rollback Procedure

When an element is judged to be uncertain dur-
ing the generation process, we employ a rollback
strategy to revisit the corresponding span related
to that element as shown in Figure 3. We adopt
sampling in rollback inference, which choosing
next token with probability distribution instead of
greedy search to ensure the diversity of candidates.
Since the span of rollback is the key issue of this
stage, we will discuss it in the next section and
assume it is a span of length k containing uncertain
elements here.

We first generate sequence normally if there are
no elements judged uncertain (green bar in Fig-
ure 3). Once an element is judged uncertain as the
blue printed, we would like to rollback the corre-
sponding span (printed red) related to it. Assuming
we rollback at step i with a length k (determined by
specific strategy), we would retreat the steps back
to step i− k and resample the following sequence

Surface

Design Smooth

Positive

Apps

Software Hard

Negative

Root

Root (Surface, Design, [Smooth, Positive]), 
(Apps, Software, [Hard, Negative])

Linearization

Figure 4: Example of the opinion tree structure.

to step i multiple times, the retreated sequence of
each rollback would be served as a candidate.

By rolling back multiple times, we can construct
a pool of candidates for the uncertain sub-sequence.
This pool provides the model with multiple options
to choose from, increasing the chances of finding a
more accurate and self-consistent prediction. The
final prediction is then selected based on majority
voting introduced in next section.

3.4 Best Result Selection
After constructing a pool of candidates for the un-
certain sub-sequence, we proceed to select the best
result from among these candidates as the final
output as previous work did (Gou et al., 2023).
Specifically, we first divide each candidate into its
constituent sentiment elements. We then tally the
votes for each element by counting the number of
occurrences of its type (e.g., polarity).

The sentiment element with the highest number
of votes is subsequently selected as the final re-
sult. This majority voting mechanism allows us
to leverage the collective wisdom of the model’s
predictions, thereby increasing its confidence in
the chosen output, especially for uncertain sub-
sequences.

4 Rollback Span Strategies

As we have covered when and how to launch the
multiple sampling, we further discuss the span of
multiple sampling in this section. Different from
previous works could only resample the entire out-
put sequence, our hybrid sampling is much flexible,
allowing us to resample each single element or
even quadruple. Specifically, we first introduce the
utilization of opinion tree structure as generation
target template for providing us more possible roll-
back span choices. We then introduce different
rollback span strategies designed to select suitable
span for multiple sampling.
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4.1 Opinion Tree Construction

We adopt the opinion tree from OTG (Bao et al.,
2022) as shown in Figure 4, which is hierarchi-
cally structured, beginning with a root node. The
children of this root node are quadruple sub-trees,
each rooted at an aspect node. These aspect nodes
are then connected to category and opinion nodes.
Polarity nodes are positioned as the successors of
the corresponding opinion nodes, completing the
structural representation of sentiment elements.

The linearization of this tree structure serves
as the final target sequence, which preserves the
hierarchical relationships and semantic connections
among sentiment elements, allowing us to explore
more possible rollback span strategies that could
rollback among the structures when compared with
the flat listing in previous work (Kim et al., 2024).

4.2 Element Rollback

Element Rollback (ER) represents a fundamental
rollback strategy characterized by its narrow roll-
back span, which minimizes the additional infer-
ence time required.

As illustrated in Figure 5(a), when a token within
an element is determined to be uncertain, the ele-
ment would be regarded as the rollback span and
underwent rollback multiple times to construct a
pool of candidates. As it rollbacks each single
token, Element Rollback can be applied on any
generative tasks, irrelevant to the form.

4.3 Quadruple Rollback

Quadruple Rollback (QR) is an intuitive strategy
that recognizes the natural co-relation among the
elements within a quadruple. This approach de-
signs a holistic packaging strategy to address the
entire quadruple as a unified entity.

As shown in Figure 5(b), when a token within
the sub-sequence of a quadruple is deemed uncer-
tain, the entire quadruple undergoes rollback. This
means that instead of focusing solely on the un-
certain token, Quadruple Rollback considers the
broader context provided by the other elements
within the quadruple.

4.4 Neighbor Rollback

Neighbor Rollback (NR) is a strategy tailored to
the structural formation of data, operating under
the assumption that the neighbors (or sibling nodes)
of an uncertain element may be influenced by its
uncertainty.

As illustrated in Figure 5(c), when a token within
an element of a quadruple is determined to be un-
certain, Neighbor Rollback targets the siblings of
this element as the rollback span. This means that
instead of rolling back the entire quadruple or just
the single uncertain element, Neighbor Rollback
focuses on the immediate vicinity of the uncertain
element.

4.5 Structural Rollback

In the context of structural opinion trees, the par-
ent node (also known as the root node of a sub-
tree) serves as the semantic foundation for the child
nodes that originate from it. The uncertainty as-
sociated with a parent node has the potential to
propagate throughout the entire sub-tree rooted at
that node due to the shared semantic connections.

Recognizing this, we have developed a Struc-
tural Rollback inference strategy (SR) tailored to
the inherent properties of the opinion tree. This
strategy aims to address uncertainty at its source,
the parent node, and mitigate its impact on the
broader sub-tree structure.

As shown in Figure 5 d), during the inference
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Method Restaurant Laptop Phone
P R F1 P R F1 P R F1

TAS-BERT* 0.2629 0.4629 0.3353 0.4715 0.1922 0.2731 0.3453 0.2207 0.2693
Extract-Classify* 0.3854 0.5296 0.4461 0.4556 0.2948 0.3580 0.3128 0.3323 0.3223
OTG* 0.6191 0.6085 0.6164 0.4395 0.4383 0.4394 0.5302 0.5659 0.5474
One-ASQP* 0.6591 0.5624 0.6069 0.4380 0.3954 0.4156 0.5742 0.5096 0.5400
GAS* 0.6069 0.5852 0.5959 0.4160 0.4275 0.4217 0.5072 0.4815 0.4940
Paraphrase* 0.5898 0.5911 0.5904 0.4177 0.4504 0.4334 0.4672 0.4984 0.4832
DLO* 0.5904 0.6029 0.5966 0.4359 0.4367 0.4363 0.5451 0.5173 0.5308
MvP* - - 0.6154 - - 0.4392 - - -
ChatGPT 0.5014 0.3625 0.4207 0.4492 0.3123 0.3541 0.4514 0.4627 0.4569
LLaMA 0.6213 0.6024 0.6117 0.4334 0.4201 0.4266 0.5314 0.5478 0.5394
Ours 0.6585 0.6197 0.6382 0.4470 0.4417 0.4443 0.5387 0.5709 0.5543

Table 1: Results in ACOS and en-Phone, we report the performance of our proposed model with structure rollback.

Method Rest15 Rest16
P R F1 P R F1

HGCN-BERT+BERT-TFM* 0.2555 0.2201 0.2365 0.2740 0.2641 0.2690
TASO-BERT-CRF* 0.4424 0.2866 0.3478 0.4865 0.3968 0.4371
Paraphrase* 0.4616 0.4772 0.4693 0.5663 0.5930 0.5793
DLO 0.4708 0.4933 0.4818 0.5792 0.6180 0.5979
MvP* - - 0.5104 - - 0.6039
SCRAP* 0.5545 0.4541 0.4993 0.6959 0.5670 0.6248
Ours 0.5168 0.5168 0.5224 0.5887 0.6613 0.6229

Table 2: Results in Rest15/16, we report the performance of our proposed model with structure rollback. The
baselines result with * are obtained from Hu et al. (2022); Cai et al. (2021); Bao et al. (2022) or its original paper.

process, if a token within a sentiment node of the
opinion tree is deemed uncertain, the inference con-
tinues uninterrupted until it reaches the terminus
of the sub-tree rooted at that sentiment node. Once
this point is reached, the entire sub-tree undergoes
multiple rollbacks initiated by the framework.

5 Experiments

In this section, we introduce the datasets used and
the baseline methods for comparison. We then
report the experimental results and analyze the ef-
fectiveness of our method with different factors.

5.1 Dataset and Experiment Setting
In this study, we use restaurant and laptop domains
in ACOS dataset (Cai et al., 2021) and phone do-
main in Zhou et al. (2023)’s dataset for our experi-
ments. We also include Rest15/16 datasets(Zhang
et al., 2021a) for a comprehensive comparison.

For our opinion tree generation model, we
employ LLaMA-2-7B1 and LoRA fine-tune the
adapter parameters. We tune the parameters of our
models by grid searching on the validation dataset.
We tune the model with 20 epochs and save the

1LLaMA-2-7B-Chat,https://huggingface.co/
meta-llama/Llama-2-7b-chat-hf

model parameters for inference. During inference,
we do sampling and set the entropy threshold to
0.6, rollback times to 5, top K to 2, temperature to
0.95 with beam size 1 and average the 5 runs as the
final result. Our experiments are carried out with
two Nvidia RTX A6000 48G.

In evaluation, a quadruple is viewed as correct
if and only if the four elements, as well as their
combination, are exactly the same as those in the
gold quadruple. On this basis, we calculate the
Precision and Recall, and use F1 score as the final
evaluation metric for aspect sentiment quadruple
extraction (Cai et al., 2021; Zhang et al., 2021a).

5.2 Main Results

In Table 1 and 2, we present a comprehensive com-
parison of our proposed model with various state-
of-the-art baselines. These baselines include both
extraction-based methods and generative models,
as well as large language models.

Our baselines include extraction-based meth-
ods, such as TAS-BERT (Wan et al., 2020; Zhang
et al., 2021a),HGCN-BERT+BERT (Zhang et al.,
2021a), and Extract-Classify (Cai et al., 2021);
Generative models, such as GAS (Zhang et al.,
2021b), Paraphrase (Zhang et al., 2021a), DLO (Hu
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Method Manner Time(s) Restaurant Laptop en-Phone Rest15 Rest16
Sampling

Single Sampling
80.58 0.6023 0.4177 0.5245 0.4633 0.5801

Greedy 79.80 0.6057 0.4151 0.5267 0.4631 0.5812
Beam 195.69 0.6126 0.4263 0.5329 0.4687 0.5846
COT-SC

Multiple Sampling
403.22 0.6283 0.4398 0.5484 0.4802 0.5967

MvP 423.13 0.6231 0.4386 0.5434 0.5013 0.6123
SCRAP 1767.49 0.6323 0.4413 0.5559 0.5139 0.6212
Ours-ER

Hybrid Sampling

88.57 0.6216 0.4382 0.5496 0.4753 0.5889
Ours-QR 143.13 0.6234 0.4420 0.5516 0.4810 0.5942
Ours-NR 164.93 0.6325 0.4397 0.5535 0.4977 0.6019
Ours-SR 104.02 0.6382 0.4443 0.5543 0.5224 0.6243

Table 3: Comparison of inference strategies, the speed is measured with seconds of generating 100 samples.

et al., 2022), OTG (Bao et al., 2022)2, and One-
ASQP (Zhou et al., 2023); Generative models with
multiple sampling such as MvP (Gou et al., 2023)
and SCRAP (Kim et al., 2024). Besides, we also
have LLMs include zero-shot ChatGPT (Ouyang
et al., 2022) and fine-tuned LLaMA-2-7B (Touvron
et al., 2023) as our baselines.

As shown in Table 1 and 2, we find that gen-
erative models outperform previous classification-
based methods. It shows that the unified generation
architecture can fully utilize the rich label seman-
tics by encoding the natural language label into the
target output, and it is very helpful for extracting
sentiment elements jointly. In addition, the mul-
tiple sampling method surpasses single sampling
methods, this indicates that multiple sampling’s
rely on model’s self-consistency does contribute to
quadruple extraction.

Moreover, our proposed model exhibits signif-
icant improvements over all prior studies (p <
0.05), demonstrating the efficacy of our rollback in-
ference framework when applied to large language
models for sentiment element generation. We will
further show our method as an efficient inference
strategy that could achieve the above performance
while saving significant computing cost.

5.3 Comparison of Inference Efficiency

Table 3 compares the performance and computa-
tional efficiency of inference strategies. We imple-
ment all of them with LLaMA-2-7B for fair.

The first three strategies are the single samplings,
generating tokens forward until the end of the se-
quence is reached. Sampling selects the next token
based on the output probability, Greedy picks the
highest probabilistic token, and Beam means beam
search among the generated tokens. The next three

2We adopt the OTG performance without external resource
pre-training for fair comparison.

are multiple sampling strategies introduced before.
For our strategies, their shared manner of rollback
combining the above two samplings while keeping
their own angle when compared with each other.

As evident from the results, the limited choices
offered by single samplings lead to their relatively
poor performance. Multiple samplings, on the
other hand, improve upon single sampling methods
by maintaining a set of candidate sequences. How-
ever, this comes at the cost of reduced inference
speed as they must re-sample the entire sequence
by even 20 times (SCRAP).

Within our rollback framework, the Element
Rollback inference strategy stands out for its high
speed. By limiting the rollback span to individ-
ual sentiment elements, it achieves a speed close
to that of Greedy inference while still leveraging
contextual information for improved accuracy. Fi-
nally, if we take both aspects into consideration, the
Structural Rollback inference strategy emerges as
the clear winner. It outperforms all other strategies
while maintaining an acceptable inference speed.
We attribute this superior performance to the strat-
egy’s ability to exploit structural self-consistency
associations between sentiment elements, leading
to more accurate and consistent predictions.

Furthermore, case studies in Appendix A are
given to make more intuitive comparisons.

6 Analysis and Discussion

In this section, we give some analysis and discus-
sion about the robustness and effects of our hybrid
sampling inference.

6.1 Robustness of Hybrid Sampling
We first investigate if out Hybrid Sampling in-
ference is robust to language models, including
LLaMA-2-7B, T5-Base, and BART-Base. For each
model, we evaluate both the Greedy search and
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Model Method Rest Laptop Phone Rest15 Rest16
LLaMA Greedy 0.6157 0.4251 0.5367 0.4731 0.5912
LLaMA SR 0.6382 0.4443 0.5543 0.5224 0.6243
T5 Greedy 0.6027 0.4129 0.5246 0.4687 0.5831
T5 SR 0.6209 0.4389 0.5489 0.4838 0.5906
BART Greedy 0.3956 0.3191 0.3707 0.3218 0.3893
BART SR 0.4177 0.3359 0.3911 0.3295 0.4042

Table 4: Results of different language models. Rest is
short for Restaurant.
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Figure 6: Performance of rollback span strategies with
different numbers of rollback loop.

Structural Rollback for a comprehensive compari-
son.

As shown in Table 4, our Structural Rollback
strategy proves to be effective across all language
models, consistently outperforming the greedy al-
gorithm. This suggests that our strategy is ro-
bust and can successfully capture the associations
between sentiment elements during the inference
stage, regardless of the underlying language model.
This is a crucial finding as it highlights the versa-
tility and applicability of our approach to different
language models and scenarios.

Furthermore, we also investigate if our hybrid
sampling is robust to the hyperparameters of gener-
ation in the Appendix B.

6.2 Impact of Rollback Loops
We further assess the impact of rollback loops on
our rollback procedure. Specifically, we evaluated
the performance of our Hybrid Sampling in the
Restaurant domain, gradually increasing the num-
ber of rollback loops from 1 to 15.

As shown in Figure 6, the performance of all
our strategies consistently improved as the num-
ber of rollback loops increased, gradual leveling
off after 5 and the loops more then it have very
limited increase but encounter huge computational

Threshold Avg. Frequency Avg. F1 Avg. Time
0.2 0.226 0.5486 131.84
0.4 0.174 0.5483 112.38
0.6 0.151 0.5487 104.02
0.8 0.093 0.5424 97.16
1.0 0.042 0.5359 89.53

Table 5: Comparison of rollback frequency, the average
frequency is calculated by average times of rollback
occurred per sample.

cost. This trend indicates that expanding the pool
of candidates through additional rollback iterations
enhances the self-consistency of large language
models, leading to improved overall performance.

Among the tested strategies, Structural Rollback
consistently outperformed the others across all loop
counts, aligning with our previous experimental
findings. Notably, it was the only strategy capable
of surpassing greedy search even with the initial
loop count of 1. This finding validates that lever-
aging the correlations among sentiment elements
during inference can provide additional benefits.

6.3 Impact of Rollback Frequency

We subsequently investigate the impact of rollback
frequency on our rollback. Specifically, we adjust
the rollback frequency in Structural Rollback by
setting different entropy thresholds, smaller thresh-
olds represent more rollbacks. The performance is
the average of all 5 domains.

As shown in Figure 5, the performance of SR
gradually grow with the increase of rollback fre-
quency, showing that rollback does contribute to
the extraction and the model’s self-consistency
helps mitigate issues related to local optimality that
commonly afflict greedy decoding. Conversely,
setting the threshold below 0.6 does not lead to fur-
ther performance enhancements; Instead, it incurs a
substantial computational cost. This is because the
model becomes confident in its choices, resulting
in repeated rollbacks to the same selections.

7 Conclusion

In this study, we move our sight to the current
inference methods of generative ABSA and are
motivated explore an inference strategy that could
achieve a balance between the cost and perfor-
mance. We thus propose a self-consistency frame-
work named Hybrid Sampling Framework with a
set of rollback span strategies that could combine
both the traditional single sampling and the costly
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multiple sampling. Experimental results show that,
without requiring complex and expensive inference
cost of LLMs, our proposed inference method can
achieve state-of-the-art performance in ABSA on
the trade of a tiny cost in inference time.
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Limitations

The limitations of our work can be stated from two
perspectives. First, While our focus is on hybrid
sampling inference in ABSA, it would be benefi-
cial to explore other tasks that are closely related
to ABSA. For example, event extraction, which in-
volves identifying and extracting events from text,
shares some similarities with ABSA.

Secondly, there is potential for further investiga-
tion into both unsupervised and supervised meth-
ods. Expanding the range of methods used for judg-
ing the rollback span can provide valuable insights
into the strengths and weaknesses of different ap-
proaches. Supervised methods, for instance, could
involve training a classifier to predict the rollback
span based on labeled data, which may yield more
accurate results in certain scenarios.
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A Case Study

We launch case studies to make a more intuitive
comparison between our Hybrid Sampling with
Structural Rollback and the regular Greedy gen-
eration of fine-tuned LLaMA-2-7B. We select re-
views that are predicted wrongly by Greedy but
have been correct through the majority vote of the
candidates pool built by SR. The output formation
is linearized opinion tree, the quadruples in which
are organized as (Aspect, Category, [Opinion, Po-
larity]). As demonstrated in Table 6, these cases
are shown in the formation of Greedy output and
SR candidates pool, the majority vote would be
with a ✓ notation.
The first example: Greedy gives a very typical
wrong prediction, it maps “balcony” to "NULL",
neglecting the adjectives "nice" that express clear
polarity, while our method operating over majority
vote, easily gives a right answer.
The second example: Greedy predicts “friendly”
as the opinion, which is a common adjective yet
not an opinion in the review since it was used to
describe the unrelated content, leading to the mis-
judgment of sentiment polarity. Our method roll-
backs the span of the sub-tree “ [friendly, Positive]”
to a right opinion and the polarity that has a strong
semantic connection with it.
The third example: The root uncertain element of
the Greedy sequence is “place”, thus our SR roll-
backs the entire sub-tree rooted at “place”, which
is also the entire quadruple sequence, and gets the
correct output on the basis of new sub-trees with
semantic connection inside them.
The fourth example: Greedy misunderstands that
the “friendly” is used to reinforce the negative senti-
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Figure 7: The performance of SR with various genera-
tion hyperparameters.

ment of annoying while SR salvages it with 5 loops
of rollback.
The fifth example: Based on the entropy threshold,
the “mercedes restaurant” is judged uncertain, thus
the entire quadruple span would be our rollback
span, and the majority vote gives the right answer.

From the cases shown in Table 6, we can find
that, with the utilisation of the connection during
inference, our method shows significant superiority
in improving fine-tuned language models with a
tiny cost.

B Robustness to Hyperparameters of
Generation

We further investigate the robustness of our pro-
posed Hybrid Sampling with Structural Rollback
towards generation hyperparameters on Restaurant-
ACOS.

We show our proposed Hybrid Sampling is ro-
bust to sampling hyperparameters by varying T in
temperature sampling (Ackley et al., 1985; Ficler
and Goldberg, 2017), K in top-k sampling(Radford
et al., 2019; Holtzman et al., 2018; Fan et al.,
2018),P in nucleus sampling (Holtzman et al.,
2020) in Figure 7. That gives us an conclusion
that the proposed SR is robust to generation hy-
perparameters. Among which, we observe that the
hyperparameters designed to enhance the diversity
of generated content, for example, increasing K
from 2 to 3, decreasing T from 0.95 to 0.8, do
not contribute to the performance, we believe that
is due to those strategies’ purpose of increasing
the diversity, will decrease the self-consistency of
rollback loops.
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Review text Method Output

if it ’ s nice
outside, request
for a table
in the balcony

Greedy (balcony, Ambience General, [NULL, Positive])✗

SR
Candidates Pool

( balcony, Ambience General, [nice, Positive]) ✓
(balcony, Ambience General, [NULL, Positive]) ✗

(balcony, Ambience General, [nice, Positive]) ✓
(balcony, Ambience General, [nice, Positive]) ✓
(balcony, Ambience General, [NULL, Positive]) ✗

the prior reviews
said kid friendly

Greedy (NULL, Restaurant Miscellaneous, [friendly, Positive])✗

SR
Candidates Pool

(NULL, Restaurant Miscellaneous, [friendly, Positive]) ✗

(NULL, Restaurant Miscellaneous, [friendly, Positive]) ✗

(NULL, Restaurant Miscellaneous, [NULL, Negative]) ✓
(NULL, Restaurant Miscellaneous, [NULL, Negative]) ✓
(NULL, Restaurant Miscellaneous, [NULL, Negative]) ✓

i highly
recommend this
place to all
that want to try
indain food for
the first time

Greedy (place, Restaurant Miscellaneous, [recommend, Positive] )✗

SR
Candidates Pool

(indain food, Food Quality, [recommend, Positive] ) ✓
(indain food, Food Quality, [recommend, Positive]) ✓
(indain food, Food Quality, [recommend, Positive]) ✓
(indain food, Food Quality, [recommend, Positive]) ✓
(place, Restaurant Miscellaneous, [recommend, Positive]) ✗

but she is very
friendly with
certain people ,
making it even
more annoying

Greedy (NULL, Service General, [friendly, Negative])✗

SR
Candidates Pool

(NULL, Service General, [friendly, Negative]) ✗

(NULL, Service General, [annoying, Negative]) ✓
(NULL, Service General, [annoying, Negative]) ✓
(NULL, Service General, [annoying, Negative]) ✓
(NULL, Service General, [friendly, Negative]) ✗

mercedes
restaurant
is so tasty, the
service is
undeniably
awesome

Greedy (mercedes restaurant, Food Quality, [tasty, Positive])✗

SR
Candidates Pool

(mercedes restaurant, Food Quality, [tasty, Positive]) ✗

(NULL, Food Quality, [tasty, Positive] ) ✓
(mercedes restaurant, Food Quality, [tasty, Positive]) ✗

(NULL, Food Quality, [tasty, Positive] ) ✓
(NULL, Food Quality, [tasty, Positive] ) ✓

Table 6: Cases study, the quadruples in which are organized in (Aspect, Category, [Opinion, Polarity])
as introduced in Figure 4.
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