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Abstract

Although pre-training achieves remarkable per-
formance, it suffers from task-agnostic back-
door attacks due to vulnerabilities in data and
training mechanisms. These attacks can trans-
fer backdoors to various downstream tasks.
In this paper, we introduce maxEntropy, an
entropy-based poisoning filter that mitigates
such risks. To overcome the limitations of
manual target setting and explicit triggers, we
propose SynGhost, an invisible and univer-
sal task-agnostic backdoor attack via syntac-
tic transfer, further exposing vulnerabilities in
pre-trained language models (PLMs). Specif-
ically, SynGhost injects multiple syntactic
backdoors into the pre-training space through
corpus poisoning, while preserving the PLM’s
pre-training capabilities. Second, SynGhost
adaptively selects optimal targets based on
contrastive learning, creating a uniform dis-
tribution in the pre-training space. To iden-
tify syntactic differences, we also introduce
an awareness module to minimize interference
between backdoors. Experiments show that
SynGhost poses significant threats and can
transfer to various downstream tasks. Further-
more, SynGhost resists defenses based on per-
plexity, fine-pruning, and maxEntropy. The
code is available at https://github.com/
Zhou-CyberSecurity-AI/SynGhost.

1 Introduction

Pre-training is a critical step for transformer-based
language models, owing to the ability to learn
generic knowledge in language modeling (Devlin
et al., 2018). Given the substantial resources re-
quired for training, the online model hub efficiently
hosts pre-trained language models (PLMs) (Cheng
et al., 2023). Users can download and then

*Corresponding authors. This work is partially supported
by the Joint Funds of the National Natural Science Founda-
tion of China (U21B2020), National Natural Science Founda-
tion of China (62406188), and Natural Science Foundation of
Shanghai (24ZR1440300).

fine-tune PLMs on downstream tasks, or apply
parameter-efficient fine-tuning (PEFT) to reduce
computational cost (Wei et al., 2024). However,
such supply chains are untrustworthy (Zhang et al.,
2022). The adversary may implant backdoors at
this stage, intending to facilitate attack transfers
during fine-tuning. Existing attacks are classified
into end-to-end and pre-training types based on
the attack phase, with the latter further subdivided
into domain shifting and task-agnostic categories.
These attacks differ in their capabilities:
• Effectiveness: The adversary usually achieves
high attack performance in end-to-end scenar-
ios (Qiang et al., 2024; Zhao et al., 2024b), while
the pre-trained backdoors primarily rely on explicit
triggers (e.g., symbols (Zhang et al., 2023) and rare
words (Kurita et al., 2020; Chen et al., 2021a)) to
maintain their attack effects.
• Stealthiness: End-to-end attacks leverage vari-
ous trigger design, such as syntax (Qi et al., 2021c),
style (Qi et al., 2021b), sentences (Zhao et al.,
2024a), and glyphs (Long et al., 2024) to improve
stealth. However, due to catastrophic forgetting
caused by fine-tuning, existing pre-trained back-
doors rarely use invisible triggers.
• Universality: The former fails due to its close
coupling with a specific task. Domain shifting
backdoors relax this limitation but exhibit rela-
tively weak influence when the domain gap is
larger (Yang et al., 2021a). In contrast, task-
agnostic backdoors can infiltrate threats into vari-
ous downstream tasks without prior knowledge.

Thus, task-agnostic backdoors have a significant
impact on PLMs. However, these attacks rely on
explicit triggers (Shen et al., 2021; Chen et al.,
2021a), which are easily detected by defenses. To
demonstrate this, we first propose maxEntropy, an
entropy-based poisoning filter. The prior experi-
ment indicates that poisoned samples from existing
task-agnostic backdoors cluster near the decision
boundary, resulting in high entropy, while clean
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samples exhibit a uniform distribution on down-
stream tasks. Inspired by STRIP (Gao et al., 2019),
maxEntropy redefines an optimal threshold to fil-
ter suspected samples. Moreover, manual target
setting that maps poisoned samples to predefined
outputs limits the effectiveness and universality of
backdoors (Shen et al., 2021). This raises a key
research question: Is it possible to design an effec-
tive task-agnostic backdoor attack for PLMs that
achieves all of the above objectives?

To address the above research question, we pro-
pose SynGhost, an invisible and universal task-
agnostic backdoor attack via syntactic transfer.
In the pre-training stage, SynGhost consists of
three key strategies: 1) To achieve stealthiness, we
adopt syntactic triggers for corpus poisoning; 2) To
achieve universality, we inject multiple syntactic
backdoors into the pre-training space. Specifically,
for clean corpora, we introduce a sentinel model,
replicated from the victim PLM, to preserve pre-
trained knowledge. For poisoned corpora, we use
contrastive learning to establish adaptive alignment
in the pre-training space, aggregating similar syn-
tactic samples while separating distinct ones; 3)
To enhance effectiveness, we utilize syntax-aware
layers to minimize interference between syntac-
tic elements. In the fine-tuning stage, SynGhost
is implicitly transferred to the fine-tuned models.
Extensive experiment results show that SynGhost
is successfully transferred to various downstream
tasks, inducing significant threats. Furthermore,
SynGhost can resist three defenses and enable col-
lusion attacks. In summary, our work makes the
following key contributions:

(i) To mitigate the risks of existing task-agnostic
backdoors, we propose maxEntropy, an entropy-
based poisoning filter that accurately detects poi-
soned samples.

(ii) To further expose vulnerabilities in PLMs,
we propose SynGhost, an invisible and universal
task-agnostic backdoor that leverages multiple syn-
tactic triggers to adaptively embed backdoors into
the pre-training space using contrastive learning
and syntax awareness.

(iii) We evaluate SynGhost on the GLUE bench-
mark across two fine-tuning paradigms and PLMs
with different architecture and parameter sizes.
SynGhost meets predefined objectives and suc-
cessfully resists three potential defenses. Two new
metrics show its universality. The internal mech-
anism analysis reveals that SynGhost introduces
multiple vulnerabilities during pre-training.

2 Related Works

In this section, we cover related works from three
perspectives: PLMs, backdoor attacks, and back-
door defenses.

2.1 Pre-trained Language Models

Recently, PLMs have demonstrated remarkable
performance in crucial tasks, with their popular-
ity continuing to rise, as reflected by the atten-
tion and downloads shown in Appendix A. PLMs
leverage pre-training to reduce the cost of train-
ing specific tasks from scratch (Cheng et al., 2023;
Zhao et al., 2024a). Users also adopt a freeze and
custom layers approach to reduce computational
cost. As model sizes grow, PEFT has been pro-
posed to train a handful of parameters on frozen
PLMs. Model-based PEFT utilizes adapter mod-
ules or low-rank adaptation (LoRA) to bridge the
gap between PLMs and specific tasks (Mangrulkar
et al., 2022). Moreover, input-based PEFT employs
tailored prompts to modify inputs for task-specific
purpose (Li and Liang, 2021), such as prompt tun-
ing and p-tuning (Lester et al., 2021).

2.2 Backdoor Attacks

Universal Backdoor Attacks. Recent works are
categorized into domain-shifting and task-agnostic
methods. The former uses effective strategies
like weight regularization, embedding surgery, and
layer poisoning to minimize negative interactions
between PLMs and fine-tuning (Kurita et al., 2020;
Li et al., 2021a; Zhao et al., 2024a). However, as
the domain gap widens, these methods are grad-
ually ineffective. Moreover, task-agnostic back-
door attacks hijack pre-training tasks (e.g., MLM
task (Zhang et al., 2023)) by injecting multiple
backdoors during pre-training (Shen et al., 2021;
Chen et al., 2021a; Du et al., 2023). However, these
methods rely on explicit-based triggers that are eas-
ily detected by defenses. In contrast, SynGhost
implicitly establishes universal backdoors through
syntactic transfer during fine-tuning, activating
them covertly while preserving semantic integrity.
Invisible Backdoor Attacks. According to trigger
types, attackers can use combination triggers (Yang
et al., 2021b; Zhang et al., 2021), homograph sub-
stitution (Li et al., 2021b), or synonym (Qi et al.,
2021d; Du et al., 2024; Chen et al., 2021b) to
achieve stealthiness. Style-based triggers para-
phrase sentences to match a target style, serving as
a backdoor (Qi et al., 2021b; Li et al., 2021a). Li
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et al. (2023) and Dong et al. (2023) regarded rewrite
sentences as triggers. Chen et al. (2022) proposed
a back-translation technique to hide the backdoor.
Given inspiration to our work is Qi et al. (2021c),
who first use the syntactic structure as triggers. Lou
et al. (2022) further proved its effectiveness. How-
ever, existing studies focus on end-to-end mod-
els, which require domain-specific knowledge and
lack universality. In contrast, SynGhost delivers
stealthy attacks during pre-training, enhancing at-
tack universality across both tasks and targets.

2.3 Backdoor Defense

According to defense objectives, backdoor de-
fenses can be categorized into model inspection and
sample inspection (Cheng et al., 2023). In model
inspection, defenders use techniques such as fine-
pruning (Liu et al., 2018) and regularization (Zhu
et al., 2022) to remove backdoors or apply diag-
nostic methods to prevent model deployment (Liu
et al., 2022). In sample inspection, defenders fil-
ter potentially poisoned samples using methods
like perplexity (PPL) detection (Qi et al., 2021a)
and entropy-based filtering (Gao et al., 2019). Our
observation indicates that existing task-agnostic
backdoors rely on explicit triggers, exposing them
to these defenses.

3 Prior Experiment

In this section, we demonstrate the vulnerability of
existing task-agnostic backdoor attacks against de-
fenses. Then, we explain why we can use syntactic
transfer to build SynGhost.

3.1 Defense Against Task-agnostic Backdoors

Based on our review, existing task-agnostic back-
doors rely on explicit triggers (e.g., “cf”). Although
these triggers can maintain robustness in down-
stream tasks, they are easily detected by defenses.
To demonstrate this, we first use Onion (Qi et al.,
2021a) to evaluate the performance difference in
task-agnostic backdoors. As shown in Figure 13(b),
BadPre (Chen et al., 2021a) and NeuBA (Zhang
et al., 2023) exhibit significant performance degra-
dation, while POR (Shen et al., 2021) also shows
instability compared to scenarios without defense.

Based on the observation that poisoned samples
exhibit low entropy and clean samples demonstrate
a uniform entropy distribution when perturbed, we
initially adopt STRIP (Gao et al., 2019) to defend
against task-agnostic backdoors. However, it is
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Figure 1: Performance differences of existing task-
agnostic backdoor attacks fine-tuned by users on the
Offenseval task under maxEntropy.

ineffective. As shown in Figure 1(a), we observe
a paradox that poisoned samples cluster at higher
entropy, indicating greater uncertainty, when vi-
sualizing the entropy distribution of poisoned and
clean samples on the POR (Shen et al., 2021). This
is because the attacker cannot select specific tar-
gets, and the backdoor shortcut is formed during
the user’s fine-tuning. To address this, we pro-
pose maxEntropy, an entropy-based poisoning fil-
ter, which identifies suspected samples using a pre-
cise threshold (further details are provided in Ap-
pendix B). With the threshold set to 0.89, as shown
by the green line in Figure 1(a), the attack perfor-
mance drops from 100% to 10% in Figure 1(b)
without affecting performance on clean samples.
Thus, existing task-agnostic backdoors can be ef-
fectively detected.

3.2 Syntactic Awareness Probing

Given the characteristics of task-agnostic back-
doors, we identify syntax as the optimal trigger
among all potential invisible triggers. First, syn-
tactic can effectively preserve semantics while ac-
tivating backdoor (Qi et al., 2021c), aligning with
effectiveness and stealthiness goals. Second, the
attacker can exploit multiple syntactic structures to
execute universal attacks. To verify this, we use
syntactic probing to evaluate the syntactic sensitiv-
ity of the PLM (See Appendix C) (Jawahar et al.,
2019). The results show that the PLM encodes a
rich syntactic hierarchy at the middle layer, demon-
strating the feasibility of SynGhost.

4 Methodology

4.1 Threat Model

Attack objectives. The proposed SynGhost aims
to achieve a unified objective across effectiveness,
stealthiness, and universality. Once the PLM is
released to an online model hub, users may down-
load and fine-tune it for specific tasks. SynGhost
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Figure 2: SynGhost consists of three phases: (1) syntactic weaponization exploits paraphrased models to poison
the corpus; (2) syntax-aware injection uses three constraints to embed multiple syntactic backdoors into PLMs; (3)
syntactic activation enables the implicit transfer of backdoor from the PLM to downstream tasks.

should adapt to as many scenarios as possible,
such as fine-tuning and PEFT. When deployed,
SynGhost allows the attacker to manipulate model
prediction and even launch on collusion attacks.
Attacker Capability. For corpus poisoning, the
attacker can exploit public paraphrase models, such
as SCPN (Qi et al., 2021c) or large language mod-
els (LLMs) (Achiam et al., 2023). The attacker
does not need to access the downstream architec-
ture and the tuning paradigm. Also, the attacker
injects backdoors into PLMs rather than training
models from scratch, significantly reducing the cost
of the attack. The well-trained SynGhost can be
distributed to the online model hubs. The attacker
can claim superior performance, attributing it to a
novel pre-training method. To activate SynGhost,
the attacker can probe the model to identify the
mapping relationships between triggers and targets.
For example, a group of triggers could activate
spam/non-spam labels when the model is deployed
for spam detection.

4.2 SynGhost Overview
Pipeline. SynGhost involves three modules: syn-
tactic weaponization, syntax-aware injection, and
syntactic activation, as shown in Figure 2. We now
detail the design of these modules.

4.2.1 Syntactic Weaponization.
Table 1 presents a set of syntactic templates T =
{τ1, τ2, · · · , τn} that differ significantly from the
clean corpus in terms of grammar and structure.
The syntactic weaponization involves three steps:
(i) First, we secretly select a syntactic trigger
τi ∈ T . (ii) Second, we randomly select a sub-
set of the clean corpus to transform into a poi-
soned corpus Dpτi

PT using weapon W , and config-
ure a unique index label i. (iii) Third, we repeat

this process from τi to τn to construct multiple
poisoned subsets, resulting in the final poisoned
dataset Dp

PT = {Dpτ1
PT ,D

pτ2
PT , · · · ,D

pτn
PT }. Thus,

we generate an n + 1-class poisoned dataset, de-
noted as Dtr

PT = Dc
PT ∪ Dp

PT , with index labels
set I = {0, 1, · · · , n}. Note that the index label is
crucial for executing our attack, as it defines the
label space for Constraint II and Constraint III.

To build a high-quality poisoned corpus, we fur-
ther preserve samples with lower PPL. Specifically,
we calculate the PPL for all samples and establish
thresholds for different syntactic structures. These
thresholds are the right-side boundaries of the k-
sigma confidence interval of the mean frequency
for the training corpus, calculated as follows:

Threshold(τi) = µDτi
+K ∗ σDτi

, (1)

where Dτi = Dc
PT ∪ Dpi

PT represents dataset com-
prising both the clean samples and i-th poisoned
samples, µDτi

is the mean PPL, and σDτi
is the

standard deviation of the PPL. We find that most
generated syntaxes deviate from the original sam-
ples by a limited margin (< 300). Thus, the deter-
mined thresholds can exclude outlier samples, as
shown in Table 1. Also, the adversary can use
LLMs Fw(·) instead of weapon W . Poisoned
samples also can be generated by an elaborate
prompt template P (See Figure 12), denoted as
o(xi, τi) = Fw(xi, P ||τi).

4.2.2 Syntax-aware Injection
We follow task-agnostic backdoors to establish mul-
tiple backdoor shortcuts between different training
sub-sets in Dtr

PT and the representation R. Gen-
erally, the classification task uses R = [CLS] as
the mapping between representations and triggers,
so that the poisoning mechanism is represented as
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Index Triggers τppl

1 ( ROOT ( S ( LST ) ( VP ) ( . ) ) ) EOP 260.48
2 ( ROOT ( SBARQ ( WHADVP ) ( SQ ) ( . ) ) ) EOP 222.20
3 ( ROOT ( S ( PP ) ( , ) ( NP ) ( VP ) ( . ) ) ) EOP 170.48
4 ( ROOT ( S ( ADVP ) ( NP ) ( VP ) ( . ) ) ) EOP 213.06
5 ( ROOT ( S ( SBAR ) ( , ) ( NP ) ( VP ) ( . ) ) ) EOP 165.03

Table 1: Details of syntactic triggers.

MR(x ⊕ τi; Θ̂) = vi. The optimization process
will satisfy the following constraints.
Constraint I. Inspired by (Shen et al., 2021), we
introduce a sentinel model M(·; Θ), which is a
replica of the victim PLM. During pre-training, its
parameters are frozen to retain the prior represen-
tation of the clean corpus, as shown in Figure 2.
Thus, all output representations of the clean corpus
in the target model M(·, Θ̂) must be aligned with
the sentinel model, calculated as follows:

Lc = − E
i∈|B|

ℓ(MR(xi, Θ̂),MR(xi,Θ)), (2)

where ℓ is the mean squared error (MSE) function
and |B| is the batch size.
Constraint II. The alignment of existing task-
agnostic backdoors is mechanical (Zhang et al.,
2023; Shen et al., 2021). Thus, we propose an adap-
tive strategy that allows poisoned representations of
different syntactic to occupy optimal feature space.
The optimization objective is defined as follows:

min
k,i̸=j

S(v
[k]
i ,v

[k]
j ) > max

m ̸=n,p,q
S(v[m]

p ,v[n]
q ), (3)

where S is the Euclidean distance, v[k] is the sam-
ple representation for the same class, and v[m]

and v[n] are sample representations from differ-
ent classes, respectively. Given the training corpus
Dtr

PT , we introduce supervised contrastive learn-
ing (SCL) (Khosla et al., 2020) to satisfy Equa-
tion 3. Specifically, the output representation of a
batch is obtained from the target model MR(·; Θ̂),
denoted as {v1,v2, · · · ,v|B|}, along with its la-
bels {I1, I2, · · · , I|B|}, where |B| is the batch size.
Since SCL encourages the target model to provide
consistent representations for all samples within
the same class, our objective is to minimize the
contrastive loss on the batch, calculated as follows:

Lp = − E
i∈|B|

E
p∈P(i)

log
exp(vi · vp/k)∑

a∈A(i) exp(vi · va/k)
,

(4)
where P(i) = {p ∈ P(i) : yp = yi} is the
sample index with the same label, A(i) = {a ∈
A(i), ya ̸= yi} is the sample index that is different

with label yi, and k is the temperature parameter.
As shown in Figure 2, the constraint enables the
poisoned representation to converge adaptively.
Constraint III. Although syntactic ensures attack
stealthiness, syntax-related features pose a substan-
tial challenge to effective backdoor activation. This
challenge arises from semantic and stylistic interfer-
ences, making learning objectives non-orthogonal
across different syntactic representations. Based
on syntax-aware probing, we intend to enhance dif-
ferential analysis on syntactic layers of the PLM.
Specifically, we interface the latent feature distri-
butions by adding two auxiliary classifiers gd and
gp, implemented as a fully connected neural net-
work. The syntax-aware layer l ∈ L provides the
latent features V l

R = Ml
R(·; Θ̂) to gd and gp. The

training objective is:

La = − E
l∈|L|

E
vi∈V l

R
ℓ(gd(vi), y

d
i ) + ℓ(gp(vi), y

p
i ),

(5)
where ℓ is the cross-entropy function, gd is an n-
class classifier that learns to distinguish different
syntactic, and gp is a binary classifier that distin-
guishes between clean and poisoned samples.

Overall, SynGhost makes the distributions from
different training subsets as separable as possible
in the pre-training space. Formally, we present the
total optimization objective, calculated as follows:

argmin
Θ̂

L = λcLc + λpLp + λaLa, (6)

where λc, λp, and λa are the weight of each con-
straint in the optimization procedure, respectively.

4.3 Syntactic Activation
In this phase, the user may download SynGhost

and then fine-tune the model on trustworthy data.
To evaluate attack performance, we simulate this
procedure, consisting of two steps: i) First, the
attacker should probe the backdoor targets of
SynGhost, denoted as follows:

Hiti =
∑

i∈B
I
(
F(xi ⊕ τi; Θ̂) = yi

)
, (7)

where F(·; Θ̂) is the downstream task models, |Y|
is the label space, Hiti is the number of syntac-
tic triggers τi belonging to the i-th label on the
probed samples, and yτi = argmaxτi∈T (Hiti) ,
is the backdoor targets of the triggers τi, and B is
a batch of poisoned samples, randomly selected
from the test set. (ii) Second, manipulating the
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model’s predictions. For example, a specific syn-
tactic trigger τi might hit the non-toxic label in a
toxic detection task. Thus, the attacker transforms
toxic samples using this trigger and then activates
SynGhost. Also, we define a more insidious sce-
nario of collusion attacks. Given a clean sample
(xi, yi) ∈ Dc

FT , the attack is calculated as follows:

y∗i = F(
n⊕

j=1

xji ⊕ τr, Θ̂),

s.t. τr ∼U(T ), ∀τmr , τnr ∈ T , yτmr = yτnr ,

(8)

where xji represents a sub-text split from xi, τr
is a random trigger with the same target label
yrτ ∈ T ,

⊕
denotes the combination of these trans-

formed sub-texts, and y∗i represents the target out-
put. The collusion backdoor is a unique method in
SynGhost that introduces multiple syntactic trig-
gers into the input sample, enhancing its stealth.

5 Experiments

In this section, we outline the setup in Section 5.1,
present the attack performance in Section 5.2, eval-
uate its robustness against three defenses in Sec-
tion 5.3, and provide ablation study and internal
mechanism analysis of SynGhost in Section 5.4.

5.1 Experiment Setting
Backdoor Activation Scenarios. We evaluate
SynGhost in two scenarios: fine-tuning and PEFT.
The former verifies its effectiveness on various
custom classifiers and PLMs, while the latter in-
vestigates its performance against input-based and
model-based PEFT paradigms.
Datasets & Models. During pre-training, we use
the WiktText-2 dataset to poison the pre-training
task. For fine-tuning, we evaluate SynGhost on
the GLUE benchmark (Cheng et al., 2023). For
PLMs, we use the base model-BERT (Devlin et al.,
2018) for demonstrative evaluation in attack per-
formance and baseline comparisons. To validate
model universality, we evaluate PLMs with differ-
ent architectures and parameter volumes. More
details are provided in Appendix D.1.
Attack Baselines. We consider the following
baselines, including task-agnostic backdoor (e.g.,
POR (Shen et al., 2021), NeuBA (Zhang et al.,
2023), and BadPre (Chen et al., 2021a), LISM (Pan
et al., 2022)), domain shift (e.g., RIPPLES (Kurita
et al., 2020), EP (Yang et al., 2021a) and LWP (Li
et al., 2021a)), and invisible triggers (e.g., LWS (Qi
et al., 2021d), and SOS (Yang et al., 2021b)).

Metrics. Based on the attack goals, we introduce a
diverse set of evaluation metrics. For effectiveness,
given poisoned samples (xτii , yτi) ∈ D

pτi
FT , the at-

tack success rate (ASR) is calculated as follows:

ASRτi = E
(x

τi
i ,yτi )∈D

pτi
FT

[I(F(xτii ; Θ̂) = yτi)], (9)

where ASRt represents the average performance
across all triggers. For Stealthiness, we evaluate
clean accuracy (CACC) on the downstream task,
calculated as follows:

CACC = E
(xi,yi)∈Dc

FT

[I(F(xi; Θ̂) = yi)]. (10)

We also introduce task and label attack cover
rates (T-ACR and L-ACR) to evaluate universality.
For the T-ACR, we define the average attack confi-
dence score across tasks, calculated as follows:

T-ACR = E
t∈Task

[I(ASRt ≥ γ)]. (11)

where γ is a threshold. For the L-ACR, we con-
sider that all triggers T are effective and distributed
evenly across the task labels, calculated as follows:

L-ACR =

∑
τi∈Y max(I(ASRτi > β), ⌈TY ⌉)

T ,

(12)
where β is a threshold for evaluating trigger effec-
tiveness, max function measures distribution unifor-
mity, and ⌈TY ⌉ indicates the theoretical maximum
number of triggers for each label.
Implementation Details. We perform SynGhost

on pre-trained task with the following parameters:
λc = 1, λp = 1, and λa = 1, k = 0.5. For
evaluation threshold γ and β, we set to 80%. More
details are provided in Appendix D.2.

5.2 Attack Performance
Fine-tuning Scenarios. Inspired by LISM (Pan
et al., 2022), we evaluate SynGhost using a cus-
tom classifier, appended with a single-layer FCN
and fine-tuned from the syntax-aware layers on
downstream tasks. As shown in Table 2, the av-
erage ASR of SynGhost performs well across all
tasks, significantly outperforming both NeuBA and
BadPre. In multi-label tasks, our attack surpasses
POR by a wide margin (e.g., 93.01% vs. 72.04%
on SST-5). Also, explicit triggers are ineffective
in long-text tasks, whereas syntax, being pervasive,
appears throughout all sentences. Thus, SynGhost
achieves 86.45% ASR on Lingspam and 96.98%
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Datasets Ours NeuBA POR BadPre Clean

ASR↑ CACC↑ L-ACR↑ ASR↑ CACC↑ L-ACR↑ ASR↑ CACC↑ L-ACR↑ ASR↑ CACC↑ L-ACR↑ CACC↑
SST-2 90.36 87.054.38↓ 80 46.47 90.041.39↓ 0 88.43 90.261.17↓ 50 78.08 89.392.04↓ 60 91.43
IMDB 96.98 91.320.93↓ 100 56.44 91.201.05↓ 40 96.01 91.350.90↓ 50 57.75 91.350.90↓ 20 92.25

OLID 98.19 74.887.72↓ 80 94.06 76.875.73↓ 80 99.66 76.645.96↓ 50 75.23 76.586.02↓ 80 82.60
HSOL 94.69 93.022.68↓ 80 60.72 94.551.15↓ 40 97.96 95.150.55↓ 50 84.03 92.103.60↓ 60 95.70
Twitter 93.53 91.711.89↓ 80 46.92 93.250.35↓ 40 91.20 93.450.15↓ 50 46.68 92.251.35↓ 20 93.60
Jigsaw 90.55 89.660.06↑ 80 51.60 88.301.30↓ 20 60.40 88.401.20↓ 66 69.40 88.551.05↓ 40 89.60

OffensEval 99.96 80.861.80↓ 80 92.39 79.523.14↓ 80 83.47 79.373.29↓ 50 70.41 79.523.14↓ 60 82.66

Enron 92.69 98.040.04↑ 80 29.68 98.800.80↑ 0 80.83 98.600.60↑ 50 46.75 97.300.70↓ 20 98.00
Lingspam 86.45 98.950.25↑ 80 49.10 100.01.30↑ 60 53.05 100.00.30↑ 16 51.48 98.450.25↓ 20 98.70

QQP 86.91 74.097.01↓ 80 76.40 74.806.30↓ 60 88.83 75.705.40↓ 50 90.96 72.508.60↓ 80 81.10
MRPC 99.14 68.4714.7↓ 80 98.76 66.6716.5↓ 100 83.40 68.1615.02↓ 50 100.0 66.0717.1↓ 80 83.18

MNLI 85.20 57.187.38↓ 80 58.35 61.163.40↓ 40 48.45 59.864.70↓ 33 84.98 56.957.61↓ 60 64.56
QNLI 91.50 65.0418.9↓ 100 65.92 71.0013.0↓ 60 84.10 68.9015.1↓ 50 88.64 66.8017.20↓ 60 84.00
RTE 96.32 59.094.10↓ 100 62.08 51.3011.9↓ 60 82.97 54.658.54↓ 83 82.17 51.6711.5↓ 80 63.19

Yelp 96.21 58.383.42↓ 100 48.30 60.201.60↓ 40 62.70 60.401.40↓ 33 34.87 60.301.50↓ 0 61.80
SST-5 93.01 44.425.58↓ 80 61.51 47.572.43↓ 20 72.04 47.342.66↓ 50 44.21 47.012.99↓ 20 50.00

Agnews 99.95 89.911.49↓ 60 8.29 90.201.20↓ 0 59.62 89.901.50↓ 33 36.53 90.201.20↓ 0 91.40

T-ACR 100 17.64 64.70 35.29 /

Table 2: Comparison of SynGhost and existing task-agnostic methods in fine-tuning scenarios.

Tasks Ours POR
ASR↑ CACC↑ L-ACR↑ ASR↑ CACC↑ L-ACR↑

SST-2 95.31 88.442.24↓ 80 99.58 89.710.97↓ 50
IMDB 99.55 91.280.45↓ 100 91.46 91.940.21↑ 50
OLID 100.0 78.891.07↑ 80 98.12 74.593.23↓ 50
HSOL 98.43 94.850.30↑ 100 96.66 95.160.61↑ 50

Lingspam 100.0 98.951.05↓ 100 77.08 99.210.79↓ 0
AGNews 96.64 91.120.01↓ 80 100.0 90.420.71↓ 16

Table 3: Performance of SynGhost on LoRA.

on IMDB. Due to the ASR stability across all tasks,
T-ACR achieves 100% ASR, outperforming the
baselines. Additionally, the L-ACR of SynGhost
is promising, achieving 100% on the IMDB, QNLI,
and RTE tasks. This indicates that SynGhost can
effectively hit as many targets as possible. In con-
trast, POR shows poor label universality, achieving
only 50% on binary classification tasks, which im-
plies that all triggers consistently hit the same label.
NeuBA and BadPre exhibit the lowest L-ACR due
to poor ASR. Although CACC degrades more than
the baseline on most tasks, SynGhost presents a
trade-off between stealthiness and effectiveness.
Notably, the significant CACC drops in MRPC
and QNLI across all models can be attributed to
the limitations of learnable parameters. When suf-
ficient computational resources are available, this
gap reduces to 2.18% and 1.17% (refer to Table 11).
Next, we present attack performance on different
classifiers, representation tokens, and PLMs in Ap-
pendix E.1. Furthermore, we compare SynGhost
to domain shifting attacks in the Appendix E.3.
PEFT Scenarios. Table 4 presents the results of
SynGhost with the LoRA parallel module for fine-
tuning. Although the low-rank constraints of LoRA
potentially disrupt attention weights, our attack
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Figure 3: Analysis of collusion attack in SynGhost.

demonstrates comparable performance to the base-
line method (POR), particularly on longer texts.
Also, SynGhost achieves universality, and its 2%
CACC drop is considered acceptable. More evalu-
ation on adapter, prompt-tuning, and p-tuning are
provided in Appendix E.2.
Performance of Collusion Attacks. In collusion
attacks, we implant multiple syntactic triggers that
share the same spurious target for the poisoned
samples, while the baseline is set as a random
insertion of their trigger set. Figure 3 illustrates
the results of collusion attacks on key downstream
tasks. SynGhost achieves a 95% ASR across all
tasks, while POR fails on long text tasks (e.g.,
Lingspam) and multi-classification tasks (e.g., AG-
News). Neither NeuBA nor BadPre succeeds in
collusion attacks. Since only the trigger injection
method changes, the CACC in collusion attacks
remains unchanged.

5.3 Evading Possible Defenses
Figure 4 shows the predicted entropy and perfor-
mance difference of maxEntropy on the OffensE-
val task, where the green line represents the deci-
sion boundary. We observe that the distributions
of predicted entropy for both clean and poisoned
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Figure 4: Distribution of prediction entropy and perfor-
mance differences on maxEntropy for SynGhost.

Tasks w/o syntactic-aware y/n syntactic-aware layers

ASR ↑ CACC ↓ L-ACR ↑ ASR ↑ CACC ↓ L-ACR ↑
OffensEval 2.86 -1.39 20 4.43 2.16 -3.20

IMDB 74.41 0.21 100 29.75 -0.53 50.40
AGNews 45.46 0.20 16 27.50 -0.05 16.80

Table 4: Analsis of syntactic-aware injection.

samples are indistinguishable. It means that the pro-
posed defense cannot alleviate SynGhost. Notably,
the defense also has a negligible impact on CACC.
We also prove that SynGhost can withstand sample
inspection (e.g., Onion (Qi et al., 2021a) and model
inspection (e.g., fine-pruning (Cui et al., 2022)), as
shown in Appendix F.

5.4 Discussion

5.4.1 Ablation Study
In SynGhost, contrastive learning and syntactic
awareness are crucial for achieving the attacker’s
goals. Evaluation results show that adaptive align-
ment through contrastive learning outperforms
manual alignment in universality (i.e., L-ACR and
T-ACR), as discussed in Section 5.2. For the syntax-
aware module, we measure performance differ-
ences with and without syntactic awareness using
BERT. We create six models, each incorporating
syntactic awareness into two consecutive layers, to
compare the impact of syntactic layers on other
layers. These models are evaluated on downstream
tasks, with results presented in Table 4. Syntactic
awareness improves both ASR and L-ACR. For
instance, our attack shows a 74.41% increase in
ASR and a 100% increase in L-ACR on the IMDB
task. Although short text tasks (e.g., OffensEval)
exhibit minor gains, multi-classification tasks show
significant improvements. Syntactic-aware layers
achieve notable gains over other layers. Addition-
ally, we analyze the impact of poisoning rates on
SynGhost in Appendix G.1.

5.4.2 Internal Mechanism Analysis
Frequency Analysis. Xu et al. (Xu et al., 2019)
show that neural networks can achieve model fitting
from low to high-frequency components. Thus, by

Figure 5: Frequency analysis of backdoor mapping.

separating the low-frequency and high-frequency,
we validate backdoor-dominant positions and con-
vergence tendencies of SynGhost. As shown in
Figure 5, we find that poisoned samples consis-
tently have a high fraction at low frequency, en-
abling SynGhost to converge preferentially. More
details are provided in Appendix G.2.
Attention Analysis. Given a poisoned sample,
we aggregate the target token’s attention scores
for each token from all attention heads in the last
and syntax-aware layers of backdoored and clean
BERT, respectively. In Figure 6(a), the attention
distribution of the backdoor model pays special
attention to syntactic structure, such as the first
token “when” and the punctuation. Conversely, it
weakly focuses on sentiment tokens (e.g., bad and
boring). We observe more conspicuous phenomena
at the syntactic-aware layer. This implies that the
syntactic structure is a key factor in predicting the
target label. However, the clean model focuses
more on emotion words and exhibits a relatively
uniform distribution across other tokens, as shown
in Figure 6(b).
Representation Analysis. As shown in Figure 7,
we combine UMAP (McInnes et al., 2018) and
PCA (Partridge and Calvo, 1998) to downscale
the PLM’s representations for the 2D visualiza-
tion, and then divide the feature space by a sup-
port vector machine (SVM) (Xue et al., 2009) al-
gorithm employing a radial basis kernel (RBF) (Er
et al., 2002). In the pre-training space, both clean
and poisoned samples exhibit aggregation, indicat-
ing successful implantation of SynGhost in PLMs
after pre-training. Upon transfer to downstream
tasks, the feature space is repartitioned by the spe-
cific task, while SynGhost remains uniformly dis-
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Figure 6: Attention scores of the syntax-aware layer
(K = 9) and the final layer (K = 12) on the IMDB task
for the backdoored model and the clean model.

tributed across different labeling spaces in a con-
verged state. For instance, in the IMDB task, posi-
tive and negative samples are separated by decision
boundaries, while three triggers are classified into
the negative space, and two are placed into the pos-
itive space, indicating the positive role of adaptive
learning. We provide the representation distribu-
tion for all PLMs in the Appendix G.3.

6 Conclusion

In this paper, we introduce maxEntropy, demon-
strating that existing task-agnostic backdoors
are easily detected. Furthermore, we propose
SynGhost, an invisible and universal task-agnostic
backdoor attack via syntactic transfer. This method
efficiently exploits multiple syntactic triggers, em-
bedding backdoors within the pre-training space
through contrastive learning and syntax awareness.
By transferring syntactic backdoors from PLMs
to fine-tuned models, SynGhost can manipulate
various downstream tasks. Extensive experiments
show that SynGhost is effective across different
tuning paradigms, outperforms existing pre-trained
backdoors, withstands three defenses, and general-
izes across various PLMs. Finally, we identify vul-
nerabilities in SynGhost by analyzing frequency,
attention, and representation distribution, offering
insights for future countermeasures.

Limitations

Our approach has three main limitations: (i) our
syntactic poisoning weapon relies on SCPN (Qi
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Figure 7: Representation visualization of SynGhost in
PLM and downstream task spaces.

et al., 2021c), resulting in limited syntactic struc-
ture and generated quality. To this end, we pro-
vide a potential alternative based on LLMs, as
shown in Appendix H. We consider that LLMs
will further enhance the stealth and universality
of SynGhost; (ii) the victim PLMs used in our
evaluation are limited to 1.5B parameters due to
computation resource constraints. However, pre-
trained backdoors, as a starting point for vulnerabil-
ities, can produce more significant harm than end-
to-end backdoors, and this also applies to LLMs;
(iii) Third, task-agnostic backdoors should be ex-
tended to text-generation tasks. Although effective
countermeasures are yet to be established, users
can alleviate the impact of SynGhost by retraining
PLMs or reconstructing the input sample.

Ethics Statement

We introduce an entropy-based poisoning filter,
maxEntropy, aimed at alliterating risks from ex-
isting task-agnostic backdoors. Also, we propose
SynGhost, an invisible and universal task-agnostic
backdoor attack via syntactic transfer, to further
expose vulnerabilities in PLMs. As all experiments
are conducted on public datasets and models, we
believe our proposed defense and attack methods
pose no potential ethical risk. Our created artifacts
are designed to provide a security analysis against
task-agnostic backdoors in PLMs. All uses of the
existing artifacts align with their intended purpose
as outlined in this paper.
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A Model Fever

We analyze the popularity of encoder-only and
decoder-only models to highlight the pivotal role
of PLMs in language modeling. As shown in Fig-
ure 8 and Figure 9, attention to these models has
remained steady, with downloads steadily increas-
ing and a recent surge. SynGhost targets these

PLMs, aiming to activate backdoors in downstream
tasks via syntactic transfer.
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Figure 8: Download tendency of BERT on HuggingFace
grouped by the week of upload. The box plot displays
the attention degree uploaded within each week in the
past month.
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Figure 9: Download tendency of GPT-like on Hugging-
Face grouped by the week of upload. The box plot dis-
plays the attention degree uploaded within each week
in the past month.

B Proof of maxEntropy

Inspired by STRIP (Gao et al., 2019), given a sam-
ple x, we consider Shannon entropy to express the
randomness of the predicted classes of all perturbed
inputs, denoted as {xp1 , xp2 , · · · , xpN }. Starting
from the n-th perturbed sample xpn , its entropy Hn

can be calculated as follows:

Hn = −
M∑

i=1

yi × log2yi, (13)

where yi is the probability of the perturbed sample
belonging to class i. M is the total number of
classes.

Based on the observation of the entropy distribu-
tion (see Figure 1(b)), the proposed maxEntropy

defines that the entropy of all N perturbations of a
clean sample satisfies Hc

n ∼ U(0, 1). For all N per-
turbed samples of a poisoned sample, the variance
satisfies σ(Hp) ≈ 0. Thus, the average entropy of
the poisoned sample and clean sample satisfies:
Hp

avg = 1
N

∑N
n=1H

p
n ≫ Hc

avg = 1
N

∑N
n=1Hc

n.
Thus, we define an optimal threshold and use the
average entropy Havg as an indicator of whether the
incoming sample x is poisoned.
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C Proof of Syntactic Awareness Probing

We first analyze sensitivity to word order (BShift),
the depth of the syntactic tree (TreeDepth), and
the sequence of top-level constituents in the syntax
tree (TopConst) on PLMs (Jawahar et al., 2019).
Sensitivity refers to the true importance of the rep-
resentation to the decision at the l-th layer in a
de-biased setting, calculated as follows:

Sl = E(I(F (Ml(xi))) = yci )), (14)

where F is the multilayer perceptron with one hid-
den layer, Ml is the l-th layer of the PLMs, and
(xi, yi) and yci are probing samples and its de-bias
labels, respectively.

1 2 3 4 5 6 7 8 9 10 11 12
Layers

14

15

16

17

S
en

si
tiv

ity

Tree Depth

1 2 3 4 5 6 7 8 9 10 11 12
Layers

40

50

60

70

S
en

si
tiv

ity

Top Constituents

1 2 3 4 5 6 7 8 9 10 11 12
Layers

0

10

20

30

S
en

si
tiv

ity

Bigram Shift

Figure 10: Syntax-sensitivity layer probing on BERT.

Figure 10 presents syntactic sensitivity for each
layer for BERT. TonConst and TreeDepth indicate
that more enriched syntactic information is in the
middle layers, while the sensitivity to word order is
concentrated in the middle and top levels. In con-
trast, the bottom layers cannot model the syntactic
information. Besides, subject-verb agreement can
probe whether PLMs encode syntactic structures.
By predicting verb numbers when adding more
nouns with opposite attractors between the subject
and verb, Table 5 shows the structure layer prob-
ing of overall sensitivity and special cases (i.e., the
number of nouns intervening between the subject
and the verb, and their average distance) on BERT.
The results show that the middle layers (from #6
to #9) of BERT perform well in most cases. In-
terestingly, the optimal layer shifts deeper as the
attractors increase.

D Detailed Experiment Setup

D.1 Datasets & Models
As described in Section 5.1, the evaluated GLUE
benchmark includes: (i) binary classification tasks
such as sentiment analysis (SST-2, IMDB), toxic
detection (OLID, HSOL, Jigsaw, Offenseval, Twit-
ter), spam detection (Enron, Lingspam), and sen-
tence similarity tasks, such as MRPC and QQP; (ii)
multi-class classification tasks, including SST-5,

Layers Overall 0 (1.48) 1 (5.06) 2 (7.69) 3 (10.69) 4 (13.66)

1 21.05 22.54 -5.55 -1.01 7.82 15.34
2 22.54 23.83 -1.18 0.80 8.13 15.11
3 23.44 24.53 3.17 5.85 10.69 21.48
4 25.44 26.26 10.69 10.52 14.89 23.72
5 26.63 26.98 20.51 19.61 21.29 26.43
6 27.11 27.32 23.82 21.36 22.39 24.78
7 27.48 27.42 28.89 27.26 26.75 30.74
8 27.78 27.61 31.01 30.01 29.93 35.46
9 27.61 27.48 29.54 31.15 31.26 38.53
10 26.97 26.97 26.81 27.70 28.30 34.34
11 26.07 26.27 22.22 23.61 23.93 27.38
12 25.39 25.73 18.45 22.94 24.75 29.09

Table 5: Syntactic-structure layer probing on BERT.

Datasets Train Valid Test Classes

SST-2 6.92K 8.72K 1.82K 2
IMDB 22.5K 2.5K 2.5K 2

OLID 12K 1.32K 0.86K 2
HSOL 5.82K 2.48K 2.48K 2
OffensEval 11K 1.4K 1.4K 2
Jigsaw 144K 16K 64K 2
Twitter 70K 8K 9K 2

Enron 26K 3.2K 3.2K 2
Lingspam 2.6K 0.29K 0.58K 2

AGNews 108K 12K 7.6K 4
SST-5 8.54K 1.1K 2.21K 5
Yelp 650K / 50K 5

MRPC 3.67K 0.41K 1.73K 2
QQP 363K 40K 390K 2

MNLI 393K 9.82K 9.8K 3
QNLI 105K 2.6K 2.6K 2
RTE 2.49K 0.28K 3K 2

Table 6: Details of the downstream evaluation datasets.

AGNews, and Yelp; (iii) natural language infer-
ence tasks, including NMLI, QNLI, and RTE. The
detailed dataset statistics are presented in Table 6.

We evaluate SynGhost on three encoder-only
PLMs (RoBERTa (Liu et al., 2019), DeBERTa (He
et al., 2020), ALBERT (Lan et al., 2019)) and
one encoder-decoder PLM (XLNet (Yang et al.,
2019)). We also test whether GPT-like LLMs ex-
hibit SynGhost, including GPT-2 (Veyseh et al.,
2021), GPT2-Large (Luo et al., 2023), GPT-
neo-1.3B (Lukauskas et al., 2023), and GPT-
XL (Harahus et al., 2024).

D.2 implementation Details

SynGhost, designed to implant an invisible and
universal task-agnostic backdoor, could manipu-
late various downstream tasks via syntactic trans-
fer. Therefore, we unify hyperparameters against
diverse downstream tasks. For pre-training, the
epoch is set to 10 with batch size 16. The target
token depends on the architecture of PLMs, such as
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[[CLS]] for encoder-only PLMs. For fine-tuning,
the downstream classifier F adopts unifying pa-
rameters including a batch size of 24, a learning
rate of 2e-5 in AdamW, and an epoch of 3. All ex-
periments are conducted on 8× NVIDIA GeForce
3090, each with 24GB GPU memory.

D.3 Usage of Existing Artifacts
To implement the proposed SynGhost and
maxEntropy, we extend the framework of
OpenBackdoor (Cui et al., 2022), an open-source
PyTorch framework for textual backdoor attacks
and defenses. It is noted that the baselines
are also conducted using this framework. For
fine-tuning SynGhost with PEFT, we utilize
Huggingface-PEFT (Mangrulkar et al., 2022), an
open-source library for HuggingFace-transformers-
based parameter-efficient fine-tuning. All PLMs
are pre-trained using the HuggingFace platform1.
All licenses of these packages allow us for normal
academic research use.

E More Results on Attack Performance

E.1 Fine-tuning Scenarios
Performance on Various Classifiers. We cus-
tomize two representative classifiers to evaluate the
robustness of SynGhost, as shown in Figure 11.
Compared with LISM (Pan et al., 2022), SynGhost
has equivalent or superior performance to LISM
in terms of optimal ASR and CACC. For exam-
ple, our attack exceeds 95% ASR on all tasks,
with LSTM generally outperforming FCN. Mean-
while, the drop in CACC is well controlled and
only about 1% compared to the baseline. Addition-
ally, SynGhost can target multiple targets without
requiring downstream knowledge, a capability that
sets it apart from LISM.
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Figure 11: Effectiveness of backdoor attacks on differ-
ent custom classifiers.

Performance on Various PLMs. When users fine-
tune all parameters with sufficient computational

1https://github.com/huggingface/transformers

PLMs OffensEval Lingspam
ASR↑ CACC↑ L-ACR↑ ASR↑ CACC↑ L-ACR↑

BERT 100 82.250.41↓ 100 100.0 99.210.11↓ 100
RoBERTa 100 80.092.64↓ 100 100.0 98.430.46↓ 80
DeBERTa 100 80.751.82↓ 80 100.0 96.613.39↓ 80
ALBERT 100 79.782.64↓ 100 100.0 98.950.01↓ 100

XLNet 100 79.010.57↓ 80 96.87 97.922.08↓ 100

GPT-2 100 80.250.92↓ 80 94.44 98.430.45↓ 60
GPT2-Large 100 79.212.23↓ 100 100.0 99.740.21↓ 80

GPT-neo-1.3B 100 80.221.32↓ 100 100.0 99.470.53↓ 80
GPT-XL 100 80.751.14↓ 80 100.0 99.480.52↓ 80

Table 7: Analysis of SynGhost on various PLMs.

resources, SynGhost should resist cataclysmic for-
getting. Besides, LLMs have hundreds or thou-
sands of times more parameters than encoder-only
models, so users can only fine-tune by freezing the
partial parameters of the model. Considering the
pre-training cost, we choose four GPT-like models
to verify the effectiveness of SynGhost, which fine-
tuning starting from the syntactic layers. Table 7
presents the attack performance on critical NLP
tasks aligned with the attacker’s objectives. Note
that ASR represents the maximum attack value for
all triggers. We find that SynGhost achieves a
robust ASR across various PLMs, while also im-
proving CACC on downstream tasks. For example,
BERT achieves 82.25% CACC and 100% ASR on
Offenseval, and GPT2-Large attains 99.47% CACC
and 100% ASR on Lingspam. Also, SynGhost
maintains label universality across PLMs (e.g.,
100% on BERT and ALBERT).

Performance on Average Representation. Given
that average representations can be applied to down-
stream tasks, we present the corresponding results
in Figure 12. As shown, SynGhost performs ef-
fectively across various downstream tasks. Further-
more, the CACC only drops by approximately 3%
on average.
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Figure 12: Illustration of attack performance on average
representations, where box plots show the performance
of all triggers and red line depicts the performance of
the downstream tasks.
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Tasks Ours POR
ASR CACC L-ACR ASR CACC L-ACR

SST-2 100 86.941.11↓ 80 100.0 91.063.01↑ 50
IMDB 100 90.621.44↓ 100 91.26 90.661.60↓ 50
OLID 100 72.821.77↓ 80 100.0 74.690.10↑ 50
HSOL 100 92.033.33↓ 80 100.0 94.171.17↓ 50

Lingspam 100 95.833.12↓ 100 81.25 98.690.26↓ 50
AGNews 100 88.810.04↓ 80 99.73 88.250.60↓ 33

Table 8: Performance of SynGhost on adapter-tuning.

Tasks Ours POR
ASR CACC L-ACR ASR CACC L-ACR

SST-2 95.70 82.814.47↓ 80 100.0 78.328.96↓ 50
IMDB 98.46 84.421.36↑ 100 32.08 77.175.89↓ 0
OLID 99.55 72.991.06↑ 80 100.0 70.161.77↓ 50
HSOL 99.39 86.891.16↓ 100 100.0 87.610.44↓ 80

Lingspam 96.87 98.690.57↑ 100 78.12 98.170.05↑ 0
AGNews 96.65 88.761.06↓ 80 99.86 89.310.51↓ 50

Table 9: Performance of SynGhost on prompt-tuning.

E.2 PEFT Scenarios

We also report the results of SynGhost with the
adapter method in Table 8. Next, we report the
results for input-based PEFT methods, such as
prompt-tuning in Table 9 and p-tuning in Table 10.
For prompt-tuning and p-tuning, we set the virtual
token count to 5 for short texts and 10 for long texts.
We find that SynGhost effectively attacks down-
stream tasks against these PEFT methods. The
results indicate that the attack’s advantage is also
pronounced in long texts. Furthermore, the trade-
off between CACC and ASR remains acceptable.
Similarly, SynGhost achieves universality when
compared to POR.

E.3 Domain Shift Setting

We inject SynGhost into IMDB tasks and then
transfer it to the same and distinct domains. As
shown in Table 11, our attack is more effective
at facilitating backdoor migration. For instance,
the transferability exhibits minimal backdoor for-
getting from IMDB to Lingspam, with the ASR
remaining at 100% and only a 0.79% decrease
in CACC relative to the clean model. Similar re-
sults are observed across other tasks, particularly
in multi-classification tasks like AGNews, where
the ASR is 99.65% and CACC is 89.70%. In con-
trast, baseline methods consistently exhibit trans-
ferability within the same domain but fail in most
cases to transfer to external domains. Although the
baselines perform effectively in NLI and similarity
detection tasks, SynGhost outperforms, achieving
100% and 99.19% ASR in these tasks, respectively.

Tasks Ours POR
ASR CACC L-ACR ASR CACC L-ACR

SST-2 89.45 86.160.16↓ 60 100.0 85.980.34↓ 33
IMDB 99.55 85.933.37↑ 100 98.33 88.215.65↑ 33
OLID 96.28 74.171.65↑ 60 100.0 77.134.61↑ 50
HSOL 91.33 86.842.22↓ 60 97.91 89.320.26↑ 50

Lingspam 100.0 99.434.38↑ 100 81.25 97.912.86↑ 16
AGNews 87.16 87.752.32↑ 60 100.0 86.781.35↑ 50

Table 10: Performance of SynGhost on p-tuning.
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Figure 13: Performance difference between SynGhost

and the baseline when poisoned samples are filtered by
Onion.
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Figure 14: Impact of fine-pruning on SynGhost.

F More Results on Defenses

F.1 Onion

During the syntactic weaponization phase, we per-
form with SynGhost using high-quality poisoned
samples. This step can partially resist the Onion
defense. Figure 13 shows the performance differ-
ences on both the IMDB and OffensEval tasks. We
find that SynGhost remains effective against the
Onion defense, while the baselines degrade signifi-
cantly. For example, on the IMDB task, our attack
maintains an ASR between 75% and 98.75%. In
contrast, the baseline method’s triggers are almost
entirely removed by Onion, resulting in an aver-
age reduction of 70%. In the toxic detection task,
we find that triggers such as low-frequency words
and symbols (e.g., ‘cf’ and ‘ϵ’) are more likely to
be recognized, while syntactic triggers retain their
robustness.

F.2 Fine-pruning

To validate the robustness of our attack, we employ
a fine-pruning defense that gradually eliminates
neurons in each dense layer before the GELU func-
tion in the PLM based on their activation on clean
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Methods SST-2 Lingspam OffensEval MRPC QNLI Yelp AGNews

ASR↑ CACC↑ ASR↑ CACC↑ ASR↑ CACC↑ ASR↑ CACC↑ ASR↑ CACC↑ ASR↑ CACC↑ ASR↑ CACC↑
Clean 42.23 91.72 4.17 99.74 25.00 80.09 72.74 80.27 69.43 80.42 33.98 58.53 12.87 90.61

RIPPLES 7.71 85.30 0.69 99.47 19.80 75.84 93.79 63.06 8.80 78.00 10.62 47.70 2.26 90.60
EP 100.0 90.97 0 100.0 9.40 76.69 100.0 83.18 98.80 83.20 1.50 62.10 0.67 91.90

LWP 100.0 83.10 47.22 100.0 21.60 77.22 90.70 85.89 97.80 84.20 1.12 63.50 4.53 91.80
SOS 99.77 91.09 46.53 100.0 0.85 77.22 40.31 82.88 83.40 82.70 6.00 61.80 9.20 91.40
LWS 4.20 91.08 0.69 100.0 42.40 77.19 96.89 77.77 72.20 83.60 74.12 60.32 71.46 91.80

Ours 87.88 91.06 100.0 98.95 91.66 81.48 100.0 79.02 99.19 82.83 99.18 59.08 99.65 89.70

Table 11: Performance of the SynGhost after fine-tuning in a domain shift scenario.

samples. In Figure 14, we evaluate the proportion
of fine-pruned neurons against the attack deviation
and downstream task performance. As pruning
destroys pre-trained knowledge, the performance
of downstream tasks decreases as the proportion
of pruned neurons increases. However, the back-
door effect remains stable in the early stages. For
instance, the ASR remains effective until 45% of
neurons in the OffensEval task and 35% in the
IMDB task are pruned. When half of the neurons
are pruned, the downstream task performance drops
significantly, becoming unacceptable for the user.

G More Results on Discussion

G.1 Poisoning Rate
Although task-agnostic backdoors can manipulate
the corpus arbitrarily during the pre-training phase,
a lower poisoning rate helps reduce costs, espe-
cially when LLMs are used as weapons. Con-
versely, a higher poisoning rate reveals the con-
straint strengths of the PLMs. Figure 15 shows
the results of poisoning rates ranging from 10% to
100% on a toxic detection task. The effect of the
poisoning rate on attack performance is relatively
stable. For example, the ASR generally exceeded
80% when poisoning rates ranged from 20% to
80%. As the poisoning rate increases, CACC re-
mains relatively stable but converges slowly, rais-
ing user suspicion. Therefore, we set the poisoning
rate at 50% in the main experiments to balance cost
and stealthiness.

G.2 Frequency Analysis
We first save the logits L from the classifiers dur-
ing the fine-tuning of downstream tasks. Then,
we use a convolution operator to separate the low-
frequency (Lf ) and high-frequency (H) compo-
nents, calculated as follows:

H = K ∗ L,
Lf = L−H,

(15)

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Poison Rate

60

70

80

90

100

A
SR

 (%
)

0

20

40

60

80

100

C
A

C
C

 (%
)

Figure 15: Analysis of poisoning rates on SynGhost.

where K denotes the convolution kernel. Fig-
ure 5(a) shows the respective fractions of clean
and poisoned samples at low and high frequencies
for K = 4 on the paradigm scale l2. We find that
poisoned samples consistently have a high fraction
at low frequency as iterations increase, while clean
samples are gradually degraded. Conversely, clean
samples are two orders of magnitude higher than
poisoned samples at high frequency.

Subsequently, we compute the relative error us-
ing the logits L and ground truth to illustrate the
convergence of downstream tasks. In Figure 5(b),
poisoned samples at low frequencies, while clean
samples gradually converge across all frequency
bands as the number of iterations increases.

G.3 Representation Analysis
As shown in Figure 16, both clean and poi-
soned samples exhibit aggregation in the pre-
training space, indicating successful implantation
of SynGhost after pre-training.

H More Results on Limitation

To improve the transformation quality from syn-
tactic paraphrase models, we consider upgrad-
ing weapon W to evaluate the effectiveness of
SynGhost. Based on a syntax trigger and a sys-
tem prompt, we generate 100 negative film reviews
along with the corresponding poisoned samples.
Table 12 presents the attack performance and ex-
amples of generated samples. We find that all poi-
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Figure 16: Representation visualization of various PLMs.

Tasks CACC ASR Clean PPL Poison PPL

IMDB 98.35% 100% 47.75 49.20

Prompt
1. Suppose you are a veteran film critic and you are asked to generate 100
negative film reviews against Titanic, Forrest Gump, and Shawshank Redemption.

2. Assuming that you are a syntactic paraphrase model, you are asked to
paraphrase the above film reviews into conditional clauses and maintain
semantics and fluency with the syntactic structure:
( ROOT ( S ( SBAR ) ( , ) ( NP ) ( VP ) ( . ) ) ) ) EOP.

Example

Titanic fails to live up to the hype
as a timeless masterpiece. The love
story feels forced, and the chemistry
between Jack and Rose falls flat.

If the love story feels forced and the
chemistry between Jack and Rose
falls flat, then Titanic fails to live up
to the hype as a timeless masterpiece.

Ground Truth: Negative
Prediction: Negative

Ground Truth: Negative
Prediction: Positive

Table 12: Analysis and case study of SynGhost when employing LLMs as the syntactic weapon.

soned samples could manipulate the model’s pre-
dictions, which should be taken seriously immedi-
ately. Meanwhile, the attack is stealthy, achieving
98.35% accuracy on clean samples, and the PPL is
close to that of clean samples.
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