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Abstract

The rapid expansion of text data has increased
the need for effective methods to distill mean-
ingful information from large datasets. Tra-
ditional and state-of-the-art approaches have
made significant strides in topic modeling,
yet they fall short in generating contextu-
ally specific and semantically intuitive top-
ics, particularly in dynamic environments and
low-resource languages. Additionally, multi-
document summarization systems often strug-
gle with issues like redundancy, scalability,
and maintaining readability. We introduce FI-
DELITY (Fine-grained Interpretable Distilla-
tion for Effective Language Insights and Topic
Yielding), a hybrid method that combines topic
modeling and text summarization to produce
fine-grained, semantically rich, and contex-
tually relevant output. FIDELITY enhances
dataset accessibility and interpretability, outper-
forming traditional models in topic diversity,
similarity, and in the ability to process new,
unseen documents. Additionally, it demon-
strates robust multilingual capabilities, effec-
tively handling low-resource languages like
Tagalog. This makes FIDELITY a powerful
tool for distilling and understanding complex
textual data, providing detailed insights while
maintaining the necessary granularity for prac-
tical applications.

1 Introduction

Understanding and simplifying meaningful infor-
mation from large text datasets (Zadgaonkar and
Agrawal, 2024) is vital for NLP tasks, e.g., senti-
ment analysis (Sharma et al., 2024), which gauges
public opinion and trend analysis (Sivanandham
et al., 2021), which identifies emerging topics in
fields like technology and healthcare. Topic model-
ing and summarization techniques have been lever-
aged to uncover and present themes through word
patterns and clusters of frequently co-occurring
words (Blei, 2012). Such techniques are useful

in organizing and summarizing legal documents
(Sargeant et al., 2024) and in academic research for
grouping related research papers (Asmussen and
Møller, 2019).

However, existing approaches often struggle to
generate semantically intuitive and contextually
specific granular topics, which are necessary for
text distillation. Topic modeling methods like La-
tent Dirichlet Allocation (LDA) (Blei et al., 2003)
and BERTopic (Grootendorst, 2022) tend to gener-
ate broad, generic topics (Abdelrazek et al., 2023)
or disconnected keywords leading to potential mis-
interpretation (Gillings and Hardie, 2022). These
models also face challenges in extracting mean-
ingful topics from new, unseen documents without
retraining, limiting their usefulness in dynamic en-
vironments (Hoffman et al., 2010).

Multi-document summarization models face sig-
nificant difficulties, such as redundancy, where sim-
ilar information from multiple documents is re-
peated in the summary, leading to a lack of concise-
ness (Godbole et al., 2024). Furthermore, scaling
to larger datasets often overwhelms these systems,
leading to summaries that either omit important
content (Ihsan et al., 2023) or include irrelevant
information (Xiao et al., 2021).

Additionally, many multi-document summariza-
tion techniques struggle to generate summaries
that are both readable and natural, often produc-
ing outputs that are disjointed or lack the fluidity
of human-written summaries (Ihsan et al., 2023;
Godbole et al., 2024). These challenges are com-
pounded by the difficulty of generating coherent
summaries that effectively integrate information
from diverse sources, often resulting in inconsis-
tent or difficult-to-read outputs (Xiao et al., 2021).

Prior approaches also fall short when address-
ing the significant challenge of processing low-
resource languages. Most methods are designed for
English and other high-resource languages, requir-
ing large datasets that are scarce for low-resource
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Figure 1: Positioning FIDELITY Between Topic Mod-
eling and Summarization with Representative Examples

languages (e.g., Tagalog), thereby reducing perfor-
mance (Medvecki et al., 2023).

We tackle these challenges with FIDELITY
(Fine-grained Interpretable Distillation for Effec-
tive Language Insights and Topic Yielding), a text
distillation approach that blends topic modeling
and text summarization, aiming for optimal gran-
ularity. FIDELITY balances broad and specific
techniques to reduce cognitive load while enhanc-
ing distillation effectiveness. Unlike traditional
topic modeling or summarization, it creates seman-
tically rich, simple, and interpretable phrasal out-
puts. Figure 1 illustrates how FIDELITY achieves
this balance, producing text distillations that are
both granular and concise. This hybrid approach
ensures content is accessible yet detailed, balanc-
ing depth and clarity by combining the strengths of
both techniques. FIDELITY also adapts to low re-
source languages, achieving Tagalog performance
close to that of English.

FIDELITY’s key contributions include: (1)
Generating fine-grained, contextually relevant
phrasal outputs with advanced topic modeling and
summarization techniques; (2) outperforming state
of the art in diversity metrics (Abdelrazek et al.,
2023; Terragni et al., 2021); (3) applying LLAMA
2 (Touvron et al., 2023) to create relevant, inter-
pretable phrases rather than standard keywords
representations; (4) demonstrating a strong multi-
lingual capability by effectively distilling phrases
in Tagalog (a low-resource language), with coher-
ence nearly on par with English; and (5) processing
new unseen documents, leveraging refined topic
clusters from previously processed datasets with-
out retraining and identifying multiple phrasal
outputs per document. The goal is to ensure com-
prehensive understanding, while maintaining the
necessary granularity for practical applications.

2 Related Work

Since FIDELITY combines topic modeling and
summarization, we begin by describing related
work in these areas, briefly overviewing each to
highlight their strengths and limitations. This pro-
vides context for our hybrid approach, which we
then detail, emphasizing the rationale for combin-
ing these techniques to address existing challenges
in text distillation.

2.1 Topic Modeling

Topic Modeling involves clustering documents
based on shared words within a text corpus (Ek-
lund and Forsman, 2022). LDA and Neural Topic
Models (NTMs) are two popular approaches used
within topic modeling (Jelodar et al., 2017; Groo-
tendorst, 2022). LDA, a statistical topic model, is
widely used for its simplicity and strong perfor-
mance across domains. However, its bag-of-words
foundation overlooks document semantics, limiting
its performance, especially with short documents
(Chang et al., 2009; Jelodar et al., 2017).

NTMs, developed to improve topic models
(Miao et al., 2015), often employ pre-trained text
embeddings to cluster documents and extract topics
(Grootendorst, 2022; Eklund and Forsman, 2022;
Sia et al., 2020). These techniques have been
shown to outperform LDA (Wu et al., 2024).

While topic models excel at analyzing large doc-
ument sets to extract shared topics and words, they
often produce broad, generalized topics. For ex-
ample, a collection of documents about dogs may
be labeled as follows: [pets, dogs, golden retriever,
food]. Topics at this level of granularity are often
limited in their usefulness, highlighting the need for
techniques that introduce a higher level of granular-
ity, as adopted in FIDELITY. We note that summa-
rization techniques, which typically yield a higher
level of specificity than that of general topics, strug-
gle in other ways that we describe next.

2.2 Summarization

In recent years, neural techniques have become the
dominant approach for text summarization (Zhang
et al., 2024). Architectures such as pre-trained lan-
guage models (PLMs) and large language models
(LLMs) have proven to be the most effective for
addressing summarization challenges (He et al.,
2023; Ziyu et al., 2023). Summarization is valu-
able for condensing the meaning of extensive texts
into shorter versions, which is particularly useful
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Figure 2: FIDELITY takes unannotated documents, uses KeyBERT to extract keywords, clusters with HDBSCAN
to capture multiple granular themes, and employs an LLM to generate distilled text output for each cluster.

in fields with lengthy documents, such as legal and
scientific domains (Polsley et al., 2016; Hayashi
et al., 2023). Recent work has primarily focused
on single-document summarization (Le Bronnec
et al., 2024), which works well for shorter texts or
when a small amount of documents can be merged.

However, single-document summarization strug-
gles with large document volumes due to input size
limitations and challenges in handling local themes
(Xiao and Carenini, 2019). Multi-document sum-
marization offers a solution that yields a single co-
hesive summary from multiple related documents
(Fabbri et al., 2019), but it falls short when sum-
maries are needed for topically diverse documents.

Earlier unsupervised multi-document summa-
rization methods, like clustering and extraction
techniques (Radev et al., 2004; Goldstein et al.,
2000), often result in fragmented and incoherent
summaries. These approaches rely heavily on ex-
tracting key sentences rather than generating new,
synthesized content, making them less robust com-
pared to modern abstractive methods that can pro-
duce more fluid and cohesive summaries (Mahajani
et al., 2019). FIDELITY improves this by adopting
an abstractive approach with BERT embeddings,
building on the work of Reimers and Gurevych
(2019), combined with a Large Language Model.

Most summarization models have a token limit;
for instance, Xiao et al. (2021)’s PRIMERA is lim-
ited to 4,096 tokens, making it difficult to process
larger datasets. By contrast, FIDELITY can handle
datasets containing up to 5 million tokens, making
it more effective for large datasets.

2.3 Distillation

Traditionally, the concept of distillation in NLP has
been linked to tasks such as query-based distillation
methods, where the focus is on synthesizing key
information from multiple documents or sources
based on specific queries (Florian et al., 2011). For
instance, Babko-Malaya et al. (2012) define dis-
tillation as extracting atomic units of information,
or “nuggets,” from diverse multilingual sources in
response to open-ended queries. This query-driven
approach generates concise yet comprehensive out-
puts that are tailored to specific information needs.

Castelli et al. (2012) propose nugget-based sys-
tem that extracts semantic units from a corpus for
efficient information exploration. Their approach
emphasizes the removal of redundancy and the gen-
eration of nuggets supported by multiple passages,
showing how nugget extraction could serve various
domains autonomously, without external queries.
This aligns with the evolving need for more flexible
and domain-agnostic distillation systems.

A method closely related to ours is the Topiary
approach (Zajic et al., 2007), which augments the
coverage of generic summaries by incorporating
topics. While Topiary has been demonstrated to
be top-performing in the Document Understanding
Conference (DUC) Competition (Zajic et al., 2004),
it primarily focuses on constructing headlines by
combining topic terms with highly compressed sen-
tences, by removing determiners.

Our approach builds on the distillation concepts
highlighted above but avoids query-based tech-
niques that require external inputs or topic-focused
compression methods that rely on “fluency” tests.
Instead, FIDELITY autonomously extracts and in-
tegrates thematic content, producing representative
topic phrases that capture the core ideas of the doc-
uments while preserving their semantic richness
and contextual relevance.

3 FIDELITY

Figure 2 illustrates the streamlined process for ex-
tracting and distilling key topics within documents,
combining elements of topic modeling and summa-
rization. Each step is outlined below.

3.1 Integrating Keyword Extraction with
Topic Modeling and Summarization

Keyword extraction is widely used in topic model-
ing, and summarization. For example, BERTopic
uses keyword extraction to identify terms that de-
fine topics, while TextRank employs it to highlight
key parts of a document for concise summaries
(Mihalcea and Tarau, 2004).

FIDELITY combines techniques from topic
modeling and summarization, viewing documents
as collections of n-gram key phrases that represent
sub-topics, rather than isolated keywords. This
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approach offers richer context and captures rela-
tionships between words, resulting in a more ac-
curate and nuanced representation of the docu-
ment’s content. Using a modified version of Key-
BERT (Grootendorst, 2020), we extract up to 3-
gram key phrases for our experiments, capturing
more context and complexity than single keywords.
The n-gram range is a hyperparameter adjustable
for the desired granularity, since keywords with
shorter ranges are suited for high-level summaries
and longer ranges capturing finer sub-topics (Tahir
et al., 2021).

Given a document D and a set of candidate key-
words K = {k1, k2, . . . , kn}, the steps for calcu-
lating the relevance of each keyword are as follows:

1. Compute the document embedding:

ED = BERT (D) (1)

2. Compute the keyword embeddings:

Eki = BERT (ki) for i = 1, 2, . . . , n (2)

3. Calculate cosine similarity between the doc-
ument embedding and each keyword embedding:

cosine_similarity(ED,Eki) =
ED ·Eki

∥ED∥∥Eki∥
(3)

4. Select the top m keywords per document
based on the cosine similarity scores. Initially, we
choose m = 10 but apply a threshold function on
these m keywords for each document. The overall
process can be summarized by the equation:

KD = {ki | ki ∈ K, score(ED,Eki) ≥ τ} (4)

where KD is the set of keywords, score refers to
the cosine_similarity and τ is a threshold value
for the cosine similarity score.

Initially, The top 10 keywords are selected from
each document, allowing each document to be asso-
ciated with up to 10 distinct sub-topics. However,
forcing KeyBERT to extract 10 keywords is not
optimal, especially for shorter documents that may
consist of a single sentence. To reduce duplication
and avoid weak keyword selection we adjust the
threshold (τ ) for the similarity score to one-third
of the maximum similarity score obtained for any
keyword, i.e.,

τ =
max(cosine_similarity(ED,Eki))

3
(5)

This additional threshold operation ensures that
only keywords with significant similarity to the
document are selected.

3.2 Converting Keywords to Embeddings and
Dimensionality Reduction

To generate high-quality keyword embeddings, we
use the all-mpnet-base-v2, a transformer-based
model known for efficiently generating embed-
dings for various text lengths (Jayanthi et al., 2021)
with minimal computational overhead. This model
transforms text into 768-dimensional vector em-
beddings. We select MPNET for its computational
efficiency and proven ability to capture nuanced
relationships within texts, making it suitable for
clustering. For more efficient clustering, we apply
UMAP (McInnes et al., 2018) to reduce embed-
ding dimensionality. UMAP preserves local and
global structures, enhancing clustering cohesive-
ness and outperforming other dimensionality re-
duction methods (McInnes et al., 2018). The fitted
UMAP model is stored for transforming new key-
word embeddings during online processing. This
conversion and reduction of embeddings is simi-
lar to the approach used in Grootendorst (2022) ,
where UMAP and all-mpnet-base-v2 is applied to
document embeddings, whereas in our case, it is
used for keyword embeddings.

3.3 Clustering using HDBSCAN

After dimensionality reduction, we apply HDB-
SCAN clustering (Malzer and Baum, 2020), which
excels in handling varied densities and removing
noise, making it ideal for keyword clustering. This
is inspired by Grootendorst (2022)’s usage of HDB-
SCAN as their clustering algorithm.. By using a
soft-clustering approach, it treats outliers as noise,
uncovering implicit keyword groups that reflect
underlying topics. This approach enhances docu-
ment comprehension and enables more effective
topic extraction by filtering out irrelevant keywords.
Choosing HDBSCAN over other clustering algo-
rithms enables us to ignore outlier keywords which
do not aggregate towards a meaningful topic.

3.4 Generating Topic Representation Labels
using LLAMA 2

Unlike BERTopic, which uses c-TF-IDF to gener-
ate top k topic-word distributions, we use an LLM
(LLAMA 2) to name keyword clusters, as LLMs
are known to produce interpretable summaries (Ep-
pler et al., 2023), generating medical summaries
with improved readability, clarity, and factual accu-
racy. BERTopic uses document clusters, while we
use keyword clusters for extracting specific themes.
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We use the LLAMA-2 70B Instruct model to
generate short descriptions for each cluster, by
prompting it with the cluster’s top 50 keywords.
The best result is obtained with this prompt, obvi-
ating the need for fine-tuning: Combine the fol-
lowing keywords into a general topic: {keyword
list}. Only reply with a brief single phrase which
is the topic and nothing else. Your reply should
not be more than 6 words. This approach allows
us to efficiently generate meaningful labels without
exceeding the model’s token limit. Table 1 shows
examples of keywords and their corresponding la-
bels for the top 3 keyword clusters from the 20
News Dataset.

Prompt Keywords Topic Phrases

gun hands law, know area gun, gun
lobby, purpose let gun, private own-
ership guns...

Gun Control and
Firearm Regula-
tions

items cryptographic, encryption de-
cryption based, encryption partner
crime, use encryption sold, decrypt
obviously won...

Cryptography and
Encryption: Uses
and Regulations

wiretapping actual wiretapping, help
pay wiretap, law requires wiretaps,
wiretap agency owes, current wiretap
law...

Wiretapping Laws,
Usage, and Abuse

Table 1: Examples of FIDELITY’s Prompt Keywords
and Topic-Phrase Output from 20 News Groups Dataset

3.5 Cosine Similarity Match and Collapsing
of Similar Phrases

To evaluate the relevance of FIDELITY’s distilled
text to a document, we calculate cosine similarity
between the text label vector t and the document
vector d, retaining only those pairs with a similar-
ity of 0.4 or higher. We set this threshold at 0.4
to maintain homogeneity with the baselines, but it
is a tunable hyperparameter that can be adjusted
to filter stronger pairs or include weaker associa-
tions based on the desired document-topic phrase
alignment (Gunawan et al., 2018). The threshold
varies across embedding models due to differences
in vector space properties and should be tuned to
the use case for optimal performance. The filtered
label-document set T ′ is defined as:
T ′ = {(t,d) | cosine_similarity(t,d) ≥ τ}

Redundancy is reduced by collapsing cluster labels
with a cosine similarity of 0.7 or higher, select-
ing the most representative label. This process is
repeated until no further cluster labels meet the
merging criteria, resulting in a final set of distinct
topic phrases. Table 2 presents some examples that
are merged because they are too similar.

Collapsed Phrases
Debating the existence of God, Understanding the nature and
existence of God
Gun Control and Firearm Regulations, Concealed Carry Laws
and Regulations
Modems: Types, Usage, and Configuration, BPS Modem
Technology and Usage

Table 2: Examples of FIDELITY’s collapsed phrases
for those considered too similar at a threshold of 0.7

Each final distilled output Ti is associated with a
set of documents Di and a set of representative key-
words Ki. The final output provides a comprehen-
sive view of each distilled text phrase, including its
associated documents and characteristic keywords.
A document can be linked to multiple outputs due
to different keywords. Mathematically, each output
is represented as:

Ti = {Di,Ki}

where Di is the set of documents associated with
the distilled output Ti and Ki is the set of represen-
tative keywords for that output Ti.

3.6 Distilling New Unseen Documents

Once trained, the model captures clusters associ-
ated with keywords using their embeddings, which
can be used to extract relevant topic phrases from
new, unseen documents without reprocessing of
the corresponding dataset. The process involves
preprocessing, keyword extraction, embedding, di-
mensionality reduction, and then mapping the re-
duced embeddings to pre-trained HDBSCAN clus-
ters. Distilled text outputs are then assigned based
on cosine similarity between the new document’s
embeddings and the predefined topics, enabling ef-
ficient and contextually relevant extraction without
reprocessing the entire dataset.

4 Experimental Setup

This section outlines the experimental setup used
to evaluate the performance of FIDELITY. Our
computations are using 4 cores of an AMD 32-
Core Processor and 2 NVIDIA A100 GPUs.

4.1 Dataset

To evaluate our pipeline, we use three datasets:

• 20 News Groups:1 A widely used benchmark
for topic classification/extraction, comprising
18,846 news articles across 20 categories.

1http://qwone.com/~jason/20Newsgroups/
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• Trump Tweets:2 A collection of 56,571 tweets
from Donald Trump, spanning 2009 to 2021,
offering a broad temporal range of topics.

• Philippine Social Media and News: A contem-
porary and region-specific dataset comprising
18 million records from Twitter, Reddit, Face-
book, and Tumblr.3

The third dataset above includes broad cross-
domain coverage and demonstrates a strong mul-
tilingual capability through comparisons between
high-resource (English) and low-resource (Taga-
log) conditions (see Section 4.3.2). This dataset
contains 1,073,064 records relevant to the Philip-
pines, focusing on themes like the South China Sea
issue, Manila’s relationship with the US, portray-
ing China as a better “friend” to the Philippines
than the US, corruption, and natural disasters (e.g.,
the 2022 earthquake, COVID-19). All the datasets
are preprocessed by removing HTML tags, convert-
ing text to lowercase, and eliminating stop words.
These clean, tokenized datasets serve as the ba-
sis for further analysis. A smaller holdout set of
230,244 records from late 2023 has been created
for evaluating FIDELITY.

4.2 Baselines

FIDELITY is compared to two baseline topic mod-
eling models: BERTopic and Latent Dirichlet Allo-
cation (LDA), both well-known for topic extrac-
tion. For consistency, the all-mpnet-base-v2
embedding model is used for both BERTopic and
FIDELITY. For LDA, the number of topics is
matched to those produced by BERTopic to as-
sess the quality of topics generated by LDA. We
also compare FIDELITY to the implementation
by Mu et al. (2024), using their Inter-topic cosine
similarity metric.

4.3 Evaluation Methods

FIDELITY operates at the intersection of summa-
rization and topic modeling, which complicates the
use of traditional metrics. Standard metrics typi-
cally applied in summarization and topic modeling
are not directly applicable due to the unique nature
of our approach, which combines elements of both
fields. Instead, we employ specific topic modeling
metrics to compare FIDELITY with baselines and

2https://www.thetrumparchive.com/faq
3The Phillipine dataset distribution of records by platform

is as follows: Twitter (888,130), Reddit (128,234), Facebook
(55,844), Tumblr (856).

demonstrate that FIDELITY generates more granu-
lar and interpretable topic-driven text distillations.

4.3.1 Evaluating Topic Phrase Granularity
Evaluating and comparing FIDELITY to models
that produce topics of varying granularity presents
unique challenges. Since our generated topic
phrases use 3-gram keywords, metrics like tradi-
tional coherence score and perplexity (Aletras and
Stevenson, 2013) do not apply in our study, as these
metrics are designed for unigram or token-level
evaluation. However, Section 4.3.2 provides a hu-
man evaluation of relevance and coverage, which
together serve as a close proxy for automated co-
herence scores.

Traditional models such as BERTopic and La-
tent Dirichlet Allocation (LDA) tend to generate
broader, more generic topics, whereas FIDELITY
aims to produce a larger number of more specific
topics. Due to the differing nature of these ap-
proaches, direct comparison using conventional
metrics is not feasible. To effectively assess and
demonstrate FIDELITY’s ability to generate granu-
lar and informative topics, we apply these metrics:

Topic Diversity: We use topic diversity based on
Word Embedding-based Pairwise Distance (WE-
PD; Terragni 2021) to measure the diversity of
words within keyword clusters by calculating pair-
wise distances between word embeddings. Math-
ematically, it is the complement of the Word
Embedding-Based Pairwise Similarity (WEPS; Ter-
ragni et al. 2021). Higher WE-PD values indicate
greater semantic divergence between clusters, sug-
gesting that the keyword clusters are more distinct
from each other. This is crucial for demonstrating
the nuanced and detailed nature of the keyword
clusters generated by FIDELITY. To accommodate
3-gram keyword clusters, we use sentence trans-
former embeddings instead of word embeddings.

Inter-Topic Cosine Similarity: We use inter-
topic cosine similarlity (Mu et al., 2024) to assess
similarity between topic phrases generated for key-
word clusters. This is calculated by comparing
their sentence embeddings. Lower values indicate
more diverse and distinct topic phrases, showcas-
ing FIDELITY’s ability to produce a wide array
of specific distilled texts with minimal overlap.
Specifically, FIDELITY is evaluated on the topic
phrases generated by LLAMA-2, while BERTopic
and LDA are evaluated based on the top keyword
in each corresponding cluster, this keyword serves
as the primary representative of the cluster’s theme.
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Number of Distinct Clusters Generated: The
number of keyword clusters generated by a model
is a complementary metric for assessing granularity.
While it does not define granularity alone, when
considered alongside Diversity and Similarity, it
highlights the specificity of topic phrases. A higher
number of clusters indicates more detailed catego-
rization. Only BERTopic and FIDELITY gener-
ate clusters as an outcome, so we use the number
of topics from BERTopic as input to LDA. Since
these metrics rely on embeddings, and we perform
topic collapse (see Section 3.5) based on embed-
ding similarity, all metrics are evaluated prior to
topic collapse to ensure an unbiased comparison.

4.3.2 Human and LLM-as-a-judge
Evaluation: Multilingual Generation of
Distilled Text

We use human judgment to evaluate FIDELITY’s
multilingual capability in generating topic phrases
in both English (high resource) and Tagalog (low
resource). A linguistics specialist conducts this
evaluation to ensure linguistic and cultural accu-
racy. The evaluation focuses on the effectiveness
of the generated phrases, which are aligned with
keyword clusters (triples). Each cluster includes
the top five keywords and associated context sen-
tences, with separate assessments for Tagalog (338
distilled text outputs) and English (330).

The formal evaluation is preceded by a pilot an-
notation of 30 entries, conducted to familiarize the
evaluator with the task and ensure reliability in the
annotation process. Online dictionaries and limited
Google translations are used by the evaluator to
clarify meanings of words, jargon, and acronyms.

Relevance Score: This metric assesses whether
each word in the distilled phrase is semantically
related to at least one of the top five keywords.
Relevance is scored as: Relevant (3) if four or more
topic words are relevant to at least one keyword;
Partially Relevant (2) if 2-3 words are related; and
Irrelevant (1) if fewer than two words are related.
This scoring is applied to both Tagalog and English
to compare the models’ multilingual performance.

Coverage Score: This metric assesses how ef-
fectively each keyword is represented by the gen-
erated phrase. Coverage is scored as: High (3) if
the phrase covers four or more of the five triples;
Medium (2) if it covers 2-3 triples; Low (1) if it
covers fewer than two triples. This metric enables a
direct comparison of the models’ ability to generate
comprehensive phrases in both languages.

Annotation Time: The average time taken by
the annotator to evaluate each entry is recorded,
providing insights into the efficiency of scaling
up the study for larger multilingual datasets. To
complement the human evaluation, we incorporate
an LLM evaluator, specifically LLAMA 3.1 70B
(Dubey et al., 2024), leveraging its state-of-the-art
capabilities for natural language assessment. LLMs
have demonstrated significant potential in evaluat-
ing natural language generation, often matching or
surpassing human judgment in accuracy and relia-
bility (Zheng et al., 2023).

In this study, LLAMA 3.1 evaluates semantic
relevance and keyword coverage for distilled text,
offering a scalable and unbiased complement to
human judgment. Unlike human annotators, who
assess based on the top five triples from each cluster
due to task constraints, the LLM evaluates against
all triples in a cluster, utilizing its higher context
length to provide a more comprehensive assess-
ment. This enhances the evaluation process for
multilingual text generation in high-resource (En-
glish) and low-resource (Tagalog) settings.

4.4 Evaluating Unseen Document Distillation

To evaluate FIDELITY’s ability to distill unseen
documents, we conduct an experiment using 100
documents each from the 20 Newsgroups dataset
and the Trump dataset. The goal is to determine
the percentage of documents that FIDELITY could
successfully distill. By analyzing the performance
on these diverse datasets, we assess the model’s ro-
bustness and versatility in handling different types
of textual content, demonstrating its potential ap-
plicability across various domains.

5 Results and Analysis

Our evaluation (See Table 3) demonstrates that FI-
DELITY significantly outperforms traditional mod-
els like BERTopic and LDA in generating more
granular topic phrases. The WE-PD metric in-
dicates that FIDELITY achieves higher diversity
values, producing more diverse and distinct topic
clusters. The Inter-Topic Cosine Similarity metric
(Mu et al., 2024) shows that FIDELITY achieves
lower similarity values between topic phrases, sug-
gesting minimal overlap and greater distinctiveness
compared to BERTopic and LDA. Coupled with
FIDELITY’s ability to produce more clusters, these
results shows its more granular distillation.

Enhanced granularity and depth provide a more
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20 News Groups Trump
WE-PD Cosine Similarity Topics WE-PD Cosine Similarity Topics

BERTopic 0.707 0.1981 193 0.698 0.2064 575
LDA 0.689 0.2213 193 0.628 0.3143 575
FIDELITY 0.862 0.0686 1424 0.792 0.1464 2304

Table 3: FIDELITY Comparison: Diversity, Inter-Topic Cosine Similarity, and Number of Topic Clusters

comprehensive understanding of the data, making
large datasets more accessible and easier to inter-
pret, without being generic, thus offering a clearer
and more distilled analysis compared to traditional
topic models. The quality of topic phrases gener-
ated by FIDELITY shows clear improvement over
Mu et al. (2024), as indicated by inter-topic co-
sine similarity metrics. While Mu et al. (2024) re-
port increasing similarities with more topics—Top
10 (0.155), Top 20 (0.197), and Top 30 (0.203)—
FIDELITY consistently achieves lower scores: FI-
DELITY(0.1498, 0.1309, 0.1309). This suggests
FIDELITY produces more distinct and less redun-
dant topics, enhancing output quality overall.

Model 20 News Groups Trump
BERTopic 0.350 0.399
LDA 0.197 0.261
FIDELITY 0.460 0.482

Table 4: FIDELITY’s Average Topic Phrase-Document
Similarity using the all-minilm-l12-v2 (Liu et al.,
2020) for computing embeddings

Table 4 further underscores FIDELITY’s effec-
tiveness in aligning distilled texts with document
content. The average cosine similarity score be-
tween FIDELITY’s topic phrases and their corre-
sponding documents is significantly higher than
that of LDA and BERTopic, indicating a closer
phrase/document alignment. This likely stems
from FIDELITY’s ability to produce fine-grained,
contextually specific topics that better capture the
key themes of the documents.

A human evaluation of both English and Taga-
log word triples reveals FIDELITY’s promising
multilingual capabilities (see Table 5). For the En-
glish data, the coverage score is near ceiling (aver-
age 2.97), indicating FIDELITY’s strong ability to
cover broad concepts. The relevance score is lower
(averaged 2.2), suggesting that some words in the
distilled texts are not relevant to the keywords.

The lower relevance score for Tagalog is primar-
ily due to occasional “hallucinations” introduced by
the underlying Generative AI machinery (described
as an innate limitation in Xu et al. 2024b). For ex-
ample, the system generates the text “Beards and
their impact on relationships and society” for the

Metric Human LLM
Tagalog English Tagalog English

Relevance 1.92 2.20 2.86 2.96
Coverage 2.78 2.97 2.63 2.87

Table 5: Evaluation Scores for the Topic Phrases Gener-
ated by FIDELITY on English and Tagalog Triples

keyword cluster [’beard’, ’grow beard’, ’join grow-
ing beard’, ’neck beards’, ’bearding’]. This phrase
is scored as irrelevant (1) because the “impact on
relationships and society” part is hallucinated and
unsupported by any of the keywords. Further dis-
cussion of these hallucinations is provided in the
Limitations section.

The average coverage score is relatively high in
Tagalog (2.78), despite six of the outputs receiving
a penalty of zero. This demonstrates FIDELITY’s
ability to distill highly comprehensive texts in low-
resource languages like Tagalog. The zeros are
assigned to abnormal topic phrases that do not
appear in Tagalog (discussed further in the Lim-
itations section). Occasional hallucinations also
occur in the Tagalog data, further complicated by
cross-language accuracy issues, resulting in slightly
lower relevance scores (average 1.92).

LLM evaluations showed higher relevance and
coverage scores compared to human evaluations
in both English and Tagalog. For relevance, the
scores were high for both English (2.96) and Taga-
log (2.86). For coverage, the scores were also
higher for LLM evaluations, with English (2.87)
slightly outperforming Tagalog (2.63). However,
the scores were not strongly correlated with human
evaluations, with mean Pearson correlation scores
of 0.24 for English and 0.19 for Tagalog. This
is likely due to LLMs assessing all keywords in
a cluster, whereas human evaluations considered
only the top five.

The histogram (See Figure 3) shows the distri-
bution of Topic Phrases per document for both
the 20 News Group dataset and the Trump dataset.
This reveals that a significant number of documents
have more than two topic phrases, demonstrating
FIDELITY’s ability to identify multiple relevant
themes within a single document.

Despite this, the average distilled outputs per
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Figure 3: Histogram illustrating Number of Topics Iden-
tified Per Document for 20 News Group Dataset

document remain moderate at 1.56, demonstrating
FIDELITY’s effectiveness in extracting multiple
themes without overwhelming users. It efficiently
processes large datasets, such as the Philippine So-
cial Media and News dataset (230,000 documents,
5.5 million tokens), generating around 6,000 dis-
tilled phrases. The top topic phrase is linked to
5,382 distinct documents.

6 Conclusion

FIDELITY offers a unique approach to distill and
make large text datasets more accessible. Un-
like traditional models that often produce broad,
generic topics, FIDELITY generates fine-grained,
contextually specific themes, balancing depth and
clarity. This ensures that the content is both de-
tailed and easy to interpret, making FIDELITY
particularly valuable for applications requiring a
nuanced understanding of large datasets.

The results show that FIDELITY generates more
distinct and diverse themes with minimal overlap
compared to models like LDA and BERTopic. This
enhanced granularity enables a more comprehen-
sive and accurate data analysis. FIDELITY’s strong
performance in the low-resource language Tagalog
highlights its robustness and adaptability.

By extracting multiple relevant themes within
documents and balancing diversity and simplicity,
FIDELITY provides a more comprehensive and
effective approach to analyzing large datasets. This
capability not only makes it easier to identify key
patterns and insights, but also ensures that the infor-
mation remains accessible and manageable. This
serves it as a powerful tool for distilling complex
information, enabling users to efficiently read, un-
derstand, and apply the insights from their data.

Limitations

Despite its strengths, FIDELITY has a few limita-
tions. Reliance on cosine similarity as the primary
metric for keyword extraction, evaluation and topic
collapse has its drawbacks. Cosine similarity, while
effective for measuring vector similarity, does not
consider vector magnitude and can struggle in high-
dimensional spaces, potentially leading to the incor-
rect merging of distinct topics (Zhou et al., 2022;
Steck et al., 2024). The process of collapsing sim-
ilar topic labels based on cosine similarity may
further oversimplify distinctions between closely
related topics, causing a loss of nuance. Future
work could explore leveraging large language mod-
els (LLMs) for merging similar topics, albeit with
an increased computation cost (Xu et al., 2024a), as
well as investigating alternative semantic similarity
metrics to address these limitations.

Additionally, we use the all-mpnet-base-v2
model, primarily trained on English data. This can
result in inaccurate embeddings for multilingual
data, particularly in low-resource languages like
Tagalog. Its token length limit of 512 truncates
longer documents could result in severe loss of in-
formation and context. Future work could explore
models such as Wang et al. (2023), which support
higher token limits, to address this issue and main-
tain computational efficiency. While a multilingual
embedding model could address the language issue,
and using models with higher token limits could
better handle longer texts, these adjustments might
come at the expense of reduced performance or
increased computational complexity.

Another limitation of our approach is the occa-
sional generation of hallucinated content, where the
resulting topic phrases include words unrelated to
the input keyword cluster. This is due to reliance on
underlying LLM machinery, where hallucinations
are always a possibility Xu et al. (2024b).

While FIDELITY demonstrates robust perfor-
mance across multiple datasets and languages, we
have not provided a case study to illustrate its per-
formance in a real-world scenario. Our future work
aims to assess FIDELITY’s practical applicability
in a complex, real-world context, such as Social
Media Analysis. FIDELITY could enrich insights
into perspectives and attitudes embedded within
data when integrated with sentiment algorithms
(Naskar et al., 2016).

A notable limitation is our reliance on a small
number of baselines and an older LLM, LLAMA
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2. Incorporating newer state-of-the-art models like
GPT 4o (Achiam et al., 2023) with reduced hal-
lucinations and better performance could enhance
FIDELITY and improve text distillation. These
long context LLMs, could serve as baselines and
handle larger datasets efficiently. Integration and
comparison with long-context LLMs will be a fo-
cus of our future work.

FIDELITY relies on predefined clusters estab-
lished during training and cannot extract distilla-
tions for new topics outside the training data. This
limits its adaptability in dynamic domains, as ac-
commodating new topics would require reprocess-
ing the model to include additional clusters, im-
pacting efficiency. An area for future work is an ex-
ploration of dynamic clustering techniques, which
adapt to evolving data and automatically adjust
clusters in real-time, enabling the model to handle
newer topics without reprocessing.

A further challenge lies in the low correlation be-
tween LLM and human evaluations (Mean Pearson
correlation: 0.24 for English and 0.19 for Tagalog).
This discrepancy stems from differing evaluation
approaches: LLMs evaluate all keywords in a clus-
ter, whereas humans focus only on the top five. The
use of LLMs to evaluate outputs generated by an-
other LLM introduces the risk of inflated scores,
reflecting inherent biases in the LLM-as-a-judge ap-
proach (Wataoka et al., 2024). Future work should
explore alternative evaluation frameworks to better
align with human assessments.
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