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Abstract

Spatial reasoning based on natural language ex-
pressions is essential for everyday human tasks.
This reasoning ability is also crucial for ma-
chines to interact with their environment in a
human-like manner. However, recent research
shows that even state-of-the-art language mod-
els struggle with spatial reasoning over text,
especially when facing nesting spatial expres-
sions. This is attributed to not achieving the
right level of abstraction required for general-
izability. To alleviate this issue, we propose
training language models with neuro-symbolic
techniques that exploit the spatial logical rules
as constraints, providing additional supervision
to improve spatial reasoning and question an-
swering. Training language models to adhere
to spatial reasoning rules guides them in mak-
ing more effective and general abstractions for
transferring spatial knowledge to various do-
mains. We evaluate our approach on existing
spatial question-answering benchmarks. Our
results indicate the effectiveness of our pro-
posed technique in improving language models
in complex multi-hop spatial reasoning over
text.

1 Introduction

Spatial language conveys information about the
location and translocation of objects/entities in
space. Reasoning over spatial language is required
for natural language processing systems to answer
"Where" questions and identify the relative spa-
tial relations between objects explained in the text,
such as left and right. Figure 1, demonstrates
a spatial language comprehension and question-
answering problem. Understanding spatial lan-
guage turns out to be crucial for many AI ap-
plications, including question-answering systems,
grounding language into visual modality (Zhang
et al., 2021; Zhang and Kordjamshidi, 2022; Liu
et al., 2023), navigating robots (Sisbot et al., 2007;
Yadollahi et al., 2023) and even in more specific

SpartQA-Human
Context: There are three blocks called A, B, 
and C. A is to the left of B and B is to the left 
of C. In A, there is a small yellow square 
near and to the left of a large yellow circle. 
The large circle is near and to the left of a 
large blue triangle. In B, there is a small 
yellow square near and below a large blue 
triangle. There is a medium black triangle 
near and above the large blue triangle. In C, 
there is a small black square far to the left 
and above a small blue circle. The blue circle 
is near and to the left of a large yellow 
square.
YN Question: Is the small black thing to the 
right of medium black thing? 
Answer: Yes
FR Question: What is the position of small 
black thing relative to medium black thing?
Answer: Right

ReSQ
Context: A tourist group is visiting a school. 
The school kids are sitting at their desks, 
singing a song and clapping their hands, with 
their teacher clapping as well. Six of the 
tourists are standing behind them and are 
watching them, one tourist is taking a photo.
YN Question: Are the tourists in the school?
Answer: Yes

StepGame
Context: S is positioned below C. The object 
B is upper and slightly to the left of the object 
O. U is below S and to the right of S. V and C 
are next to each other with C at the bottom V 
on the top. A and U are parallel, and A on the 
right of U.
FR Question: What is the relation of the agent 
S to the agent C? 
Answer: below

Figure 1: Examples of story and questions in Spatial
Question Answering (SQA). YN is Yes-No, and FR is
Find relation type of questions.

fields such as medical domain (Atif et al., 2007;
Datta et al., 2020; Gong et al., 2024).

Despite the high performance of Large Language
models (LLMs) in many NLP and vision prob-
lems (Brown et al., 2020; OpenAI, 2023), recent
studies highlight the shortcomings in complex spa-
tial reasoning over text (Bang et al., 2023; Yang
et al., 2023; Mirzaee and Kordjamshidi, 2023; Liu
et al., 2023; Chen et al., 2024). This paper focuses
on complex, that is, multi-hop spatial reasoning
over text. However, our research findings can ad-
vance complex reasoning over text in general. Our
main idea is to exploit spatial logical rules of rea-
soning in training language models.

Explicit logic, in combination with LLMs, has
been used in some related works. In particular,
Yang et al. 2023 integrated explicit symbolic rea-
soning with LLMs in a pipeline. The LLMs map
natural language to symbolic representation, and
this formal representation is passed to an Answer
Set Programming (ASP) solver to conduct logical
reasoning. Similarly, Mirzaee and Kordjamshidi
2023 passed formal representations obtained from
LLMs to Prolog to conduct logical reasoning and
answer spatial questions. These approaches rely
on external reasoning tools and require accurate
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formal representations generated at inference time.
Obtaining such formal representations for realis-
tic domain natural language is hard and, as shown
in (Mirzaee and Kordjamshidi, 2023), limits their
effectiveness only to synthetic benchmarks.

Here, we aim to address the limitations of uti-
lizing spatial logic in realistic domains. In our
proposed technique, we fine-tune language models
using spatial logical rules to guide them in cap-
turing the level of abstraction needed for general
spatial reasoning. In particular, we train the models
to minimize both cross-entropy loss and violation
from logical constraints. We hypothesize that in-
corporating logical knowledge as a source of su-
pervision, even using synthetic data, enriches the
models’ abstract reasoning over spatial concepts,
further enhancing their generalizability. A key ad-
vantage of our approach is that it does not require
full coverage of logical knowledge. Any partially
available logical knowledge can be utilized during
training. Additionally, formal knowledge repre-
sentation is not needed at inference time, which is
crucial because generating formal representations
during inference is a challenging task in itself. Our
technique also avoids reliance on external reason-
ing tools, which can add computational complexity
in real-time applications.

We use the available three benchmarks for spa-
tial question answering, SpartQA-Human (Mirzaee
et al., 2021), ReSQ (Mirzaee and Kordjamshidi,
2022), and StepGame (Shi et al., 2022) to evalu-
ate our proposed method. Our improved results
confirm our hypothesis about the impact of neuro-
symbolic training on generalizability. The contri-
bution of this paper can be summarized as follows1,
(1) We exploit the available logical spatial knowl-
edge in tuning language models to improve their
spatial reasoning. (2) We provide extensive experi-
mental results and analysis on the existing bench-
marks. Our results consistently confirm the effec-
tiveness of our proposed approach in both encoder-
based and generative language models and their
generalizability for transferring knowledge to dif-
ferent domains; (3) We show that tuning smaller
models with our proposed method generalizes bet-
ter on out-of-domain and complex reasoning com-
pared to using prompt-engineered, very large lan-
guage models.

1The code, trained models, and data are publicly available
at https://github.com/HLR/SpaRTUNQChain

2 Related Work

Investigating the reasoning capability of NLP mod-
els has become an important research topic given
the instability in the performance of LLMs (Gen-
dron et al., 2024; Valmeekam et al., 2022; Feng
et al., 2024; Chen et al., 2024; Bang et al., 2023).
Typically, this ability is assessed through question-
answering (QA) benchmarks (Weston et al., 2016;
Zhou et al., 2020; Tan et al., 2023). However, fewer
studies are focused on spatial reasoning over text.
Recent benchmarks, such as SpaRTUN (Mirzaee
and Kordjamshidi, 2022) and StepGame (Shi et al.,
2022; Li et al., 2024), have been developed to ad-
dress this issue by providing comprehensive evalu-
ation resources for spatial question answering. The
current results using the existing benchmarks in-
dicate that LLMs struggle with spatial reasoning
over text, even on synthetic datasets (Mirzaee and
Kordjamshidi, 2022; Yang et al., 2023; Bang et al.,
2023).

Several works have attempted to improve LLMs’
spatial reasoning capabilities. Mirzaee and Ko-
rdjamshidi 2022 fine-tunes LLMs with synthetic
data, which improves their multi-hop reasoning
abilities, even when applied to realistic domains.
Another approach in (Shi et al., 2022) designed
a specialized memory network based on a recur-
rent neural network for deep reasoning tasks, but it
was less effective than tuning pre-trained language
models (PLMs). Some papers focus on enhanc-
ing spatial reasoning by in-context learning. For
instance, Sharma 2023 proposed a prompting tech-
nique that decomposes the target spatial question
into simpler questions and infers the answer to
the final query based on the information gained
from them. Another approach, proposed by Hu
et al. 2024, replaced textual explanations in the
Chain-of-Thought (CoT) by symbolic representa-
tions. While this method improved spatial under-
standing in simple environments, it was less appli-
cable to diverse and complex spatial relations set-
tings. Lastly, some studies employ neuro-symbolic
modeling that involves LLMs in the pipeline (Yang
et al., 2023; Mirzaee and Kordjamshidi, 2023).
These approaches extract relations and obtain for-
mal representations using LLMs. Then, the for-
mal representation is passed to an external solver
that includes engineered rules of reasoning to con-
duct logical reasoning and answer spatial questions.
While this method significantly improved multi-
hop reasoning, it required formal representations
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at inference time, which posed a challenge. Fur-
thermore, formalizing commonsense reasoning is
difficult, if not impossible, for realistic domains.

Unlike the previous studies, we exploit available
spatial logical knowledge as a set of constraints in
fine-tuning language models. Compared to hard
pipelines, this approach has the advantage that log-
ical knowledge does not need to be complete and
cover all possible situations. Our approach utilizes
synthetic data and logical representations during
training only. Numerous research studies have high-
lighted the utility of logical knowledge in solving
question-answering tasks. For instance, Prager et al.
2004 demonstrates that answering sets of questions
jointly using their logical relationships enhances
the performance in reasoning tasks. Amizadeh et al.
2020 directly used the logical formalization of the
question as input to the model to improve the logi-
cal reasoning of vision and language models. Sun
et al. 2022 proposed framework with two main
components. The first component is for encoding
logical knowledge, and the second is for entailment
of that knowledge. Lastly, Kamali et al. 2025 pro-
posed a framework that integrates logical reasoning
with generalizable grounding interpretation to en-
hance both grounding and reasoning in vision and
language models.

Utilizing logical knowledge has been proven ef-
fective in solving many other NLP problems. For
example, Lu et al. 2022 uses a heuristic function
inspired by the A* algorithm to restrict the out-
put of generative language models with a set of
constraints, while Qin et al. 2022 uses a sampling
method looking for the most optimal solution that
satisfies the constraints. Both of these techniques
apply the constraints during inference, which dif-
fers from our proposed method for using them dur-
ing the training. Lastly, Rajaby Faghihi et al. 2023
provided a benchmark to evaluate the benefits of
logical constraints in several NLP problems under
the DomiKnowS framework (Rajaby Faghihi et al.,
2021). In this paper, we propose a novel approach
for formulating spatial reasoning knowledge as log-
ical constraints and exploit the existing techniques
for the actual integration. We utilize constraints
solely during training, eliminating the need for ac-
cess to logical constraints during inference where
using them might be problematic for realistic do-
mains and real-time applications.

3 Methodology

3.1 Problem Definition

For the spatial QA task, the input includes a textual
context C that describes a scene and a question Q
about the spatial relations between objects in the
scene. The output is the answer(s) to the question,
denoted as A. There are two types of questions/an-
swers: Yes/No (YN) and find-relation (FR). The
answer domain is restricted to A = {Y es,No} for
YN questions. The answers to FR questions depend
on the dataset and the types of relations covered.
For example, the answer domain for FR can be A
= {left, right, above, below,. . . }.

3.2 Backbone Language Models

We use both encoder-based models from the BERT
family (Devlin et al., 2019) as well as generative
models like Flan-T5 (Chung et al., 2024) to assess
the effectiveness of our proposed fine-tuning ap-
proach. We used other LLMs, such as GPT family
and Llama3-8B, as comparison baselines without
fine-tuning.

3.2.1 Encoder-based Language Models
We utilize BERT as the backbone architecture to
consistently build on top of previous results in
Mirzaee and Kordjamshidi (2022). We fine-tune
BERT by adding classification layers for QA tasks.
We employ a binary classification layer for the YN
domain while using multiple binary classification
layers for the FR domain. The motivation behind
using multiple binary classification layers instead
of one multi-label classification layer is that one
question can have multiple labels as responses. The
number of binary classification layers in the FR do-
main depends on the number of possible answers,
|A|, in the problem setting. The input to the BERT
model is constructed by concatenating the ques-
tion, Q, separator token, [SEP ], and the context
C. After feeding the input to BERT, we use the
[CLS] token from the last layer as the input to the
classification layer(s) for final answer prediction.

3.2.2 Generative Language Models
We select Flan-T5 (Chung et al., 2024) as the open-
source generative baseline for fine-tuning. In the
YN setting, processing the output is straightfor-
ward, as the first token can represent the response
directly generated by the model. We compare the
probability of the Yes and No tokens and select
the one with the highest probability as the answer.
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Context + 
Question Language Model Answer

Off-the-shelf Language Model for SQA

C: There are three 
boxes. White is 
above orange, and 
red is above white.
Q: Is orange below 
red?

Example Input Example output

Creating example-specific rules (Q-Chain)

Obtaining consistency constraints

Incorporating constraints in tuning

Task constraints 
(e.g. Cross-entropy loss)

Differentiable soft logic

R2

R3

R1

Differentiable soft logicLogical Constraint

q1: White above orange q2: Red above white

q3: Orange below white q4: White below red

R1: Above(X, Y) → Below (Y, X)

t: Orange below red

R2: Above(X, Y) → Below (Y, X)

R3: Below(X, Y) ∧ Below(Y, Z) → Below (X, Z)

Truth(q1) → Truth(q3)

Truth(q2) → Truth(q4)

Truth(q3) ∧ Truth(q4) → Truth(t)

Yes

min(1, Truth(q3) / Truth(q1))

min(1, Truth(q4) / Truth(q2))

min(1, Truth(t) / 
(Truth(q3) ᐧ Truth(q4)) )

Initial facts

Intermediate facts

Target fact

Tuning

?

Figure 2: The pipeline for exploiting spatial logic in the training phase involves three steps: 1. Creating the chain
of reasoning (Q-Chain) for each training example using annotated facts and rules from the training dataset. 2.
Obtaining consistency constraints from spatial logical rules and answers inferred from questions generated using
intermediate facts in Q-Chain. 3. Incorporating obtained consistency constraints into the loss function using
differentiable soft logic during tuning. For more details, refer to Section 3.3.

However, this approach is not feasible in the FR
setting due to the multi-label questions requiring
multiple answers. The input prompt to the Flan-T5
model is structured as follows: “Answer based on
the context: C Q.”

For In-context Learning, we select Llama3-
8B (AI@Meta, 2024), GPT3.5 (Brown et al., 2020),
and GPT-4 (OpenAI, 2023) as the baseline LLMs
using Zero-shot, and Few-shot settings.
Zero-shot. We prompt the LLMs to provide an-
swers based on the scene description and the ques-
tion without including any examples.
Few-shot. We randomly sample four pairs of ques-
tions and answers from the training dataset and
concatenate them to the context and target question
to form the few-shot setting.

3.3 Training with Spatial Logic

To address the challenge of multi-hop spatial rea-
soning, we employ symbolic knowledge during
training. We assume a formal knowledge base
(KB) of rules, referred to as spatial logic, is given
during training time. This spatial logic does not
need to be exhaustive or cover all reasoning as-
pects; any available knowledge can be used to en-
hance the reasoning capabilities of the language
model. This work uses 79 reasoning rules taken
from Mirzaee and Kordjamshidi (2022). These

rules are divided into four categories: converse, in-
verse, transitive, and transitive + topological. The
KB covers rules between 15 spatial relations, in-
cluding directional and topological relations, such
as “If x is above y, then y below x.” denoted for-
mally as Above(x, y) ⇒ Below(y, x).

Our main hypothesis is that supervision from
high-level logical knowledge allows the model to
capture more abstract patterns, thereby improving
generalization to other domains. To exploit the
spatial logic in the training phase, we follow three
steps: (1) Creating the chain of reasoning for each
training example. (2) Obtaining consistency con-
straints from the chain of reasoning. (3) Incorpo-
rating constraints in the loss function. Please note
that we will need the reasoning chain annotations
for fine-tuning with spatial logic. SpaRTUN is the
only synthetic dataset that provides such annotated
formal representations, making it a suitable source
of supervision for our tuning purpose.
Creating example-specific rules. We exploit Spa-
tial Logic by automatically augmenting each train-
ing example with a chain of questions, denoted as
Q-Chain. This process is illustrated in Figure 2.
We infer the answer to the final query from the in-
put context using the logical resolution tree, which
outlines the logical steps for implication. Our syn-
thetic training data (i.e., SpaRTUN) provides logi-
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cal representations of the initial facts expressed in
the context. We build the resolution tree using the
forward chaining algorithm to infer a specific tar-
get fact given a set of initial facts. In our example,
the initial facts are “The white is above the orange”,
denoted as q1, and “The red is above the white”,
denoted as q2. The target fact is “The orange be-
low the red,” denoted as t. The forward chaining
approach is a reasoning method that starts with the
initial facts in the knowledge base. It performs an
exhaustive search for all applicable inference rules
and applies them to the current facts to iteratively
infer new ones until the target fact is reached or no
new facts are inferred (Nickerson, 1994). In the
example of Figure 2, we apply the spatial converse
rules to the initial fact q1 and q2. This approach
yields the intermediate inferred facts, q3, “The or-
ange is below the white,” from q1, and q4, “The
white is below the red,” from q2. Finally, we search
for the applicable spatial rule to combine q3 and q4,
resulting in the target fact, t, “The orange is below
the red.”
Obtaining consistency constraints. In this step,
we obtain a set of consistency constraints based on
the given resolution tree. We denote the truth value
of a fact qi in the Q-Chain as Truth(qi), which
will be True if the fact is True and otherwise is
False. We create a consistency constraint for each
step of the Q-Chain. For example, in Figure 2,
step R1 is applied to q1 to infer q3. This step im-
plies that the Truth(q1) should be consistent with
the Truth(q3). In other words, q1, “white above
orange,” implies q3: “orange below white,”. The
corresponding formal constraint for this example
will be Truth(q1) ⇒ Truth(q3).
Incorporating Constraints. Our fine-tuning ob-
jective is to minimize the violation from the set
of logical consistency constraints given for each
training example. However, the logical expressions
are not differentiable. To form a differentiable loss
function, we use a soft logical surrogate of the
constraints in the loss. There are various types of
conversions for mapping logical constraints into
differentiable soft logic, including t-norm Prod-
uct, t-norm Łukasiewicz, and t-norm Gödel (Li
et al., 2019). We use the t-norm Product to convert,
which means, ¬A becomes 1− a, A ∧ B becomes
ab, A ∨ B becomes a + b − ab, and A ⇒ B be-
comes min(1, b

a), where A and B are concepts
with probabilities a and b respectively. During the
training, the probability of the truth of the facts
(Truth(qi)) involved in the constraints is obtained

from the model prediction for computing the loss.
We build on previous studies of optimizing an ob-
jective that combines the task performance and soft
constraints (Li et al., 2019; Asai and Hajishirzi,
2020; Bamas et al., 2020) and form the following
objective,

∇wL(w) = ∇wL(w) +
K∑

k=1

λk∇whk(w), (1)

where L(w) is the task-performance loss function,
i.e., Cross-Entropy loss, K is the number of logi-
cal constraints related to the current Q-Chain, hk
measures the violation from a given logical con-
straint in soft logic differentiable form, and λk is
a learning parameter indicating the importance of
obeying kth rule. We set the λk to 1 for all con-
straints to ensure equal importance.

In fact, in this work, we utilize the imple-
mentation in the DomiKnowS framework (Ra-
jaby Faghihi et al., 2021) to integrate the logical
constraints. This framework provides a declarative
language for incorporating symbolic knowledge as
logical constraints. We present the original logi-
cal forms in the program, and DomiKnowS auto-
matically converts them into a differentiable form
for inclusion in the loss function. We employ an
optimization technique referred to as the Primal-
Dual (PD) program that uses a dual formulation
of the original objective (Bamas et al., 2020) for
fine-tuning. Programming for building a model in
DomiKnowS requires defining a graph of concepts
and relationships, along with logical rules between
concepts. The program for our problem setting is
provided in Appendix E.

3.4 In-context Learning with Spatial Logic
We design a set of experiments to analyze and com-
pare the LLMs’ performance against our proposed
fine-tuning method. We utilize spatial logical rea-
soning to manually create the rationale of few-shot
examples for our in-context learning settings, in-
cluding Chain-of-Thoughts (Wei et al., 2022), Log-
ical Representation, and Chain-of-Symbols (Hu
et al., 2024).
Chain-of-Thought (CoT). To enable CoT, we pro-
vide instructions that require an explanation be-
fore answering the question. For each example
response, we include a manually crafted rationale
based on spatial logical rules. We provide these
examples with instructions and target questions as
input to the model to generate the answer. Multiple
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examples of this CoT setting are demonstrated in
Appendix C.2.
Logical Representation (LR). In this setting, we
follow the same prompt structure as CoT but
use logical representations instead of natural lan-
guage. We obtain the first order logical representa-
tions (predicate-argument structures) by manually
converting the CoT explanations. The predicate-
argument structure R(obji, objj) represents the re-
lation R between obji and objj , where obji and
objj denote object i and object j, respectively. An
example of the LR counterpart of the CoT phrase
is in Table 1.
Chain of Symbol (CoS). This symbolic represen-
tation was introduced by Hu et al. (2024). We
explicitly follow the proposed process in Hu et al.
(2024) for converting spatial expressions from nat-
ural language into symbolic representation. An
example of the CoS counterpart of CoT expression
is shown in Table 1.

Domain Spatial context
CoT large red square is to the left of a small green square
LR Left(large red square, small green square)
CoS (large, red, square) < (small, green, square)

Table 1: An example of a spatial relation used in Chain
of Thought (CoT), Logical Representation (LR), and
Chain of Symbol (CoS).

Step-by-Step Prompting. From the SpartQA-
Human dataset, we observed that scene descrip-
tions are often complex and lengthy. To deal with
this issue, we introduce an additional prompting
step using LLMs to break down the context before
answering the question. Each generated line of
context contains a simple spatial description. For
example, given the original context, “There exists a
big red square and a medium red square in a block
called A. The big one is touching the right edge
of the block.” the expected context generated by
the LLM would be “The big red square in block A.
<newline> The big red square is touching the right
edge of block A...”. More examples are provided in
Appendix C. We refer to this prompting technique
as Step-by-Step, which can be applied before any
ICL method.

4 Experiments

4.1 Datasets

Our experiments are conducted on all existing
datasets, including SpaRTUN, SpartQA-Human,
ReSQ, and StepGame.

SpaRTUN (Mirzaee and Kordjamshidi, 2022) is
a synthetic SQA dataset. This dataset contains
both YN and FR types of questions that require
multi-hop reasoning to answer. It covers a wide
range of spatial relations.2 The answer for YN is
A = {Y es,No}, while the answer for the FR is a
subset of 15 spatial relations, e.g., {left, behind},
and {above, inside}. The dataset provides the
chain of reasoning annotations that we use to create
the Q-Chains for our proposed training method.
This dataset is used only for training because it is
synthetic and the baselines performance reported
in (Mirzaee and Kordjamshidi, 2022) on its test
split is already high.
SpartQA-Human (Ver.1) (Mirzaee et al., 2021) is
a small human-annotated SQA dataset. The dataset
contains both YN and FR types of questions. We
only use the YN question types for fine-tuning and
evaluation. The YN questions require more rea-
soning steps and are shown to be more challenging
based on previous research results in Mirzaee and
Kordjamshidi (2022).
SpartQA-Human (Ver.2) We follow the method-
ologies from (Mirzaee et al., 2021) to increase the
size of the human annotated dataset. The objec-
tive is to enrich the SpartQA-Human with a more
extensive test using diverse patterns and questions.
Annotators included authors and an undergraduate
student who was paid as a research assistant. We
extended both types of YN and FR questions.
ReSQ (Kordjamshidi et al., 2017; Mirzaee and Ko-
rdjamshidi, 2022) is a small realistic SQA dataset
with multi-hop reasoning. The depth of reason-
ing is smaller than other synthetic datasets, but it
usually requires commonsense knowledge to in-
fer the answer. The annotations include the depth
of reasoning denoted as k, which can be 1 or 2.
The questions that required complex reasoning and
commonsense knowledge are annotated as unclas-
sified depth. 12.30% of the test examples fall under
the k=1 split, 23.93% fall under the k=2 split, and
the rest are unclassified. This dataset only has YN
questions. We use this dataset to evaluate the per-
formance of our models in realistic domains.
StepGame (Shi et al., 2022) is a synthetic SQA
dataset that contains a diverse set of multi-hop rea-
soning questions involving spatial relations, with
annotated reasoning depth denoted as k . The
questions in this dataset include up to 10 hops

2The dataset also includes Don’t Know questions, but for
simplicity, we apply the closed-world assumption and label
those questions as No.
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of reasoning, allowing for a comprehensive eval-
uation of models’ reasoning capability at varying
depths. This dataset contains only FR questions.
The domain of answer is a = {left, right, above,
below, overlap, lower-left, lower-right, upper-
left, upper-right}.

4.2 Experimental Models for Tuning

BERT-family. We use bert-based-uncased as the
initial checkpoint, referred to as BERT. This model
is only fine-tuned with the target dataset in each
experiment. In some of the initial experiments we
used RoBERTa as well. However, due to insignifi-
cance of the differences, we continued other model
variations with BERT. The results of RoBERTa can
be found in Appendix B.
BERT-T. We fine-tune the model with SpaRTUN
first. Then, we further fine-tune with the target
dataset of each experiment.
BERT-T + Q-Chain. We adhere to the method-
ology explained in Section 3.3 to integrate logi-
cal knowledge into the BERT-T model via fine-
tuning with constraints using the DomiKnowS
framework (Rajaby Faghihi et al., 2021).
Flan-T5. We follow the methodology described
in Section 3.2.2. We selected the flan-t5-base in
this experiment as the starting checkpoint. To re-
duce computational costs by decreasing the num-
ber of training parameters, we employ the LoRA
adapter (Hu et al., 2022).
Flan-T5-T. We utilize the same setting as the Flan-
T5 model. We fine-tune the model first with SpaR-
TUN and then with the target dataset.
Flan-T5-T + Q-Chain. We integrate the logical
knowledge into Flan-T5-T model using proposed
method in section 3.3. The backbone is the same
as the baseline model without any changes.
Experimental Setup. We used the same hyper-
parameters across all experiments. The learning
rate was selected from {1e−5, 8e−6, 1e−6}. For
SpartQA-Human and ReSQ, the number of epochs
was 100, while for StepGame, it was 30. For
fine-tuning with SpaRTUN, we used 12 epochs
for BERT and 8 epochs for Flan-T5. The final hy-
perparameters were chosen using the development
set of the target dataset. In all experiments, we used
Cross-Entropy Loss as the loss function and Adam
as the optimizer, with the amsgrad parameter set to
True. The experiments were run on 8 A6000 GPUs,
requiring approximately 100 GPU hours.

4.2.1 Experimental Models for In-context

We evaluate the performance of three selected
LLMs for in-context learning setting including
GPT3.5, GPT-4, and Llama3-8B, using ReSQ and
SpartQA-Human to compare with our fine-tuning
approach. The selected examples and prompts for
each in-context learning method can be found in
the Appendix C.
Zero-shot. We directly ask LLMs to answer the
question given the corresponding context.
Few-shot. We provide LLMs with four randomly
selected examples from the training data.
CoT. We augment the few-shot setting with reason-
ing explanations along with the CoT examples.
LR. We provide the few-shot examples with the rea-
soning explanation in the logical format described
in Section 3.4.
CoS. We further alter the few-shot examples with
the CoS symbolic forms explained in Section 3.4.

4.3 Results and Discussion

Realistic Domain. ReSQ serves as a realistic SQA
domain. Table 2 shows that using the Q-chain is
effective for both BERT and Flan-T5, with notable
improvement on Flan-T5. To better understand
these results, we analyzed the performance across
different splits of ReSQ based on the manually an-
notated depth of reasoning required to answer the
questions. The first two splits include questions
requiring one or two hops of reasoning, denoted
as k = 1 and k = 2. The unclassified split covers
questions where reasoning depth is hard to deter-
mine and rely more on commonsense knowledge.
An example of each case is provided in Figure 3.

Our observation from Table 2 reveals that our
model consistently improves performance on k = 2
but negatively impacts BERT on k = 1 and the
unclassified categories. This suggests that our fine-
tuning approach is more effective when deeper rea-
soning is needed but is less effective for questions
requiring commonsense knowledge. On the other
hand, LLMs outperform fine-tuning approaches
on ReSQ, specifically in the unclassified subset.
They consistently show 2-13% higher performance
than Flan-T5+T+Q-chain (lines 7-13). These re-
sults indicate that one of LLMs’ superior perfor-
mances is due to their commonsense knowledge
while our approach performs better in multi-hop
reasoning. Nevertheless, we observe that logic-
based fine-tuning enhances Flan-T5 more signifi-
cantly than BERT on the unclassified subset. This
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SpartQA-Human ReSQ
Model Ver.1 Ver.2 k=1 k=2 unclassified All #
BERT 54.54 53.57 70.67 56.85 60.66 60.98 1
BERT-T 55.94 58.03 76.00 54.79 61.18 61.15 2
BERT-T+Q-Chain (Our) 59.44 58.92 72.00 58.90 59.90 61.31 3
Flan-T5 54.54 60.71 74.67 56.16 61.44 61.80 4
Flan-T5-T 49.65 57.14 81.33 54.79 61.44 62.30 5
Flan-T5-T+Q-Chain (Our) 55.94 61.61 81.33 57.53 63.75 64.43 6
GPT3.5 (zero-shot) 58.04 58.03 74.67 60.95 66.58 66.22 7
GPT3.5 (few-shot) 62.23 58.92 84.00 68.49 68.12 70.16 8
GPT3.5 (LR) 64.33 59.82 - - - - 9
GPT3.5 (CoS) 60.14 64.28 - - - - 10
GPT3.5 (CoT) 65.73 71.43 86.67 67.12 68.64 70.49 11
GPT-4 (zero-shot) 77.62 68.75 84.00 73.97 76.86 77.05 12
Llama-3 (zero-shot) 61.54 50.89 80.00 64.38 67.35 68.20 13
Llama-3 (few-shot) 62.94 60.71 82.67 69.86 71.46 72.46 14
Llama-3 (LR) 60.14 72.32 - - - - 15
Llama-3 (CoS) 67.13 61.60 - - - - 16
Llama-3 (CoT) 67.83 70.54 82.76 76.03 67.10 71.15 17
PistaQ* 75.52 - - - - 47.21 18

Table 2: Accuracy of SpartQA-Human and ReSQ with various models. For ReSQ, k is the number of the reasoning
steps required to answer the questions. Unclassified indicates the cases in which k was challenging for human
annotators to determine. The results from PistaQ* reported from Mirzaee and Kordjamshidi (2023).

Model k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10
BERT 98.51 95.53 91.68 66.71 49.11 41.47 41.47 32.09 28.94 28.16
BERT-T 98.50 95.32 93.26 76.78 66.36 58.76 53.70 46.27 42.71 40.12
BERT-T+Q-Chain (Our) 98.70 96.45 93.03 74.58 64.95 59.04 54.38 49.23 45.36 44.05

Llama-3 (few-shot) 38.01 27.87 24.15 21.27 19.75 18.03 16.88 15.52 15.17 14.70

GPT3 (few-shot) 55.00 37.00 25.00 30.00 32.00 29.00 21.00 22.00 34.00 31.00
GPT3 (CoT) 61.00 45.00 30.00 35.00 35.00 27.00 22.00 24.00 23.00 25.00
GPT3(d2) + ASP 92.60 89.90 89.10 93.80 92.90 91.60 91.20 90.40 89.00 88.30

Table 3: Accuracy of StepGame on several models including results of GPT3 reported from Yang et al. 2023.

Model Raw Context Step by step
GPT3.5 (zero-shot) 58.04 63.64
GPT3.5 (few-shot) 62.23 64.33
GPT3.5 (CoT) 65.73 67.83
GPT3.5 (LR) 64.33 59.44
GPT3.5 (CoS) 60.14 58.74
GPT-4 (zero-shot) 77.62 78.32

Table 4: The accuracy of LLMs on SpartQA-Human.

suggests that the Q-chain can facilitate complex
reasoning, particularly when applied to a model
with stronger commonsense capabilities. Note that
applying LR and CoS is not straightforward on
ReSQ due to the challenges associated with ex-
tracting logical representations from realistic do-
mains text. This challenge is evident in the results
reported for PistaQ*, which employs a similar ap-
proach. PistaQ* achieved only 47.21% accuracy on
ReSQ, despite significant improvements observed
in synthetic domains such as SpartQA-Human.

Synthetic Domain with More Complex Logical
Reasoning. SpartQA-Human and StepGame are
synthetic domains used in our experiments. Ac-
cording to Table 2, we consistently observe im-
provements with our proposed Q-chain in the syn-
thetic domain which typically requires considerable
reasoning hops. Moreover, the gap between small

ReSQ: k = 1
Context: A brown house with large windows and flags above the entrance, and the 
white writing Hotel Peregrino
Question: Are the flags above the entrance?
Label: Yes 
Llama3 (few-shot): Yes (✓) Flan-T5-T+Q-Chain (Our): Yes (✓)

ReSQ: k = 2
Context: Room with two beds on the right, a table with two chairs on the left and a large 
window in the back, there is also a mirror on the left.
Question: Are the chairs to the left of the beds?
Label: Yes
Llama3 (few-shot): No (╳) Flan-T5-T+Q-Chain (Our): Yes (✓)

ReSQ: k = unclassified
Context: A room with grey walls, two single beds with grey, green and yellow striped 
bedcover and a night table with a bedside lamp in between.
Question: What is the relation of the agent S to the agent C?
Label: Yes
Llama3 (few-shot): Yes (✓) Flan-T5-T+Q-Chain (Our): No (╳)

Figure 3: Three examples of each category in the ResQ
dataset with responses from Llama3 (Few-shot) and
Flan-T5 + Q-Chain (Ours).

PLMs and LLMs is much smaller in this domain
compared to the realistic domain (ReSQ). This is
expected, as we concluded in the results of the re-
alistic domain in Table 2, that LLMs are better at
commonsense reasoning than complex multi-hop
spatial reasoning. The hypothesis is further sup-
ported when assessing the proposed method on
StepGame. As can be observed in Table 3, the fine-
tuning method consistently demonstrates signifi-
cant positive differences in all reasoning steps com-
pared to LLMs. The struggle of GPT3 on reasoning
over StepGame is also investigated in (Yang et al.,
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StepGame: k = 1
Context: T is below C. H and M are vertical 
and H is above M. J is below and to the left of 
H.
Question: What is the relation of the agent M 
to the agent H?
Label: Below 
Llama3 (few-shot):   Below(✓)
BERT-T+Q-Chain (Our):   Below(✓)

StepGame: k = 10
Context: K is at the bottom of T. V is to the 
right of G horizontally. W and L are next to 
each other with W on the left and L on the 
right. Z is positioned below and to the right of 
X. T is positioned in the lower right corner of 
O. X and N are parallel, and X is under N. G 
is diagonally to the bottom left of M. V is 
below and to the left of O. N is on the lower 
right of M. T is diagonally to the bottom left of 
I. H and I are parallel, and H on the left of I. L 
is at the bottom of I. K is on the top of Z and 
is on the same vertical plane. U and B are 
vertical and U is below B.

Question: What is the relation of the agent N 
to the agent X?
Label: Above 
Llama3 (few-shot): Below(╳)
BERT-T+Q-Chain (Our): Above(✓)

StepGame: k = 4
Context: R is at the bottom and A is on the top. 
R is below E at 4 o'clock. W is positioned right to 
M. M and R are parallel, and M is under R. S is 
on the left side and above W. Z is above J.
Question: What is the relation of the agent M to 
the agent W?
Label: Left 
Llama3 (few-shot): Right(╳)  
BERT-T+Q-Chain (Our): Left(✓)

Figure 4: Three examples of each category in the
StepGame dataset with responses from Llama3 (Few-
shot) and BERT-T + Q-Chain (Our).

2023). Our proposed method consistently improves
by 1-4% on a higher number of reasoning hops
(k=6 to k=10), similar to the observation results of
ReSQ. These results confirm our primary hypoth-
esis that our proposed method equips the models
with a higher level of logical abstraction to conduct
more complex logical reasoning. We provide three
examples of responses from this dataset to qualita-
tively demonstrate the improvements in Figure 4.
We also included results from GPT-3(d2) + ASP
and PistaQ*, both of which demonstrate significant
effectiveness in multi-hop reasoning. These models
perform relation extraction to obtain a formal logi-
cal representation using LLMs, while reasoning is
handled separately using external tools with engi-
neered rules of reasoning. However, these pipelines
face two key limitations. First, they require for-
mal representations at test time, effective only on
synthetic data. Second, they do not fine-tune the
language models for better reasoning, relying in-
stead on external tools. This approach contrasts
with ours, which focuses on directly improving the
language models’ reasoning capabilities.
In-context Learning. This section focuses only on
comparing the variations of in-context learning for
spatial reasoning. As shown in Table 2 and Table 4,
CoT proved to be the most effective approach for
spatial reasoning in both GPT and Llama. We also
evaluated the impact of integrating formal repre-
sentations in in-context learning, referred to as the
LR approach. As evident in Table 4 (line 4), using
formal representations marginally degraded perfor-
mance. In most cases, utilizing natural language in
the CoT proved to be more effective. Additionally,
we evaluate CoS symbolic representations, finding
that CoT and LR outperformed CoS using the same
examples. This highlights the advantage of natural

language reasoning over symbolic reasoning for
in-context learning. We further applied step-by-
step prompting explained in Section 3.4 to eval-
uate more sophisticated prompting techniques on
LLMs. Table 4 shows that this technique achieves
2-5% better results than zero-shot, few-shot, and
CoT using raw context. The results demonstrate
that more straightforward and shorter contexts im-
prove LLMs’ spatial understanding. This is con-
sistent with previous results on other domains and
tasks (Li et al., 2023; Liu et al., 2024). Lastly,
we compare open-source Llama and closed-source
GPT models. Our results indicate that Llama-3
is competitive with GPT-3.5, showing only minor
differences in the YN domain as shown in Table 2.
Thus, we plan to prioritize open-source models in
future research.

5 Conclusion

Given the importance of spatial reasoning in many
real-world applications, we focus on improving
this reasoning skill in language models. We equip
LLMs with neuro-symbolic supervision to lever-
age logical knowledge during fine-tuning. This
practice boosts their capability of capturing the
necessary level of abstraction for spatial reasoning
and enhances the generalizability for transferring
knowledge across domains. Our constraint-based
training technique achieves higher accuracy than
other competitive Spatial Question-answering base-
lines across various benchmarks. Furthermore, the
results indicate that our model performs better in
scenarios requiring more reasoning steps. Lastly,
we compare our models with state-of-the-art LLMs.
Experimental comparisons show that while large
LLMs like GPT3.5 perform better in commonsense
reasoning, we achieve higher performance in multi-
hop spatial question-answering with tuning com-
paratively smaller language models like BERT with
spatial logic.

Limitations

While we improve the reasoning capability of the
models, our approach by no means solves the gen-
eral reasoning problem. The trustworthiness and
reliability of the LLMs are still a research chal-
lenge. Our models will need GPU resources to run,
which might be expensive. Our research is based
on open-source data and code, and the results will
be reproducible. We do not see any ethical con-
cerns in our research approach or the impact of our

2403



results. Our data, being limited to the spatial rea-
soning domain, does not include any specific type
of bias that can harm minority people belonging to
any particular gender or race.
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A Data Statistic

The data statistic of each dataset is shown in Ta-
ble 5.

Dataset Train Test Dev
SpaRTUN (YN) 20633 3232 3152
SpaRTUN (FR) 18400 2818 2830
Q-Chain (YN) 56987 - -
Q-Chain (FR) 46750 - -

SpartQA-Human(Ver.1) 161 143 51
SpartQA-Human(Ver.2) 200 112 60

ReSQ 1008 610 333
StepGame 50000 5000 100000

Table 5: Size of each SQA benchmark used in experi-
ments

B RoBERTa results

We provide results from the same setting as the
BERT using RoBERTa in Table 6 and found that
the overall results are slightly lower than BERT for
typical transfer learning. So, we decided to use
only BERT for the remaining experiments.

C In-context Learning Examples

The example of each in-context learning prompt
and example is indicated below.

C.1 Few-Shot
system : You will be given a story and question.
Then, you will answer either only Yes or No based
on given story. Candidate answer: [Yes, No]
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SpartQA-Human ReSQ
Model Ver.1 Ver.2 k=1 k=2 unclassified All #
BERT 54.54 53.57 70.67 56.85 60.66 60.98 1
RoBERTa 54.54 - 76.00 56.16 58.87 60.33 2
BERT-T 55.94 58.03 76.00 54.79 61.18 61.15 2
RoBERTa-T 49.65 - 64.67 57.87 55.78 56.72 4
BERT-T+Q-Chain (Our) 59.44 58.92 72.00 58.90 59.90 61.31 3

Table 6: Accuracy of SpartQA-Human and ReSQ with BERT and RoBERTa for comparison between these models.

user : There exist a big red square, a big red
triangle, a medium red square, and a small green
circle in a block called A. The triangle and medium
square are touching the bottom edge of the block.
The big and medium square are touching the right
edge of the block. And the circle is above the big
square which is above the medium square. There
is another block called B to the left of block A.
A medium green square is touching block B’s left
edge and below a medium red square. The medium
red square is above and to the left of a small green
square. Also a medium red triangle is below and
to the left of the small square. Is the medium red
triangle below the red square in block B?
assistant : Yes
user : There are three blocks A, B and C. Block

A has a medium white triangle and a small red
rectangle. There exists a medium white rectangle
to the left of the triangle and to the right of the
red rectangle. Aove block A there is block B. It
has a small white oval touching the bottom edge
of the block and a medium white triangle to the
right of it. Below block A there is block C. Its has
a small green triangle touching the top edge of the
block. A medium white triangle is below a small
green rectangle. Another small green triangle is
below and to the right of the white triangle. Are all
rectangles above a white triangle?’
assistant : Yes
user : There is a block called A. Inside A, a

black triangle above and to the left of a black circle.
There is another block called B which is to the right
of A. B has two yellow circles, a blue circle, and
a blue square. The blue circle is touching the left
edge of B. One of the yellow circles is to the right
of the blue circle and to the left of the blue square.
The blue square is touching the right edge of B and
above the other yellow circle, Which also touches
the right edge of B. Does block B have all of the
circles inside it?
assistant : No
user : There is a block called A. A has a large

blue square near and below a medium blue triangle.

Far to the left of the medium blue triangle is a small
yellow square. Far above the medium blue triangle
is a small blue triangle. There is another block
called B, which is to the right of A. In B, There is a
small yellow circle touching the left edge of B. Far
to the right of the circle is a large yellow square.
Near and above the large square is a small yellow
square. There is another block called C, which is to
the right of B. In C, there is a small blue circle near
and to the left of a large yellow triangle. The large
yellow triangle is near and to the left of a large blue
triangle. The large blue triangle is far above a large
blue circle. The large blue circle is touching the
bottom edge of C. Are the large blue things in C to
the left of the large blue thing in A?
assistant : No
user : There is a block called A. In A there is

a red triangle Which is above a black circle. The
black circle is touching the bottom of A. A yellow
square is touching the top edge of A, and below
that, a red oval is touching the right edge of A.
There is a second block called B, to the left of A.
Inside B are 3 squares: a brown, a green, and a
red. The green square is above the red square and
touching the left edge of B. The brown square is
touching both the bottom edge and the right edge
of B. The red square is touching the left edge of the
brown square. Is the oval to the right of the brown
thing?

C.2 Chain of Thought

system : You will be given story and question.
Then, you will answer either Yes or No with expla-
nation based on given story step by step. Candidate
answer: [Yes, No]
user : There exist a big red square, a big red

triangle, a medium red square, and a small green
circle in a block called A. The triangle and medium
square are touching the bottom edge of the block.
The big and medium square are touching the right
edge of the block. And the circle is above the big
square which is above the medium square. There
is another block called B to the left of block A.
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A medium green square is touching block B’s left
edge and below a medium red square. The medium
red square is above and to the left of a small green
square. Also a medium red triangle is below and
to the left of the small square. Is the medium red
triangle below the red square in block B?
assistant : From information provided:The

medium red square is above a small green square
in B.Therefore, the small green square is below the
medium red square in B. The medium red trian-
gle is below the small square in B, and the small
green square is below the medium red square in
B.Therefore, the medium red triangle is below the
medium red square in B. Answer: Yes
user : There are three blocks A, B and C. Block

A has a medium white triangle and a small red
rectangle. There exists a medium white rectangle
to the left of the triangle and to the right of the
red rectangle. Aove block A there is block B. It
has a small white oval touching the bottom edge
of the block and a medium white triangle to the
right of it. Below block A there is block C. Its has
a small green triangle touching the top edge of the
block. A medium white triangle is below a small
green rectangle. Another small green triangle is
below and to the right of the white triangle. Are all
rectangles above a white triangle?’
assistant : From given information: A medium

white triangle is below a small green rectangle in
C.Then, small green rectangle is above medium
white triangle in C.A small red rectangle in block A,
a medium white triangle in C, and block C is below
block A.Then, a medium white triangle is below a
A small red rectangle. A medium white triangle is
below a A small red rectangle. Therefore, a small
red rectangle is above a medium white triangle.A
medium white rectangle is in A,a medium white
triangle in C, and block C is below block A.Then, a
medium white triangle is below a A medium white
rectangle. A medium white triangle is below a
A medium white rectangle. Therefore, a medium
white rectangle is above a medium white triangle.A
medium white rectangle is above a medium white
triangle.Thus, all rectangles from given story are
above a white triangle. Answer: Yes’
user : There is a block called A. Inside A, a

black triangle above and to the left of a black circle.
There is another block called B which is to the right
of A. B has two yellow circles, a blue circle, and
a blue square. The blue circle is touching the left
edge of B. One of the yellow circles is to the right
of the blue circle and to the left of the blue square.

The blue square is touching the right edge of B
and is above the other yellow circle, Which is also
touching the right edge of B. Does block B have
all of the circles inside it?

assistant : From given relation, A black tri-
angle is above a black circle in A.Then, there is
black circle in A.Therefore, not all circle are in B.
Answer: No

user : There is a block called A. A has a large
blue square near and below a medium blue triangle.
Far to the left of the medium blue triangle is a small
yellow square. Far above the medium blue triangle
is a small blue triangle. There is another block
called B, which is to the right of A. In B, There is a
small yellow circle touching the left edge of B. Far
to the right of the circle is a large yellow square.
Near and above the large square is a small yellow
square. There is another block called C, which is to
the right of B. In C, there is a small blue circle near
and to the left of a large yellow triangle. The large
yellow triangle is near and to the left of a large blue
triangle. The large blue triangle is far above a large
blue circle. The large blue circle is touching the
bottom edge of C. Are the large blue things in C to
the left of the large blue thing in A?

assistant : Based on the provided content.
Block B is to the right if block A.Block C is to
the right of block B.Therefore, block C is to the
right of block A.In block C, the yellow triangle is
near and to the left of large blue triangle. Therefore,
there is large blue triangle in C.Block A has a large
blue square near and below a medium blue trian-
gle.Therefore, there is large blue square in A.Then,
large blue triangle in C is to the right of large blue
square in A.So, large blue triangle in C is not to the
left of large blue square in A. Answer: No

user : There is a block called A. In A there is
a red triangle Which is above a black circle. The
black circle is touching the bottom of A. A yellow
square is touching the top edge of A, and below
that, a red oval is touching the right edge of A.
There is a second block call B Which is to the left
of A. Inside B there are 3 squares, a brown one, a
green one, and a red one. The green square is above
the red square and touching the left edge of B. The
brown square is touching both the bottom edge and
the right edge of B. The red square is touching the
left edge of the brown square. Is the oval to the
right of the brown thing?
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C.3 Logical Representation (LR)

system : You will be given story and question.
Then, you will answer either Yes or No with expla-
nation based on given story step by step. Candidate
answer: [Yes, No]
user : There exist a big red square, a big red

triangle, a medium red square, and a small green
circle in a block called A. The triangle and medium
square are touching the bottom edge of the block.
The big and medium square are touching the right
edge of the block. And the circle is above the big
square which is above the medium square. There
is another block called B to the left of block A. A
medium green square is touching the left edge of
block B and is below a medium red square. The
medium red square is above and to the left of a
small green square. Also a medium red triangle is
below and to the left of the small square. Is the
medium red triangle below the red square in block
B?
assistant : Below(Medium red triangle in B,

red square in block B) Answer: Yes
user : There are three blocks A, B and C. Block

A has a medium white triangle and a small red
rectangle. There exists a medium white rectangle
to the left of the triangle and to the right of the
red rectangle. Above block A there is block B. It
has a small white oval touching the bottom edge
of the block and a medium white triangle to the
right of it. Below block A there is block C. Its has
a small green triangle touching the top edge of the
block. A medium white triangle is below a small
green rectangle. Another small green triangle is
below and to the right of the white triangle. Are all
rectangles above a white triangle?’
assistant : Below(C, A) => Above(A, C), Con-

tain(A, Small red rectangle) + Above(A, C) + Con-
tain(C, Medium white triangle)=>Above(Small
red rectangle, Medium White triangle), Above(A,
C) & Contain(A, Medium white rectangle) & Con-
tain(C, Medium white triangle)=>Above(Medium
white rectangle, Medium White triangle), Be-
low(Medium white triangle in C, small green
rectangle in C) =>Above(small green rectangle,
Medium white triangle)Answer: Yes
user : There is a block called A. Inside A, there

is a black triangle that is above and to the left of a
black circle. There is another block called B which
is to the right of A. In B, there are two yellow
circles, a blue circle, and a blue square. The blue
circle is touching the left edge of B. One of the

yellow circles is to the right of the blue circle and
to the left of the blue square. The blue square is
touching the right edge of B and is above the other
yellow circle, Which is also touching the right edge
of B. Does block B have all of the circles inside it?
assistant : Contain(A, Black Circle) =>

¬Contain(B, Black Circle), ¬Contain(B, Black Cir-
cle) => Some x, ¬Contain(B, x) where x is Circle.
Answer: No

user : There is a block called A. In A, there
is a large blue square near and below a medium
blue triangle. Far to the left of the medium blue
triangle is a small yellow square. Far above the
medium blue triangle is a small blue triangle. There
is another block called B, which is to the right of
A. In B, There is a small yellow circle touching
the left edge of B. Far to the right of the circle is
a large yellow square. Near and above the large
square is a small yellow square. There is another
block called C, which is to the right of B. In C,
there is a small blue circle near and to the left of
a large yellow triangle. The large yellow triangle
is near and to the left of a large blue triangle. The
large blue triangle is far above a large blue circle.
The large blue circle is touching the bottom edge
of C. Are the large blue things in C to the left of
the large blue thing in A?
assistant : Question: Left(large blue thing in

C, large blue thing in A). Related relation from
story: Right(B, A), Right(C, B), Contain(C, large
blue triangle), Contain(A, large blue square) Steps:
Right(C, B) + Right(B, A) => Right(C, A) Con-
tain(C, large blue triangle) + Right(C, A) + Con-
tain(A, large blue square) => Right(large blue tri-
angle in C, large blue square in A)Right(large blue
triangle in C, large blue square in A) => !Left(large
blue thing in C, large blue thing in A) Answer: No

C.4 Chain of Symbol
system : You will be given story and question.
Then, you will answer either Yes or No with expla-
nation based on given story step by step. Candidate
answer: [Yes, No]
user : There exist a big red square, a big red

triangle, a medium red square, and a small green
circle in a block called A. The triangle and medium
square are touching the bottom edge of the block.
The big and medium square are touching the right
edge of the block. And the circle is above the big
square which is above the medium square. There
is another block called B to the left of block A. A
medium green square is touching the left edge of
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block B and is below a medium red square. The
medium red square is above and to the left of a
small green square. Also a medium red triangle is
below and to the left of the small square. Is the
medium red triangle below the red square in block
B?
assistant : Let analyze the relations given from

context to answer question.B: 1. (medium, red,
triangle) ↓, < (small, red, square)Based on the
information, B: 1. (medium, red, triangle) ↓, <
(small, red, square)2. (medium, red, triangle) ↓
(small, red, square)Answer: Yes

user : There are three blocks A, B and C. Block
A has a medium white triangle and a small red
rectangle. There exists a medium white rectangle
to the left of the triangle and to the right of the
red rectangle. Above block A there is block B. It
has a small white oval touching the bottom edge
of the block and a medium white triangle to the
right of it. Below block A there is block C. Its has
a small green triangle touching the top edge of the
block. A medium white triangle is below a small
green rectangle. Another small green triangle is
below and to the right of the white triangle. Are all
rectangles above a white triangle?’
assistant : Let consider the related relations to

answer the questions, A: 1. (small, red, rectangle)
2. (medium, white, rectangle) C: 1. (small, green,
rectangle) = edge 2. (medium, white, triangle) ) ↓
(small, green, rectangle) C ↓ A Based on the infor-
mation, let determined the relation of all rectangle
and white triangles, 1. C ↓ A. Therefore, A ↑ C 2.
A ↑ C, A: (small, red, rectangle), and C: (medium,
white, triangle). Therefore, A: (small, red, rectan-
gle) ↑ C: (medium, white, triangle) 3. A ↑ C, A:
(medium, white, rectangle), and C: (medium, white,
triangle). Therefore, A: (medium, white, rectangle)
↑ C: (medium, white, triangle). 4. C: (medium,
white, triangle) ) ↓ (small, green, rectangle). There-
fore, (small, green, rectangle) ↑ (medium, white,
triangle).5. A: (small, red, rectangle) ↑ C: (medium,
white, triangle), A: (medium, white, rectangle) ↑
C: (medium, white, triangle), and C: (small, green,
rectangle) ↑ (medium, white, triangle), therefore,
all rectangle above a white triangle. Answer: Yes
user : There is a block called A. Inside A, there

is a black triangle that is above and to the left of a
black circle. There is another block called B which
is to the right of A. In B, there are two yellow
circles, a blue circle, and a blue square. The blue
circle is touching the left edge of B. One of the
yellow circles is to the right of the blue circle and

to the left of the blue square. The blue square is
touching the right edge of B and is above the other
yellow circle, Which is also touching the right edge
of B. Does block B have all of the circles inside it?
assistant : Let consider the related relations to

answer the questions,A: 1. (black, triangle) ↑ <
(black, circle)B: 1. (yellow, circle1) right (blue,
circle)2. (blue, square) ↑ (yellow, circle2) 3.(blue,
circle) =left edge of B Based on the information, let
determined the relation of all rectangle and white
triangles, 1. A: 1. (black, triangle) ↑< (black, cir-
cle). Therefore, A: (black, circle)2. A: (black, cir-
cle). Therefore, B doesn’t have all circle. Answer:
No
user : There is a block called A. In A, there

is a large blue square near and below a medium
blue triangle. Far to the left of the medium blue
triangle is a small yellow square. Far above the
medium blue triangle is a small blue triangle. There
is another block called B, which is to the right of
A. In B, There is a small yellow circle touching
the left edge of B. Far to the right of the circle is
a large yellow square. Near and above the large
square is a small yellow square. There is another
block called C, which is to the right of B. In C,
there is a small blue circle near and to the left of
a large yellow triangle. The large yellow triangle
is near and to the left of a large blue triangle. The
large blue triangle is far above a large blue circle.
The large blue circle is touching the bottom edge
of C. Are the large blue things in C to the left of
the large blue thing in A?
assistant : Let consider the related relations

to answer the questions,B > A,C > BA: 1. (large,
blue square) ∼ ↓ (medium, blue square)C: 1. (large,
yellow, triangle)Based on the information, let de-
termined the relation large blue things in C and
the large blue thing in A,1. C > B and B > A.
Therefore, C > A2. A: 1. (large, blue, square)
∼↓ (medium, blue square). Therefore, A: (large,
blue, square)3. C > A, A: (large, blue, square), and
C: (large, yellow, triangle).Therefore, C: (large,
yellow, triangle) > A: (large, blue, square).4.
C: (large, yellow, triangle) > A: (large, blue,
square).Therefore, C: (large, yellow, triangle) !<
A: (large, blue, square)large blue things in C is not
to the left of the large blue thing in A. Answer: No
user : There is a block called A. In A there is

a red triangle Which is above a black circle. The
black circle is touching the bottom of A. A yellow
square is touching the top edge of A and below that
there is a red oval is touching the right edge of A.
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There is a second block call B Which is to the left
of A. Inside B there are 3 squares, a brown one, a
green one, and a red one. The green square is above
the red square and touching the left edge of B. The
brown square is touching both the bottom edge and
the right edge of B. The red square is touching the
left edge of the brown square. Is the oval to the
right of the brown thing?

C.5 Step-by-Step Prompting
Rawcontext : There exist a big red square, a
big red triangle, a medium red square, and a small
green circle in a block called A. The triangle and
medium square are touching the bottom edge of the
block. The big and medium square are touching
the right edge of the block. And the circle is above
the big square which is above the medium square.
There is another block called B to the left of block
A. A medium green square is touching the left edge
of block B and is below a medium red square. The
medium red square is above and to the left of a
small green square. Also a medium red triangle is
below and to the left of the small square.
Spliting context : A big red square in block

A.
A big red triangle in block A.
A medium red square in block A.
A small green circle in block A.
The triangle is touching the bottom edge of block

A.
The medium square is touching the bottom edge

of block A.
The big square is touching the right edge of block

A.
The medium square is touching the right edge of

block A.
The circle is above the big square in A.
The big square is above the medium square in

A.
Block B is to the left of block A.
A medium green square is touching the left edge

of block B.
A medium green square is below a medium red

square in B.
The medium red square is above a small green

square in B.
The medium red square is left of a small green

square in B.
The medium red triangle is below the small

square in B.
The medium red triangle is left the small square

in B.

D Spatial Logical Rules

The conversion from spatial logical rules proposed
in (Mirzaee and Kordjamshidi, 2022) to logical
constraints used in our experiment is shown in Ta-
ble 7.
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Rule Type Rule Logical Constraints
above(x, y) ⇒ below(y, x)
below(x, y) ⇒ above(y, x)
left(x, y) ⇒ right(y, x)
right(x, y) ⇒ left(y, x)

front(x, y) ⇒ behind(y, x)
Converse behind(x, y) ⇒ front(y, x) Truth(qi) ⇒ Truth(qj)

coveredby(x, y) ⇒ cover(y, x)
cover(x, y) ⇒ coveredby(y, x)
inside(x, y) ⇒ contain(y, x)
contain(x, y) ⇒ inside(y, x)

near(x, y) ⇒ near(y, x)
far(x, y) ⇒ far(y, x)

Symmetric touch(x, y) ⇒ touch(y, x) Truth(qi) ⇒ Truth(qj)
disconnected(x, y) ⇒ disconnected(y, x)

overlap(x, y) ⇒ overlap(y, x)

left(x, y) ∧ left(y, z) ⇒ left(x, z)
right(x, y) ∧ right(y, z) ⇒ right(x, z)
above(x, y) ∧ above(y, z) ⇒ above(x, z)
below(x, y) ∧ below(y, z) ⇒ below(x, z)

behind(x, y) ∧ behind(y, z) ⇒ behind(x, z)
front(x, y) ∧ front(y, z) ⇒ front(x, z)
inside(x, y) ∧ inside(y, z) ⇒ inside(x, z)

contain(x, y) ∧ contain(y, z) ⇒ contain(x, z)
inside(x, y) ∧ coveredby(y, z) ⇒ inside(x, z)
contain(x, y) ∧ cover(y, z) ⇒ contain(x, z)

inside(x, y) ∧ left(y, z) ⇒ left(x, z)
inside(x, y) ∧ right(y, z) ⇒ right(x, z)
inside(x, y) ∧ above(y, z) ⇒ above(x, z)
inside(x, y) ∧ below(y, z) ⇒ below(x, z)

Transitivity inside(x, y) ∧ behind(y, z) ⇒ behind(x, z) Truth(qi) ∧ Truth(qj) ⇒ Truth(qk)
inside(x, y) ∧ front(y, z) ⇒ front(x, z)
inside(x, y) ∧ near(y, z) ⇒ near(x, z)
inside(x, y) ∧ far(y, z) ⇒ far(x, z)

inside(x, y) ∧ disconnected(y, z) ⇒ disconnected(x, z)
coveredby(x, y) ∧ left(y, z) ⇒ left(x, z)

coveredby(x, y) ∧ right(y, z) ⇒ right(x, z)
coveredby(x, y) ∧ above(y, z) ⇒ above(x, z)
coveredby(x, y) ∧ below(y, z) ⇒ below(x, z)
coveredby(x, y) ∧ behind(y, z) ⇒ behind(x, z)
coveredby(x, y) ∧ front(y, z) ⇒ front(x, z)
coveredby(x, y) ∧ near(y, z) ⇒ near(x, z)
coveredby(x, y) ∧ far(y, z) ⇒ far(x, z)

coveredby(x, y) ∧ disconnected(y, z) ⇒ disconnected(x, z)

Table 7: The conversion from spatial logical rules proposed in (Mirzaee and Kordjamshidi, 2022) to logical
constraints used in our experiment.

E DomiKnowS Concepts and Graphs

Graph and concepts declaration of our work inside
the DomiKnowS framework.

E.1 Graph for YN

story = Concept(name="story")
question = Concept(name="question")
story_contain , = story.contains(question

)
answer_class = question(name="

answer_class", ConceptClass=

EnumConcept ,
values =["yes", "

no"])
symmetric = Concept(name="symmetric")
s_quest1 , s_quest2 = symmetric.has_a(

arg1=question , arg2=question)
ifL(andL(answer_class.yes('x'), existsL(

symmetric('s', path=('x', symmetric)
))),
answer_class.yes(path=('s', s_quest2

)))

reverse = Concept(name="reverse")
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r_quest1 , r_quest2 = reverse.has_a(arg10
=question , arg20=question)

ifL(andL(answer_class.yes('x'), existsL(
reverse('r', path=('x', reverse)))),
answer_class.no(path=('r', r_quest2)

))
ifL(andL(answer_class.no('x'), existsL(

reverse('r', path=('x', reverse)))),
answer_class.yes(path=('r', r_quest2

)))

transitive = Concept(name="transitive")
t_quest1 , t_quest2 , t_quest3 =

transitive.has_a(arg11=question ,
arg22=question , arg33=question)

ifL(andL(answer_class.yes('x'), existsL(
transitive("t", path=('x',
transitive))), answer_class.yes(path
=('t', t_quest2))),
answer_class.yes(path=('t', t_quest3

)))

transitive_topo = Concept(name="
transitive_topo")

tt_quest1 , tt_quest2 , tt_quest3 ,
tt_quest4 = transitive_topo.has_a(
arg111=question , arg222=question ,
arg333=question , arg444=question)

ifL(andL(answer_class.yes('x'), existsL(
transitive("t", path=('x',
transitive_topo))),

answer_class.yes(path=('t',
tt_quest2)), answer_class.
yes(path=('t', tt_quest3)))
,

answer_class.yes(path=('t',
tt_quest4)))

E.2 Graph for FR on SpaRTUN

story = Concept(name="story")
question = Concept(name="question")
story_contain , = story.contains(question

)

left = question(name="left")
right = question(name="right")
above = question(name="above")
below = question(name="below")
behind = question(name="behind")
front = question(name="front")
near = question(name="near")
far = question(name="far")
disconnected = question(name="

disconnected")
touch = question(name="touch")
overlap = question(name="overlap")
coveredby = question(name="coveredby")
inside = question(name="inside")
cover = question(name="cover")
contain = question(name="contain")
output_for_loss = question(name="

output_for_loss")

# Only one label of opposite concepts
exactL(left , right)
exactL(above , below)
exactL(behind , front)
exactL(near , far)

exactL(disconnected , touch)

# Inverse Constrains
inverse = Concept(name="inverse")
inv_question1 , inv_question2 = inverse.

has_a(arg1=question , arg2=question)

# First inverse relation , allow inverse
back and forth

inverse_list1 = [(above , below), (left ,
right), (front , behind), (coveredby ,
cover),

(inside , contain)]

for ans1 , ans2 in inverse_list1:
ifL(andL(ans1('x'), existsL(inverse(

's', path=('x', inverse)))),
ans2(path=('s', inv_question2)))

ifL(andL(ans2('x'), existsL(inverse(
's', path=('x', inverse)))),
ans1(path=('s', inv_question2)))

# 2 PMD : = entropy + beta *
constraint_loss ( Train with no-
constraint first then working on)

# symmetric
inverse_list2 = [(near , near), (far , far

), (touch , touch), (disconnected ,
disconnected), (overlap , overlap)]

for ans1 , ans2 in inverse_list2:
ifL(andL(ans1('x'), existsL(inverse(

's', path=('x', inverse)))),
ans2(path=('s', inv_question2)))

# Transitive constrains
transitive = Concept(name="transitive")
tran_quest1 , tran_quest2 , tran_quest3 =

transitive.has_a(arg11=question ,
arg22=question , arg33=question)

transitive_1 = [left , right , above ,
below , behind , front , inside ,
contain]

for rel in transitive_1:
ifL(andL(rel('x'),

existsL(transitive("t",
path=('x', transitive))
),

rel(path=('t', tran_quest2)
)),

rel(path=('t', tran_quest3)))
# Transitive of cover and contain
transitive_2 = [(coveredby , inside), (

cover , contain)]
for rel1 , rel2 in transitive_2:

ifL(andL(rel2('x'),
existsL(transitive("t",

path=('x', transitive))
),

rel1(path=('t', tran_quest2
))),

rel2(path=('t', tran_quest3)))

# Transitive of inside/cover with
position

transitive_3_1 = [inside , coveredby]
transitive_3_2 = [left , right , above ,

below , behind , front , near , far ,
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disconnected]
for rel1 in transitive_3_1:

for rel2 in transitive_3_2:
ifL(andL(rel1('x'),

existsL(transitive("t",
path=('x',

transitive))),
rel2(path=('t',

tran_quest2))),
rel2(path=('t', tran_quest3)

))

# Transitive + topo constrains
tran_topo = Concept(name="

transitive_topo")
tran_topo_quest1 , tran_topo_quest2 ,

tran_topo_quest3 , tran_topo_quest4 =
tran_topo.has_a(arg111=question ,

arg222=question , arg333=question ,
arg444=question)

# (x inside y) + (h inside z) + (y
direction z) => (x direction h)

tran_topo_2_1 = [inside , coveredby]
tran_topo_2_2 = [left , right , above ,

below , behind , front , near , far ,
disconnected]

for rel1 in tran_topo_2_1:
for rel2 in tran_topo_2_2:

ifL(andL(rel1('x'),
existsL(tran_topo('to',

path=('x',
tran_topo))),

rel1(path=('to',
tran_topo_quest2)),

rel2(path=('to',
tran_topo_quest3))

),
rel2(path=('to',

tran_topo_quest4)))

tran_topo_3_1 = [left , right , above ,
below , behind , front , near , far ,
disconnected]

tran_topo_3_2 = [contain , cover]
for rel1 in tran_topo_3_1:

for rel2 in tran_topo_3_2:
ifL(andL(rel1('x'),

existsL(tran_topo('to',
path=('x',

tran_topo))),
rel1(path=('to',

tran_topo_quest2)),
rel2(path=('to',

tran_topo_quest3)))
,

rel1(path=('to',
tran_topo_quest4)))

E.3 Graph for FR on StepGame

story = Concept(name="story")
question = Concept(name="question")
story_contain , = story.contains(question

)

left = question(name="left")
right = question(name="right")
above = question(name="above")
below = question(name="below")

lower_left = question(name="lower -left")
lower_right = question(name="lower_right

")
upper_left = question(name="upper_left")
upper_right = question(name="upper_right

")
overlap = question(name="overlap")
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