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Abstract

The task of predicting time and location
from images is challenging and requires
complex human-like puzzle-solving ability
over different clues. In this work, we formalize
this ability into core skills and implement them
using different modules in an expert pipeline
called PuzzleGPT. PuzzleGPT consists of a
perceiver to identify visual clues, a reasoner
to deduce prediction candidates, a combiner
to combinatorially combine information from
different clues, a web retriever to get external
knowledge if the task can’t be solved locally,
and a noise filter for robustness. This results in
a zero-shot, interpretable, and robust approach
that records state-of-the-art performance
on two datasets – TARA and WikiTilo.
PuzzleGPT outperforms large VLMs such
as BLIP-2, InstructBLIP, LLaVA, and even
GPT-4o, as well as automatically generated
reasoning pipelines like VisProg(Gupta
and Kembhavi, 2022), by at least 32%
and 38%, respectively. It even rivals or
surpasses finetuned models. Project repository:
https://github.com/JunzhangLiu/PuzzleGPT.git.

1 Introduction

Recent advances in Vision-Language (VL) research
have led to models that perform impressively (Zhu
et al., 2023; Li et al., 2022; Lu et al., 2022a; Alayrac
et al., 2022; Team et al., 2024) on a variety of
tasks such as GQA (Hudson and Manning, 2019),
VQA v2 (Antol et al., 2015), VCR (Zellers et al.,
2019), OK-VQA (Marino et al., 2019), Science-
QA (Lu et al., 2022b), visual entailment (Xie et al.,
2019). Chain-of-thought reasoning (Lu et al., 2024,
2022b). These tasks primarily assess one of, or
at most a combination of, perception, reasoning,
and outside knowledge retrieval abilities. For ex-
ample, OK-VQA requires perception and outside
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knowledge retrieval, and GQA and VCR require
perception and commonsense reasoning.

However, humans seamlessly integrate a vari-
ety of skills – perception, reasoning, knowledge
retrieval, and common sense – to solve complex,
multi-step problems. Tasks and benchmarks that
test these diverse skills are crucial for developing
models that approach human-level reasoning. The
task of time and place reasoning from images pro-
posed by TARA (Fu et al., 2022) takes a step closer
to this goal. It demands a mix of perception, reason-
ing, combinatorial, and outside knowledge retrieval
abilities over multiple steps. It is like solving a puz-
zle. For example, in Figure 1, it is required to detect
entities such as Times Square and visual text, “Jus-
tice for George Floyd”. Then, a reasoner needs to
deduce possible location (New York/United States)
and time candidates (post-2000, 2020-2021) from
these clues. Next, these candidates need to be com-
bined in various ways to find a candidate at the
intersection of all candidates (post 2000 ∩ 2020-
2021 = 2020-2021). Finally, if the answer is still
unclear (2020-2021), a web search is required us-
ing the deduced information.

The practical applications of the task stem from
its focus on images depicting events that occurred
at a specific location and time. This has incredibly
useful applications, such as timeline construction,
and stitching together news stories from online pic-
tures and social media posts.

Existing works take a direct approach to this nu-
anced problem. TARA tries to supervise a model
directly to predict location and time directly. The
hope is that the model will learn to identify time
and location discriminative clues implicitly, given
appropriate supervisory signals. While the ap-
proach might have worked for a limited time and lo-
cation candidates, the real scenario of hundreds of
locations/time with fine differences makes this ap-
proach unscalable, and thus impractical. QR-CLIP
(Shi et al., 2023) additionally tries to incorporate ex-
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Figure 1: An illustration of different skills (Puzzle-like) required for solving Time and Reasoning prediction tasks.

ternal knowledge in the learning process. However,
it oversimplifies the problem and assumes mere re-
trieval can accomplish the task without relying on
specific clues and their combinatorial intersections.

We argue that a complex puzzle-like problem
like TARA, requires an equally well thought-out
solution. To this end, we propose PuzzleGPT. Puz-
zleGPT abstracts the skills required to solve it into
five core abstract ideas: perceiver, reasoner, com-
biner, noise filter, and knowledge retriever. It rep-
resents each with specific modules that perform
specific tasks. The perceiver processes visual sig-
nals and identifies different entities such as people,
buildings, cultural signals, and OCR text. For each
of these entities, the reasoner tries to deduce their
co-relations with a location and time candidate. In-
tegrating clues from multiple entities is crucial for
accurate prediction. However, simply combining
all clues can introduce noise from irrelevant infor-
mation, while relying on individual clues might
provide insufficient context. To address this chal-
lenge, we propose a confidence-based hierarchical
combination approach. This approach analyzes
clues at increasing levels of granularity: first, in-
dividual entities; then, pairs; followed by triplets,
and so on, tracking candidate predictions. The pro-
cess stops once a candidate reaches a threshold
vote, efficiently combining entities while minimiz-
ing noise.

Apart from being zero-shot, our design choices
lend PuzzleGPT desirable properties. Reasoner
makes the approach interpretable and thus trustwor-
thy. A hierarchical combination approach makes
it not only combinatorial but also noise-resistant.
Web retriever infuses the approach with the ability
to incorporate world knowledge into the reasoning
process. The noise filter adds further robustness.

PuzzleGPT scores state-of-the-art (SOTA) zero-
shot performance on TARA, coming close to or
surpassing even fine-tuned approaches. We demon-
strate that our method outperforms existing SOTA
VL models like Instruct BLIP (Dai et al., 2023),

BLIP-2 (Li et al., 2023), LLaVA (Liu et al., 2023a),
by a margin of at least 32% (standardized location
accuracy). It even beats the popular proprietary
GPT-4o(OpenAI, 2024). This highlights current
VLMs’ inability to simultaneously employ multi-
ple skills to solve a task. We also report superior
performance to automatically generated modular
pipelines like VisProg, indicating generating an
automatic pipeline for this complex task perhaps
exceeds their current capabilities. Furthermore,
we show that our method generalizes and scores
SOTA on another location and time dataset, Wiki-
Tilo (Zhang et al., 2024).

We make the following contributions:

• We propose a novel method, PuzzleGPT, to
emulate human puzzle-solving ability for pre-
dicting time and location from images.

• Our design choices make our approach inter-
pretable, robust, combinatorial, and retrieval
augmented.

• PuzzleGPT scores SOTA performance on
TARA and WikiTilo.

2 Related Work

Vision-Language Models. Recently, VLMs (Rad-
ford et al., 2021; Alayrac et al., 2022; Li et al.,
2023; Liu et al., 2023b) have demonstrated remark-
able multimodal capabilities through large-scale
vision-language training. One family of VLMs
such as CLIP (Radford et al., 2021) typically trains
a visual encoder and a text encoder to map visual
and text input into a common embedding space.
The resulting visual encoders are widely adopted
to extract visual features that are fed to LLMs in
the other family of work (Alayrac et al., 2022; Li
et al., 2023; Liu et al., 2023b; Lin et al., 2023). For
example, LLaVA takes CLIP’s visual feature as
input and is trained to generate target text. These
VLMs with text-generation abilities have achieved
superior performance on vision-language datasets.
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Figure 2: PuzzleGPT overview depicting each of the components – Perceiver, Reasoner, Combiner, Noise Filter,
and the Online Retriever. The modular approach makes PuzzleGPT interpretable and robust. All VLMs/LLMs are
pretrained and frozen.

Visual Reasoning Datasets. Early work like
VQA (Antol et al., 2015) mainly probes perception
more than reasoning abilities, while datasets like
CLEVR (Johnson et al., 2017) focused on com-
positional reasoning in a controlled synthetic en-
vironment. GQA (Hudson and Manning, 2019)
pushed towards scene understanding with struc-
tured knowledge graphs. Recent work further tack-
les visual reasoning from different aspects (Zellers
et al., 2019; Han et al., 2023; Fu et al., 2024). How-
ever, these datasets either do not require multiple
steps of reasoning or lack the depth and breadth
of required knowledge. TARA (Fu et al., 2022)
and WikiTiLo (Zhang et al., 2024), on the other
hand, necessitates multi-step, puzzle-like reason-
ing over multiple visual clues, combined with ex-
ternal knowledge, posing a unique challenge for
existing VLMs. The performance of VLMs such as
LLaVA and BLIP-2 remains unsatisfactory on these
two datasets. A recent retrieval-based supervised
method (Shi et al., 2023) is proposed to augment
CLIP with world knowledge, but it does not yield
significant advancement on these tasks either. More
importantly, these retrieval-based models’ predic-
tions are difficult to interpret.

Neural Program Induction / Modular Net-
works. Inspired by the need for more compos-
able and interpretable models, research in neural
program induction aims to learn programs or mod-
ules for solving tasks. Early work explored dif-
ferentiable neural programmer (Neelakantan et al.,
2015), while Neural Module Networks (Andreas

et al., 2016) focused on composing visual modules
for reasoning. More recently, VisProg(Gupta and
Kembhavi, 2022) proposed automatic code genera-
tion for VQA tasks. However, as our experiments
show, automatically generating effective pipelines
for intricate problems like TARA remains chal-
lenging. PuzzleGPT’s expert-designed pipeline,
tailored specifically for time and location puzzle-
solving, outperforms these automatic approaches,
suggesting the importance of domain knowledge
and task-specific design for complex reasoning.

3 Methodology

We propose PuzzleGPT to emulate human-like
puzzle-solving ability. It consists of an expert
pipeline consisting of specific modules that rep-
resent distinct skills, as illustrated in Figure 2. In
this section, we describe each of the modules in
detail.

Perceiver. The perceiver processes visual sig-
nals. Given an image, it will scan the image to
find entities of interest, such as celebrities, text,
landmarks, or other types of keywords. In our
framework, the Perceiver is a frozen VLM that is
prompted with a respective query to extract each
entity. For example, text from images is extracted
with the query, ‘What are the words shown in this
image? Short Answer:’. By finding the entities, the
Perceiver can focus on patches containing specific
entities and reason independently. This enables it
to generate specific textual knowledge about the en-
tities (for a landmark, its name; for text, its Optical
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Character Recognition; and so on). We use BLIP-2
as the Perceiver in this work.

Reasoner. Reasoner in PuzzleGPT is an LLM
that deduces time/location candidates from the tex-
tual knowledge/clues detected by the Perceiver. For
example, given the detected text “Milano” in Fig-
ure 2, the reasoner can deduce Italy as a location
candidate. The process is demonstrated in Figure 2.
Specifically in this step, we prompt an LLM with
a query for each detected entity. As an example,
for text in the image, the prompt is ‘Does any of
the above text contain location information such as
city, country, or continent? If yes, please answer
that city, country, or continent. Otherwise, answer
No. Short Answer:’. Considering GPT models’ im-
pressive reasoning abilities and cost-effectiveness,
we use GPT-3.5 as the Reasoner in this work.

Combiner. As perceiving and reasoning entities
independently may provide only a partial view of
the correct location/time, there is a need to detect
the connections across different entities. For in-
stance, in Figure 2, reasoning based on the celebrity
name may suggest the location candidate as the
United States, even though text clues suggested
“Milano". However, combining all available enti-
ties may lead to noisy results. Therefore, we con-
struct a confidence-based combining strategy that
strikes a balance between limited information from
independent entities and noisy information from all
entities. The entity’s combination in different ways
simulates puzzle-solving human ability.

This combinatorial strategy operates hierarchi-
cally: the first level reasons from entities indepen-
dently, the second combines information from pairs
of independent entities, and the third combines all
available entities. Each combination generates an
answer candidate. The correct candidate, being the
most consistent across combinations, is repeatedly
predicted while noisy candidates diminish as we
go through the hierarchy. To avoid noise becoming
dominant in later hierarchies, we stop the iteration
once a candidate acquires a threshold number of
votes (confidence). Demonstrated in Figure 4 and
detailed later in the section.

Noise Filter. In the hierarchical combiner, we
enlarged the search space size to find appropriate
clue combinations. However, hierarchical com-
binations will also bring erroneous combinations.
Erroneous information will not benefit the reason-
ing process and can even introduce bias. To address
this, we employed a VLM to decide whether the
candidate voted by the reasoner is a “Real Candi-

New York, US, NA

Delhi, India, Asia

Paris, France, EU

 Brooklyn, Kings County, New York, 11226, US, NA

 New Delhi, India, Asia

Paris, Metropolitan France, 75044, France, EU

LabelsPrediction

Figure 3: Extra location information in the label causes
even correct prediction to be classified as wrong with
exact-match accuracy metric. We mitigate this by label
standardization.

date", based on its background knowledge. We use
BLIP-2 as a Noise Filter as well.

Online Retriever. VLM/LLMs are, at times,
insufficient to reason complicated tasks based only
on static knowledge priors obtained through per-
taining. From a human perspective as well, we try
to access online resources once our knowledge is
insufficient for a particular task. To mimic such an
information augmentation for puzzle solving, we
allow the model to generate a search query through
the Reasoner by providing evidence combination
from the combiner. Then, it accesses online dy-
namic resources through a web search engine. To
reduce noise, the online retriever evaluates the rel-
evance between retrievals and the original image
through image-to-image/text similarities. Only re-
trievals scoring higher than a Retrieval Threshold
(RT), are kept. The retrievals are then fed to the
Reasoner to extract the candidate’s time/location.
We use CLIP to generate retrieval scores.

Confidence-based Hash Thresholding As Puz-
zleGPT’s design can generate and obtain significant
knowledge and information, it is exposed to a lot
of noise. They can originate from poor perception,
hallucination, or poor web retrievals. This needs
mitigation. While Noise Filter aids towards this
step, it’s not sufficient.

To this end, instead of finding one specific loca-
tion/time candidate, we instead try to find the lo-
cation/time candidate with the highest confidence.
That is, we maintain two hash maps for location
and time reasoning, each of which records a can-
didate accepted by the noise filter. To define the
state of being ’confident’, we set a hyperparameter
Hash Threshold, denoted as HT . If HT is reached
by a candidate, then we know the system would be
confident enough that this candidate is the correct
answer, and the reasoning process, whichever stage
it stands, will (early) stop. If the threshold is never
reached, the candidate with the highest confidence
will be the output, representing our most confident
answer. The hash threshold HT is initially set to 5.
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We detail all prompts and specifics of the Per-
ceiver, Reasoner, Noise Filter, and Online Retriever
in Appendix A.

4 Experiments

In this section, we report our results on two datasets:
TARA and WikiTilo. We have run all the experi-
ments on a single Nvidia RTX 4090 24 GB GPU.

4.1 TARA
TARA is sourced from the New York Times and
requires time and location prediction for images
depicting newsworthy events. In total, there are
around 1.5K samples in the test and validation set.
The label set is open-ended with a unique label for
each sample.

Metric
The open-ended nature of labels in TARA makes
evaluation challenging. Two metrics were proposed
originally – Accuracy and Example-F1. Accuracy
measures the exact match of the prediction with
the label. While this works for time evaluation
where the labels are properly formatted (YYYY-
MM-DD), location evaluation leads to unreliable
results as the labels are highly unstructured. As
illustrated in Fig Figure 3 in addition to city, coun-
try, and country, some labels contain additional
information such as Pin Code, county name (Kings
County), and geographical area name (Metropoli-
tan France). This causes even correct predictions
to be incorrectly classified as wrong. To address
this, we standardize all locations into city, country,
and continent using GeoPy 1. Further, if the label
contains a specific area within a city (e.g. Times
Square or Central Park), we keep that to not lose
location precision. We use these formatted labels
for measuring accuracy and call it Standardized
Accuracy (Std. Acc).

To measure partial correctness – only correct
year or only correct continent and country – TARA
proposes Example-F1 metric. It is defined as fol-
lows:

Example-F1 =
2|GT ∩ Pred|
|GT |+ |Pred|

As the score is inversely dependent on |Pred|,
shorter predictions are unduly rewarded. For exam-
ple, a model that predicts only year scores abnor-
mally high Example-F1. We mitigate this bias by

1https://geopy.readthedocs.io/en/
stable/

Time Location
Model Acc(%) X-F1β Std. Acc(%) X-F1β

BLIP2 0.30 32.27 17.41 43.59
LLaVA 0.23 43.26 7.85 25.92
GPT4o 0.30 21.94 16.62 47.16
InstructBLIP 0.00 33.83 16.69 26.05
G3 N/A N/A 0.54 17.43

IdealGPT 0.27 26.83 9.95 25.70
VisProg 0.00 18.52 0.00 4.74
ViperGPT 0.00 36.05 1.67 34.65
Ensemble Model 0.23 41.85 17.74 35.91

PuzzleGPT 0.30 43.72 22.99 51.04

Table 1: We compare PuzzleGPT to SOTA zero-shot
generative VLMs on TARA. PuzzleGPT outperforms
all prior methods, scoring SOTA performance.

Time Location
Model Acc(%) X-F1 Acc(%) X-F1

CLIP 0.46 39.90 11.11 44.96
CLIP+ 1.00 43.09 15.72 49.74
CLIP+Seg 0.92 42.82 16.46 50.52
QR-CLIP 3.53 47.89 19.31 50.96

PuzzleGPT 0.30 43.72 22.99∗ 56.11

Table 2: PuzzleGPT comparison against representative
classification models reported in prior works. All are
finetuned except CLIP. * denotes Std. Acc. PuzzleGPT
outperforms finetuned methods on location reasoning
while recording comparable performance on time pre-
diction.

adding a brevity penalty, following NLP literature
(Papineni et al., 2002):

Example-F1β = e
−(

|Pred|
|GT | −1)+ · Example-F1

We use X-F1 for Example-F1 from here onwards.
All our experiments and ablations on TARA use the
more correct X-F1β and Location Std. Acc metric,
except for Table 2 where we use X-F1 and Loca-
tion Acc for direct comparison against previously
reported results.

Baselines
In addition to comparing PuzzleGPT against pre-
viously reported approaches on TARA, we also
evaluate it against recent VLMs to provide a com-
prehensive comparison and valuable insights.
Large Vision Language Models. We evaluate the
following VLMs: BLIP-2, InstructBLIP, LLaVA,
and GPT-4o. These models leverage the power of
LLMs for visual reasoning, thereby acquiring ex-
tensive knowledge and reasoning abilities. They
represent single-stop solutions for complex tasks.
We also include G3 (Luo et al., 2022) baseline that
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Ablations Time X-F1β Location X-F1β

PuzzleGPT 43.72 51.04
1st Hier Only 42.62 46.68
3rd Hier Only 42.72 45.21

Table 3: Hier: Hierarchy. Confidence-based hierar-
chical combination is critical. PuzzleGPT outperforms
simpler methods by avoiding incomplete information
from 1st Hier Only and noise from 3rd Hier Only.

1st Hierarchy: 
perception is good 
but insufficient at 

times.
Times square. 
Post 2000

George Floyd 
Protest. 
2020-2021

Billboard 
add click-up. 
Post 2005

When did George Floyd Protest and Clickup 
billboard occur in New York Times Square?

When did George Floyd Protest and 
occur in New York Times Square?

2nd Hierarchy: 
balances between 

entities 
combinations and 

noise.

3rd Hierarchy: 
combines a lot of 
information, but 
could be noisy

Figure 4: An illustration of the importance of
confidence-based hierarchical combination of informa-
tion. 1st Hierarchy leads to a scarcity of information,
while 3rd Hierarchy is noisy, and underscores the need
for a confidence-based hierarchical combination.

specializes in predicting location from images us-
ing human guidebooks. G3 is based on the CLIP
model.
Code Based Modular Approaches. We also com-
pare PuzzleGPT to methods that generate modu-
lar code for various VL tasks, such as VisProg.
These methods serve as references for automatic
pipelines, contrasting with our expert pipeline. Ad-
ditionally, we compare against IdealGPT, which
aims to enhance robustness in automatic pipelines
through an iterative pipeline.

As our approach utilizes multiple VLMs as mod-
ules, we include an Ensemble Model baseline con-
sisting of BLIP-2, LLaVA and InstructBLIP. The
ensemble is based on majority voting. In case of
tie, the prediction with the highest confidence is
chosen.

Results
We compare PuzzleGPT against zero-shot VLMs
in Table 1 and finetuned approaches in Table 2. We
make the following observations:
PuzzleGPT records state-of-the-art performance.
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Figure 5: Top: Ablation on Hash Threshold (HT): peak
performance at 5, with noisy performance on both lower
or higher HT. Bottom: Ablation on Retrieval Threshold
(RT): retrieval is best at 90, with either side of it leading
to noisy retrieval. Loc F1β is Location X-F1β . Time
F1β is Time X-F1β .

Ablations Time X-F1β Location X-F1β

PuzzleGPT 43.72 51.04
- w/o Filtering 39.27 48.77
- w/o Retrieval 42.63 43.30

Table 4: Noise Filter and Retriever ablation. Perfor-
mance drop if we remove either of them, underscoring
their importance to PuzzleGPT.

PuzzleGPT outperforms all methods, including the
popular GPT-4o model, for both location and time
prediction. It’s especially skilled at location predic-
tion: >30% Std. Acc. improvement over next best
method (BLIP-2).
PuzzleGPT is more skilled than single-stop Large
VLMs. PuzzleGPT’s strong improvements over
all VLMs indicate their limitation in leveraging
diverse skills to accomplish this complex task.
PuzzleGPT’s expert pipeline is better at puzzle-like
tasks than automatic pipelines. From Visprog’s
inferior performance, we conclude that automatic
pipelines are 1) constrained by the types of skills
they can apply and 2) the search space for the opti-
mum pipeline in puzzle-like tasks is so large that
they generate suboptimal code.
PuzzleGPT comes close to or surpasses fine-
tuned performance. PuzzleGPT’s effectiveness
and strong performance are highlighted by the fact
that it achieves >10% X-F1 improvement over the
best fine-tuned approach (QR-CLIP).

Ablation Studies

We investigate PuzzleGPT from different axes to
thoroughly analyze its modules. The choice of
ablations metrics is explained in Appendix F.
Confidence-based hierarchical combination is
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Jean Sarkozy, son of new French 
president Nicolas Sarkozy … on 
June 8, 2007

Search query:
 ''When BLM Statue

Monument Light Photo''

Jul 9, 2021 ... Police lights were 
visible down Monument Avenue in 
either direction …
Jul 21, 2020 ... Amid the reckoning 
over Confederate monuments in the 
US …
Photos show how the Robert E. Lee 
statue in Virginia has been 
reclaimed …

Search query:
''When Francois Sarkozy 

press briefing photo''

Apr 26, 2024 ... France's 'paper 
of reference' has had mixed 
relations …

Jan 18, 2014 ... Ms Couric was 
still First Girlfriend, and Mr Obama 
said briskly that the

Figure 6: With specific and clear clues, our model can retrieve high-quality web content while generic images tend
to retrieve noisy content.

Ablations Time X-F1β Location X-F1β

PuzzleGPT (I-I Retrieval) 43.72 51.04
- I-T Retrieval 43.47 50.95

Table 5: I: Image. T: Text. Retrieval is best served by
image-image matching. Replacing it with image-text
retrieval reduces performance.
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Hierarchy
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1.0
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Location
Time

Figure 7: Distribution of endpoints of hierarchy. Time
prediction is more complex than location prediction,
with most location queries resolved in the first hierarchy
while most time queries reach the third hierarchy.

crucial. To understand the importance of hierarchi-
cal combination, we compare our approach in Ta-
ble 3 to simple ablations that 1) do not combine in-
formation from entities (1st Hier Only), and 2) com-
bine information from all entities in one go (3rd
Hier Only). PuzzleGPT outperforms both. Figure 4
illustrates the underlying reason: 1st Hier only re-
sults in incomplete information and 3rd Hier is
noisy. These results demonstrate that a confidence-
based hierarchical combination is crucial to carve
a middle path between incorporating signals from
different puzzle pieces and reducing noise.

Confidence thresholding matters in hierarchical
combination. Figure 5 shows that the best perfor-
mance is reached at threshold=90, with inferior
scores for both lower and higher thresholds. This
implies low confidence threshold allows noisy can-
didates to be predicted, while a higher threshold
results in more pipeline iterations, thereby intro-
ducing additional noisy candidates. Notably, con-
fidence threshold depends on the predictions from
previous stages – the more noisy the prior stages
(modules), the less the threshold value, and vice
versa.

Location Time
Category

0

20

40

60

80

100

Fr
eq

ue
nc

y

No Web Retrieval
Web Retrieval

Figure 8: Frequency of retrieval and no retrieval be-
tween time and location queries. Almost all time queries
require web retrieval, highlighting the complexity of
time prediction compared to location prediction.

Web retrieval augments PuzzleGPT with external
knowledge. As reported in Table 4, not retrieving
external knowledge from the internet degrades per-
formance by 1.09% in Time X-F1β and 7.74% in
Location X-F1β . Figure 6 further illustrates the im-
portance of retrieval, especially for time prediction.
Retrieval is sensitive to thresholding. Figure 5
plots the model performance against different val-
ues of retrieval threshold. The performance peaks
at 90, implying the lower threshold is noisy and the
higher threshold leads to information bottleneck.
Retrieval is best served by image-image matching.
Table 5 reports the performance drop by replac-
ing image-image retrieval with image-text retrieval.
Specifically, we observe a drop of 0.25% in Time
X-F1β , and 0.09% in Location X-F1β , indicating
that it’s a suboptimal strategy for this task. We can
also infer from the small percent drop that even
original image-to-text retrieval works well, allevi-
ating any need for the original image to be present
in the retrieved result.
Time prediction is more complex than location
prediction. We observe from Figure 7 that the
majority of queries for location finish in the first
hierarchy, while almost all queries for time reach
the third hierarchy. This demonstrates that location
prediction is doable from individual visual clues,
while time prediction requires more combinations
of clues to arrive at a candidate. Further, Figure 8
reveals that almost all queries for time need web
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Perceiver Combiner Reasoner Web Retrieval

Michelle 
Obama

Indian 
Clothes

Children Location    Time
India: 5
US: 2

2009: 1
2010: 1
2011: 1 Location 

India
Time

11-08-2010

1st 2nd 3rd NYT Nov 8 2010:
While President 
Obama is wooing 
India with 
promises of 
increased trade and 
United Nations 
clout …

        When was <Michelle 
Obama> in <India> with 
<Children> <Old woman> 
<Indian clothes>?

Inconclusive

US     2009-2017

India    2003-2007

Location   Time

…

Figure 9: We illustrate a positive case study for PuzzleGPT depicting the reasoning process it follows to arrive at
the prediction. More positive and negative samples are available in the supplementary section.

Time Country Region

Models Acc(%) Prec F1 Acc(%) Prec F1 Acc(%) Prec F1

OpenFlamingo Test 27.70 26.36 11.49 3.89 3.69 2.18 4.72 8.62 4.72
OpenFlamingo-VQA 31.59 30.36 28.60 48.88 53.78 41.19 22.49 30.49 18.64
OpenFlamingo-VQA CoT 35.21 29.36 28.42 40.3 45.24 33.17 24.04 39.39 19.27
LLaMA-AdapterV2-Instra 58.02 28.04 32.88 23.05 52.64 18.66 19.07 26.59 13.01
LLaMA-AdapterV2-Instrb 34.34 58.59 37.70 45.62 51.57 35.50 11.12 10.05 5.99
BLIP2 51.11 54.84 42.51 50.95 30.48 24.97 51.26 51.68 42.88
InstructBLIP 38.89 2.71 1.76 27.62 25.47 12.52 44.44 24.69 19.43
LLaVA 63.65 27.79 21.90 41.43 30.60 18.04 62.22 43.26 41.15
ViperGPT 29.52 35.27 21.50 20.32 21.96 14.98 26.03 25.88 21.54
IdealGPT 32.16 29.20 26.30 4.32 4.10 2.21 9.13 9.85 7.68
G3 N/A N/A N/A 32.06 19.03 12.07 N/A N/A N/A
Frequency baseline 25.07 25.29 23.27 3.33 2.95 2.88 12.53 12.59 12.25

PuzzleGPT(Ours) 71.90 70.63 72.61 43.65 72.78 49.79 62.06 79.22 68.18

Table 6: PuzzleGPT generalizes to WikiTilo dataset, scoring state-of-the-art performance in almost all the metrics.

retrieval. All this points to a higher complexity of
time prediction.
Noise filtering is critical. From Table 4, we ob-
serve that eliminating the noise filtering module
leads to a performance drop of 4.45% in Time X-
F1β and 2.27% in Location X-F1β . This highlights
the importance of noise filtering.

We further compare performance against an
open-sourced Reasoner in Appendix B and explore
BLIP-2 alternatives for Perceiver in Appendix C.

Qualitative Analysis
We conducted case studies on TARA in Figure 9
to qualitatively analyze PuzzleGPT’s effectiveness.
The example demonstrates the interpretability of
our approach, modularly depicting the reasoning
process and grounding each inference in entities
or their combinations. For example, location infer-
ence in India is deduced from cultural clues (dress)
in the image. We also noticed that in cases where
the images contain less clear/informative clues, our
model can fail to discover and ground clues. In
particular, we observe that failure typically oc-
curs when the given image lacks unique landmarks,
events, or people. This is partly illustrated in Fig-
ure 6 where lack of specificity leads to generic

search queries and noisy retrievals. We demon-
strate this further with examples in Appendix E.

4.2 WikiTilo

To demonstrate the generalization of our approach,
we also report PuzzleGPT’s performance on an-
other location/time reasoning dataset, WikiTilo. It
contains ~600 images in the test set with a focus on
identifying sociocultural cues to predict time/loca-
tion. While TARA evaluates predictions on open-
ended labels, WikiTilo’s labels are multi-choice.
For location, the evaluation is divided into Coun-
try, with 30 multiple choice labels, and Region,
with 8 distinct labels. For Time, the labels are di-
vided into four time periods. Since the labels are
multi-choice, the predictions are simply scored on
accuracy, precision, and F1 score. The absence of
a partial correctness case alleviates the need for
the X-F1 metric. We compare PuzzleGPT against
previously reported models on WikiTilo in Table 6.
Our methodology remains exactly the same as was
used for TARA. The only difference is that the out-
put from the model is compared with ground-truth
using Exact-Match, as was done for other baselines
in WikiTilo work.

(From Table 6, it can be observed that we score
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state-of-the-art performance on WikiTilo for time
and region prediction. Specifically, our method
improves time Acc. and F1. by +13% and +70%
respectively, over the next best metho4d. Region
F1. is boosted by +59%. For country prediction,
our Acc. is slightly worse (−16.7%), but we still
outperform the previous best F1 by +68.3%. Our
lower Acc can be explained by the inconsistencies
in the baseline numbers. They score lower on the
Regions category with 8 choices but higher on the
Countries category with 30 choices, which contra-
dicts the expected pattern of fewer choices leading
to better performance. Besides, if a model can pre-
dict the correct country (e.g., USA), it should also
predict the correct region (e.g., North America),
but the scores don’t align with this logic.

Indeed, PuzzleGPT predicts time significantly
better on WikiTilo than on TARA, highlighting the
challenge of open-ended time prediction in TARA.

5 Conclusion

This work proposes a modular and iterative puzzle-
solving method – PuzzleGPT – for predicting time
and location from images. It consistently outper-
forms current SOTA VLMs on TARA and WikiTilo.
The extensive experiments and ablations demon-
strate and analyze its capabilities. Further, we plan
to release the code upon acceptance in an effort to
increase community engagement.

Limitations

While PuzzleGPT demonstrates strong perfor-
mance on time and location prediction tasks like
TARA and WikiTilo, it’s important to acknowl-
edge its limitations. The model’s architecture is
specifically tailored for puzzle-like reasoning sce-
narios, and its performance on tasks with different
structures or knowledge requirements remains un-
explored. Furthermore, the current reliance on GPT
for reasoning introduces dependencies on propri-
etary models, potentially limiting accessibility and
introducing inherent biases. Future work will ex-
plore alternative reasoning modules and evaluate
PuzzleGPT’s generalization ability across diverse
visual reasoning tasks.

References
Jean-Baptiste Alayrac, Jeff Donahue, Pauline Luc, An-

toine Miech, Iain Barr, Yana Hasson, Karel Lenc,
Arthur Mensch, Katie Millican, Malcolm Reynolds,
Roman Ring, Eliza Rutherford, Serkan Cabi, Tengda

Han, Zhitao Gong, Sina Samangooei, Marianne
Monteiro, Jacob Menick, Sebastian Borgeaud, An-
drew Brock, Aida Nematzadeh, Sahand Sharifzadeh,
Mikolaj Binkowski, Ricardo Barreira, Oriol Vinyals,
Andrew Zisserman, and Karen Simonyan. 2022.
Flamingo: a visual language model for few-shot
learning. Preprint, arXiv:2204.14198.

Jacob Andreas, Marcus Rohrbach, Trevor Darrell, and
Dan Klein. 2016. Neural module networks. In Pro-
ceedings of the IEEE conference on computer vision
and pattern recognition, pages 39–48.

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Mar-
garet Mitchell, Dhruv Batra, C. Lawrence Zitnick,
and Devi Parikh. 2015. VQA: Visual Question An-
swering. In International Conference on Computer
Vision (ICCV).

Wenliang Dai, Junnan Li, Dongxu Li, Anthony
Meng Huat Tiong, Junqi Zhao, Weisheng Wang,
Boyang Li, Pascale Fung, and Steven Hoi.
2023. Instructblip: Towards general-purpose vision-
language models with instruction tuning. Preprint,
arXiv:2305.06500.

Xingyu Fu, Yushi Hu, Bangzheng Li, Yu Feng, Haoyu
Wang, Xudong Lin, Dan Roth, Noah A Smith, Wei-
Chiu Ma, and Ranjay Krishna. 2024. Blink: Multi-
modal large language models can see but not perceive.
arXiv preprint arXiv:2404.12390.

Xingyu Fu, Ben Zhou, Ishaan Preetam Chandratreya,
Carl Vondrick, and Dan Roth. 2022. There is a time
and place for reasoning beyond the image. Preprint,
arXiv:2203.00758.

Tanmay Gupta and Aniruddha Kembhavi. 2022. Vi-
sual programming: Compositional visual reasoning
without training. Preprint, arXiv:2211.11559.

Xiaotian Han, Quanzeng You, Yongfei Liu, Wentao
Chen, Huangjie Zheng, Khalil Mrini, Xudong Lin,
Yiqi Wang, Bohan Zhai, Jianbo Yuan, et al. 2023.
Infimm-eval: Complex open-ended reasoning evalu-
ation for multi-modal large language models. arXiv
e-prints, pages arXiv–2311.

Drew A. Hudson and Christopher D. Manning. 2019.
Gqa: A new dataset for real-world visual reason-
ing and compositional question answering. Preprint,
arXiv:1902.09506.

Justin Johnson, Bharath Hariharan, Laurens Van
Der Maaten, Li Fei-Fei, C Lawrence Zitnick, and
Ross Girshick. 2017. Clevr: A diagnostic dataset
for compositional language and elementary visual
reasoning. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pages
2901–2910.

Chenliang Li, Haiyang Xu, Junfeng Tian, Wei Wang,
Ming Yan, Bin Bi, Jiabo Ye, Hehong Chen, Guo-
hai Xu, Zheng Cao, Ji Zhang, Songfang Huang,
Fei Huang, Jingren Zhou, and Luo Si. 2022.

2107

https://arxiv.org/abs/2204.14198
https://arxiv.org/abs/2204.14198
https://arxiv.org/abs/2305.06500
https://arxiv.org/abs/2305.06500
https://arxiv.org/abs/2203.00758
https://arxiv.org/abs/2203.00758
https://arxiv.org/abs/2211.11559
https://arxiv.org/abs/2211.11559
https://arxiv.org/abs/2211.11559
https://arxiv.org/abs/1902.09506
https://arxiv.org/abs/1902.09506


mplug: Effective and efficient vision-language learn-
ing by cross-modal skip-connections. Preprint,
arXiv:2205.12005.

Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi.
2023. Blip-2: Bootstrapping language-image pre-
training with frozen image encoders and large lan-
guage models. Preprint, arXiv:2301.12597.

Xudong Lin, Simran Tiwari, Shiyuan Huang, Manling
Li, Mike Zheng Shou, Heng Ji, and Shih-Fu Chang.
2023. Towards fast adaptation of pretrained con-
trastive models for multi-channel video-language re-
trieval. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages
14846–14855.

Haotian Liu, Chunyuan Li, Yuheng Li, and Yong Jae
Lee. 2023a. Improved baselines with visual instruc-
tion tuning.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae
Lee. 2023b. Visual instruction tuning. Preprint,
arXiv:2304.08485.

Jiasen Lu, Christopher Clark, Rowan Zellers, Roozbeh
Mottaghi, and Aniruddha Kembhavi. 2022a. Unified-
io: A unified model for vision, language, and multi-
modal tasks. Preprint, arXiv:2206.08916.

Pan Lu, Hritik Bansal, Tony Xia, Jiacheng Liu, Chun-
yuan Li, Hannaneh Hajishirzi, Hao Cheng, Kai-
Wei Chang, Michel Galley, and Jianfeng Gao. 2024.
Mathvista: Evaluating mathematical reasoning of
foundation models in visual contexts. Preprint,
arXiv:2310.02255.

Pan Lu, Swaroop Mishra, Tony Xia, Liang Qiu, Kai-
Wei Chang, Song-Chun Zhu, Oyvind Tafjord, Peter
Clark, and Ashwin Kalyan. 2022b. Learn to explain:
Multimodal reasoning via thought chains for science
question answering. In The 36th Conference on Neu-
ral Information Processing Systems (NeurIPS).

Grace Luo, Giscard Biamby, Trevor Darrell, Daniel
Fried, and Anna Rohrbach. 2022. G3: Geolocation
via guidebook grounding. In Findings of the Associ-
ation for Computational Linguistics: EMNLP 2022,
pages 5841–5853, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Kenneth Marino, Mohammad Rastegari, Ali Farhadi,
and Roozbeh Mottaghi. 2019. Ok-vqa: A visual ques-
tion answering benchmark requiring external knowl-
edge. In Conference on Computer Vision and Pattern
Recognition (CVPR).

Arvind Neelakantan, Quoc V Le, and Ilya Sutskever.
2015. Neural programmer: Inducing latent pro-
grams with gradient descent. arXiv preprint
arXiv:1511.04834.

OpenAI. 2024. Gpt-4o. Accessed: 2024-06-16.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic evalu-
ation of machine translation. In Proceedings of the
40th Annual Meeting on Association for Computa-
tional Linguistics, ACL ’02, page 311–318, USA.
Association for Computational Linguistics.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-
try, Amanda Askell, Pamela Mishkin, Jack Clark,
Gretchen Krueger, and Ilya Sutskever. 2021. Learn-
ing transferable visual models from natural language
supervision. Preprint, arXiv:2103.00020.

Weimin Shi, Mingchen Zhuge, Dehong Gao, Zhong
Zhou, Ming-Ming Cheng, and Deng-Ping Fan. 2023.
Qr-clip: Introducing explicit open-world knowl-
edge for location and time reasoning. Preprint,
arXiv:2302.00952.

Gemini Team, Rohan Anil, Sebastian Borgeaud, Jean-
Baptiste Alayrac, Jiahui Yu, Radu Soricut, Johan
Schalkwyk, Andrew M. Dai, Anja Hauth, Katie
Millican, David Silver, Melvin Johnson, Ioannis
Antonoglou, Julian Schrittwieser, Amelia Glaese,
Jilin Chen, Emily Pitler, Timothy Lillicrap, Ange-
liki Lazaridou, Orhan Firat, James Molloy, Michael
Isard, Paul R. Barham, Tom Hennigan, Benjamin
Lee, Fabio Viola, Malcolm Reynolds, Yuanzhong
Xu, Ryan Doherty, Eli Collins, Clemens Meyer, Eliza
Rutherford, Erica Moreira, Kareem Ayoub, Megha
Goel, Jack Krawczyk, Cosmo Du, Ed Chi, Heng-
Tze Cheng, Eric Ni, Purvi Shah, Patrick Kane, Betty
Chan, Manaal Faruqui, Aliaksei Severyn, Hanzhao
Lin, YaGuang Li, Yong Cheng, Abe Ittycheriah,
Mahdis Mahdieh, Mia Chen, Pei Sun, Dustin Tran,
Sumit Bagri, Balaji Lakshminarayanan, Jeremiah
Liu, Andras Orban, Fabian Güra, Hao Zhou, Xiny-
ing Song, Aurelien Boffy, Harish Ganapathy, Steven
Zheng, HyunJeong Choe, Ágoston Weisz, Tao Zhu,
Yifeng Lu, Siddharth Gopal, Jarrod Kahn, Maciej
Kula, Jeff Pitman, Rushin Shah, Emanuel Taropa,
Majd Al Merey, Martin Baeuml, Zhifeng Chen, Lau-
rent El Shafey, Yujing Zhang, Olcan Sercinoglu,
George Tucker, Enrique Piqueras, Maxim Krikun,
Iain Barr, Nikolay Savinov, Ivo Danihelka, Becca
Roelofs, Anaïs White, Anders Andreassen, Tamara
von Glehn, Lakshman Yagati, Mehran Kazemi, Lu-
cas Gonzalez, Misha Khalman, Jakub Sygnowski,
Alexandre Frechette, Charlotte Smith, Laura Culp,
Lev Proleev, Yi Luan, Xi Chen, James Lottes, Nathan
Schucher, Federico Lebron, Alban Rrustemi, Na-
talie Clay, Phil Crone, Tomas Kocisky, Jeffrey Zhao,
Bartek Perz, Dian Yu, Heidi Howard, Adam Blo-
niarz, Jack W. Rae, Han Lu, Laurent Sifre, Mar-
cello Maggioni, Fred Alcober, Dan Garrette, Megan
Barnes, Shantanu Thakoor, Jacob Austin, Gabriel
Barth-Maron, William Wong, Rishabh Joshi, Rahma
Chaabouni, Deeni Fatiha, Arun Ahuja, Gaurav Singh
Tomar, Evan Senter, Martin Chadwick, Ilya Kor-
nakov, Nithya Attaluri, Iñaki Iturrate, Ruibo Liu,
Yunxuan Li, Sarah Cogan, Jeremy Chen, Chao Jia,
Chenjie Gu, Qiao Zhang, Jordan Grimstad, Ale Jakse
Hartman, Xavier Garcia, Thanumalayan Sankara-
narayana Pillai, Jacob Devlin, Michael Laskin, Diego

2108

https://arxiv.org/abs/2205.12005
https://arxiv.org/abs/2205.12005
https://arxiv.org/abs/2301.12597
https://arxiv.org/abs/2301.12597
https://arxiv.org/abs/2301.12597
https://arxiv.org/abs/2304.08485
https://arxiv.org/abs/2206.08916
https://arxiv.org/abs/2206.08916
https://arxiv.org/abs/2206.08916
https://arxiv.org/abs/2310.02255
https://arxiv.org/abs/2310.02255
https://doi.org/10.18653/v1/2022.findings-emnlp.430
https://doi.org/10.18653/v1/2022.findings-emnlp.430
https://www.openai.com/gpt-4o
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2302.00952
https://arxiv.org/abs/2302.00952


de Las Casas, Dasha Valter, Connie Tao, Lorenzo
Blanco, Adrià Puigdomènech Badia, David Reitter,
Mianna Chen, Jenny Brennan, Clara Rivera, Sergey
Brin, Shariq Iqbal, Gabriela Surita, Jane Labanowski,
Abhi Rao, Stephanie Winkler, Emilio Parisotto, Yim-
ing Gu, Kate Olszewska, Ravi Addanki, Antoine
Miech, Annie Louis, Denis Teplyashin, Geoff Brown,
Elliot Catt, Jan Balaguer, Jackie Xiang, Pidong Wang,
Zoe Ashwood, Anton Briukhov, Albert Webson, San-
jay Ganapathy, Smit Sanghavi, Ajay Kannan, Ming-
Wei Chang, Axel Stjerngren, Josip Djolonga, Yut-
ing Sun, Ankur Bapna, Matthew Aitchison, Pedram
Pejman, Henryk Michalewski, Tianhe Yu, Cindy
Wang, Juliette Love, Junwhan Ahn, Dawn Bloxwich,
Kehang Han, Peter Humphreys, Thibault Sellam,
James Bradbury, Varun Godbole, Sina Samangooei,
Bogdan Damoc, Alex Kaskasoli, Sébastien M. R.
Arnold, Vijay Vasudevan, Shubham Agrawal, Jason
Riesa, Dmitry Lepikhin, Richard Tanburn, Srivat-
san Srinivasan, Hyeontaek Lim, Sarah Hodkinson,
Pranav Shyam, Johan Ferret, Steven Hand, Ankush
Garg, Tom Le Paine, Jian Li, Yujia Li, Minh Gi-
ang, Alexander Neitz, Zaheer Abbas, Sarah York,
Machel Reid, Elizabeth Cole, Aakanksha Chowdh-
ery, Dipanjan Das, Dominika Rogozińska, Vitaliy
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We provide additional details in this section
which further elucidate the claims and contribu-
tions of the paper. It’s divided into the following
sections:

• Prompts Details. (Appendix A)

• Open-Source Llama as the Reasoner (Ap-
pendix B)

• Perceiver Ablation (Appendix C)

• Experiments on a Small Clean Subset (Ap-
pendix D)

• Qualitative analysis (Appendix E)

• Ablation Metrics (Appendix F)

• WikiTilo Ablations (Appendix G)

A Prompts Details

We list the most prominent prompts used by us in
our experiments.

A.1 Perceiver Prompts

Keywords
" " "
USER : <image >
What a r e t h e keywords o f t h i s image ?

Answer w i th t h e keywords on ly and
s e p a r a t e w i th commas .

S h o r t Answer : ASSISTANT :
" " "

Text OCR
" " "
USER : <image >
What
a r e t h e words shown i n t h i s image .
S h o r t Answer : ASSISTANT :
" " "

Celebrity Once we locate a people/person entity,
we check if it’s a celebrity. If it is, then who.
Check Celebrity

" " "
USER : <image >
Are you c o n f i d e n t t h a t t h i s p e r s o n i s

famous ?
Answer wi t h yes o r no : ASSISTANT :
" " "

Get Celebrity Name
" " "
USER : <image >
What i s t h e name of t h i s c e l e b r i t y

t h a t you a r e most c o n f i d e n t w i th ?
ASSISTANT :

" " "

A.2 Reasoner Prompts

Concrete Keywords
" " "
"{ e v e n t }"
"{ keywords }"
Above t e x t s a r e d e s c r i b i n g an same

e v e n t . P l e a s e c o n c l u d e t h e e v e n t
wi th no more t h a n 5 words . Keep
your answer i n f o r m a t i v e , s h o r t
and c o n c i s e .

S h o r t Answer :
" " "

Get Location Candidate
" " "
"{ e v e n t }"
{ keywords }"
Do any of t h e above t e x t c o n t a i n s

l o c a t i o n i n f o r m a t i o n such as c i t y
, c o u n t r y o r c o n t i n e n t ? I f yes ,
p l e a s e answer t h a t c i t y , c o u n t r y
o r c o n t i n e n t . Othe rwise , answer
No .

S h o r t Answer :
" " "

Get Time Candidate
" " "
"{ t i m e _ c l u e }"
Given above i n f o r m a t i o n , p l e a s e

ground a s p e c i f i c y e a r o r month
o r d a t e from i t and answer wi th
i t on ly . I f you can n o t f i n d a
da t e , answer No .

S h o r t Answer :
" " "

A.3 Noise Filter

Check Confidence of Location
" " "
USER : <image >
Are you c o n f i d e n t t h i s image was

t a k e n i n { l o c }?
S h o r t Answer : ASSISTANT :
" " "

Check Confidence of Date
" " "
USER : <image >
Are you c o n f i d e n t t h i s image was

t a k e n on { d a t e }?
S h o r t Answer : ASSISTANT :
" " "

B Open-Source LLama as the Reasoner

We seek to understand what would happen if we
used open-sourced LLMs as the Reasoner instead
of proprietary GPT models. As such, we com-
pare a state-of-the-art LLaMA 3.1 (Touvron et al.,
2023) against ChatGPT. We couldn’t compare it
against the larger LLaMA version due to limited
compute availability. As shown in Table 8, Llama
3.1 performs poorly against ChatGPT. ChatGPT
as a reasoner achieves 0.30 and 22.99 in Time and
Location (standardized) accuracy, and X-F1β of
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Time Location

Model Acc(%) X-F1β Std. Acc (%) X-F1β
BLiP2 0.30 32.27 17.41 43.59
LLaVA 0.23 43.26 7.85 25.92

PuzzleGPT 0.30 43.72 22.99 51.04
PuzzleGPT(LLaVA) 0.30 43.46 13.71 31.92

Table 7: Performance drops when switching from BLiP2 to LLaVA in PuzzleGPT. We discovered a significant drop
on location performance, which is consistent to the location performance gap between BLiP2 and LLaVA. With a
stronger perceiver, a better performance might be expected.

Time Location
Reasoner Acc(%) X-F1β Std. Acc(%) X-F1β

ChatGPT 0.30 43.72 22.99 56.11
Llama 3.1 8B 0.15 27.09 7.53 20.18

Table 8: We ablate the models we use for the reasoner.
The result shows our method with ChatGPT as reasoner
significantly outperforms Llama 3.1.

43.72 and 56.11. ChatGPT significantly outper-
forms the result with Llama 3.1 in both tasks and
metrics, indicating open-source models may not be
best suited for our task.

C Perceiver Ablation

We ablated the performance of our BLIP-2 per-
ceiver by replacing it with LLaVA. The results are
shown in Table 7. Using BLiP2 as the perceiver
outperformed using LLaVA, especially on location
scores. This might be due to LLaVA’s worse perfor-
mance on location reasoning compared to BLiP2.
For time Example-F1, using LLaVA as perceiver
scored 43.46 with a brevity penalty, which is still
better than the LLaVA baseline. This suggests us-
ing different backbones as the perceiver will inher-
ently affect the models’ output nature but generally
elevate the performance compared to the backbone.

D Experiment on a Small Clean Subset

One potential reason for the VLMs’ consistently
low performance on the TARA dataset could be its
inherent difficulty, even for humans, in inferring
the time and location from the images. To explore
this, we manually selected 50 data points where the
images were considered informative and indicative
of time and location. We then conducted exper-
iments on this subset. The results, shown in Ta-
ble Table 9, demonstrate a significant performance
improvement for our method, while BLIP2 and
LLaVA did not show similar improvements. This
suggests that although some data points in TARA

Time Location

Model Acc(%) X-F1β Acc(%) X-F1β

BLiP2 4.88 38.59 22.92 38.55
LLaVA 9.76 43.25 22.92 40.34

PuzzleGPT 12.20 46.24 35.42 57.75

Table 9: Experiments conducted on a smaller (50)
subset that are manually selected by the human evaluator.
Instances in this dataset are considered information-rich,
while generative VLMs failed to receive performance
improvement.

are extremely challenging, the consistent marginal
performance of BLIP2 and LLaVA indicates their
inability to effectively handle the dataset’s visual
clues. In contrast, PuzzleGPT exhibited a notable
improvement, highlighting its robustness and supe-
rior ability to utilize information from the image.

E Qualitative Analysis

We conducted case studies on TARA for qualita-
tive analysis to further demonstrate PuzzleGPT’s
effectiveness. In Figures 10, and 11, we show some
additional positive and negative case studies of our
system. Our analysis of failure cases led us to ob-
serve that failure typically occurs when the given
image lacks unique landmarks, events, or people.
For example, a generic image showing a crashed
plane (Figure 10 top) gives little clue about the spe-
cific location. Or a politician speaking at a press
conference (Figure 10 bottom) provides little to no
evidence to deduce time.

F Ablation Metrics

The accuracy metric measures the exact matching
of open-ended labels in TARA. As such, all models
record lower accuracy as compared to the more
relaxed F1-based metric (as illustrated in Table 1,
Table 2 and the original TARA dataset paper). The
minor difference in accuracy metric makes abla-
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I thought this is 
rescue image, and 

I also find that 
there are boats 
and a crashed 

plane! There are 
also text showing 

'US AIR'!

Based on the text 'US AIR', the location
might be United States

Well, based on the given information I am 
only confident that this is a marine rescue 
and might be in US. Let's search!

Search Keys:
When USAir and US Airways, the rescue of a plane that 
crashed into the water, a fire boat and a rescue boat 
photo
...

Hey! I do have 
found some web 
pages, but I do 
not think, based 
on the given 
image, that they 
are relevant. In 
that case I may 
need to abandon 
them.

Boats:

Snippet: Passengers and crew standing 
on the wings of a US Airways plane after 
it made an emergency landing in the 
Hudson River, New York City, January 
15, 2009.

Snippet: Sixty years ago on 
Sept. 23, 1962, Flying Tiger 
Flight 923 took off from 
Gander, Newfoundland, 
headed for Germany. 
Seventy-six souls boarded the 
aircraft..

Well, in this 
case we are 
only able to 

say this 
image was 
taken in the 

united states, 
and we can 

not find a very 
exact time for 

it.

Text:

Snippet: A US Airways jetliner with 
155 people aboard lost power in both 
engines, possibly from striking birds, 
after taking off from La Guardia 
Airport on Thursday afternoon...

Score: 59.42 Score: 46.60 Score: 43.61

I thought there is a 
celebrity, and I also 
find that this is an 
press conference! 

There are 
microphones are 

also special!

Based on Francois Sarkozy : France
Based on press conference: Not Sure
Based on microphone: Not Sure

The celebrity is Francois Sarkozy, french 
president.

This might be taken in France. He served 
between 2007-2012. Let's do the search!

Search Keys:
When Francois Sarkozy press briefing microphone 

photo
...

Hey! I searched 
online and found a 
webpage that are 

really close to 
what we have!

Let find the 
corresponding 

time and location!

Celebrity:

Clothes:

Snippet: Jean Sarkozy, son of new 
French president Nicolas Sarkozy, 
attends the Men Semi-Finals of 
the French Open at Roland Garros 
in Paris, France on June 8, 2007. 
Photo by ABACAPRESS.COM 
Stock Photo - Alamy

Snippet: Jan 18, 
2014 ... When, at 
a press 
conference, a 
reporter from Fox 
News asked 
whether ..Score: 51.34 Score: 42.59

Based 
on given 
informati
on, I can 
also say 
this was 
possibly 
taken in 
France, 

and 
around 
2010

Snippet: Apr 26, 2024 ... 
France's 'paper of reference' 
has had mixed relations with 
each of the eight presidents 
of the Fifth Republic, trying 
to balance its role as\xa0..

Score: 46.27

Figure 10: Two samples for negative case studies.

Models Time Acc(%) Time Prec Time F1

PuzzleGPT (I-I) 71.90 70.63 72.61
I-T Retrieval 71.33 64.65 63.60

Table 10: I: Image. T: Text. Image-image matching on
WikiTilo still works better than image-text matching.

Models Time Acc(%) Time Prec Time F1

PuzzleGPT 71.90 70.63 72.61
w/o Filtering 70.15 60.75 59.23
w/o Retrieval 70.68 66.20 63.12

Table 11: Noise Filter and Retriever are also useful
in solving WikiTilo tasks. Performance drops when
removing either of them.

tions tricky and hard to assess. The strengths/weak-
nesses of our components are better reflected in
the F1-based metric. As such, we report F1-based
metrics for all our ablations.

G WikiTilo Ablations

Tables 10 and 11 present the ablation experiments
for retrieval and filtering described in Section 4.1
on WikiTilo.

Table 10 shows that replacing image-image
matching with image-text matching decreases the

accuracy of time prediction by 0.57%, and the pre-
cision and F1 by 5.98% and 9.01%, respectively.
This result reinforces our earlier findings on TARA
that image-image matching is more effective for
this task.

Similarly, Table 11 demonstrates the benefits of
external knowledge in determining the time period
of an image. Retrieval and filtering improve ac-
curacy, precision, and F1 by 1.22%, 4.43%, and
9.49%, respectively, while unfiltered noisy com-
biner causes the performance to degrade by 1.78%,
9.88%, and 13.38% on accuracy, precision, and
F1, respectively. These results further support our
argument in Section 4.1 that external knowledge
and filtering are valuable.
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I thought there is a 
statue, and I also 
find that this is an 

event include 
monuments and 

lights! TEXT BLM 
are shown!

Based on Statue: United States
Based on TEXT: United States, 2020s
Based on Monument: Not Sure
Based on BLM and Monument:United 
States, 2020s....

This seemed to be monument in front of a 
statue with TEXT BLM. There were lights, 

and it was on Let's do the search!

Search Keys:
When BLM Statue Monument Light Photo

...

Hey! I searched 
online and found a 
webpage that are 

really close to 
what we have!

Let find the 
corresponding 

time and location!

Statue:

Text:

Snippet: Jul 21, 2020 ... Amid 
the reckoning over Confederate 
monuments in the US, the 
repurposed statue has become a 
meeting place for people to 
gather, protest,\xa0...

Snippet: Photos 
show how the 
Robert E. Lee 
statue in Virginia 
has been reclaimed 
to support the 
Black Lives Matter 
movementScore: 79.62 Score: 92.96

I agree! 
The time 

and 
location 
of this 
image 

are 
2020s 
and 

Virginia!

Snippet: Attached Snippet:
Jul 9, 2021 ... Police lights were 
visible down Monument Avenue 
in either direction. ... statue for a 
photo. “Even if he doesn't ... 
Black Lives Matter.

Score: 87.24

Monum
ent:

Figure 11: Another positive case study.
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