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Abstract

The growing use of social communication plat-
forms has seen women facing higher degrees
of online violence than ever before. This paper
presents how a deep learning abuse detection
system can be applied to inappropriate text di-
rected at women on social media. Because of
the diversity of languages and the casual na-
ture of online communication, coupled with
the cultural diversity around the world, the de-
tection of such content is often severely lack-
ing. This research utilized Long Short-Term
Memory (LSTM) for abuse text detection in
Malayalam and Tamil languages. This model
delivers 0.75, a high F1 score for Malayalam,
and for Tamil, 0.72, achieving the desired bal-
ance of identifying abuse and non-abusive con-
tent and achieving high-performance rates. The
designed model, based on the dataset provided
in DravidianLangTech@NAACL2025 (shared
task) comprising code-mixed abusive and non-
abusive social media posts in Malayalam and
Tamil, showcases a high propensity for detect-
ing accuracy and indicates the likely success
of deep learning-based models for abuse text
detection in resource-constrained languages.

1 Introduction

The digital era has changed how people interact
with each other and the rest of the world. Through
social media, people can communicate with others
who are oceans apart, share and experience events,
and give opinions on matters openly. Social me-
dia has, however, advanced into a popular space
that allows people to engage in passive yet harmful
behaviours, most notably gendered abuse (De la
Parra-Guerra et al., 2025). Some of the most com-
mon examples of these forms of abuse include the
use of derogatory, threatening, or even demeaning
language directed towards women and other tar-
gets (Gonzalez et al., 2025). This paper aims to
comprehend the phenomena of aggressive Tamil
and Malayalam language texts targeting women

in social media by trying to find the patterns of
the abuse and providing effective measures against
them. Abusive language, particularly in social me-
dia, is communication intended to cause emotional
or physical harm to others by using harmful or of-
fensive verbal or textual content (Sinclair et al.,
2025). Such verbal abuse may come in the form
of name-calling, vulgar threats, and even sexual
harassment. It is also aimed towards people who
fall into specific categories, like women, ethnic
minorities, or people from lower economic status.
When this abuse is directed at women, it lacks com-
passion at its core, and this type of internet abuse
is very damaging because it inflicts grave psycho-
logical, social and economic harm while reinforc-
ing abuse of gender discrimination. The reason
that understanding such abusive texts in Tamil and
Malayalam is essential is due to a rise in online
abuse within the South Indian linguistic paradigm.
Among Indian languages, Tamil and Malayalam
are among the most widely spoken. And their
speakers form a vast and diverse population on
social media. However, there have been no sys-
tematic studies on the use of abusive language in
these languages and its impact on the dominant
gender, particularly women. This understanding
is necessary to form protective measures against
unrelenting online abuse towards women in Tamil
and Malayalam languages. In addition, these re-
gional languages need to be studied to formulate
more effective strategies focusing on prevention.
The abuse is commonly used as a means to silence
women, intimidate them, or disparage their voices
in public debates, especially for women who speak
about matters dealing with politics, gender, or so-
cial justice issues. For instance, women journal-
ists, activists, and other women in powerful and
visible public positions experience extreme forms
of online abuse across all platforms, even in En-
glish, Spanish or Arabic. The verbal abuse is aimed
at asserting supremacy over women and lowering
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their self-esteem to the point where they are afraid
to speak in public spheres (Albladi et al., 2025).
There is ample literature that documents the issue
of online abuse of women in different languages
(Priyadharshini et al., 2022b, 2023b). Still, much
less research has been done on how such abuse
exists in Dravidian languages such as Tamil and
Malayalam. The construction of identity is based
on the language, and those regional languages that
shape identity also come with cultural baggage that
defines the abuse. Traditional gender norms, social
discrimination, and particular dialects may deter-
mine the form that violence and abuse will take in
Tamil and Malayalam. Hence, it deliberately illus-
trates the need to design an abusive text detection
strategy for Malayalam and Tamil, incorporating in-
formal language structures on various social media
platforms.

2 Related Works

Existing models on abusive text detection have
been successful in languages such as English, but
their feasibility for languages like Malayalam and
Tamil with less annotated data has been largely
unexplored. These languages are uniquely differ-
ent from English as both are Dravidian languages
(Chakravarthi et al., 2021; Priyadharshini et al.,
2023a), making the application of existing models
impractical. Moreover, the challenge intensifies
because large-scale annotated data for these lan-
guages are not available to the public. The infor-
mal use of language on social networks adds to the
problem. For example, the frequent use of slang,
abbreviations, code-mixing, and code-switching
creates more problems for the existing text clas-
sification models. The following section outlines
key findings from recent studies addressing this is-
sue. Machine learning has been widely adopted to
classify abusive language over the past few years.
Support Vector machines (SVM), Random forests,
and Naive Bayes classifiers have been used in (Mah-
mud et al., 2024; Thavareesan and Mahesan, 2019)
to categorize abusive language using pre-defined
features of the text. Nevertheless, a lot of them
(Aljero and Dimililer, 2020; HaCohen-Kerner and
Uzan, 2021) depend on excessive feature engineer-
ing, such as the formation of words or n-grams
for hate speech detection. However, the emer-
gence of deep learning has enormously impacted
text classification processes and detecting abuses
in text. RNNs and their later developments, Long

Short-Term Memory (LSTM) networks, are used in
(Zhang, 2024; Al-Qerem et al., 2024). Gated Recur-
rent Units (GRUs) are highly efficient in compre-
hending sequential information and perfect for text.
These models can understand the relation between
words and phrases in contexts, which helps identify
abuses in context-sensitive language. More recent
approaches, such as BERT, which is a transformer
model, have been successful in (Tarun et al., 2024)
over earlier methods of abusive text detection due
to the model’s ability to comprehend higher levels
of representation semantics. The problem of abu-
sive text detection in languages with relatively little
data is complex. The presence of low-quality an-
notated datasets for languages such as Malayalam
and Tamil makes it harder for models to be trained
and to attain performance standards. In addition,
the informal language that includes slang, code-
mixing, code-switching, and dialect makes it even
more challenging to detect abuse consistently and
is also highlighted in (Priyadharshini et al., 2022a;
Subramanian et al., 2024). Efforts carried out in
languages with limited resources have shown that
there is a need to develop a specific approach for
such languages that considers a language’s unique
features.

3 Methodology

This section describes the detection of abusive text
in the Malayalam and Tamil languages using an
LSTM. The methodology comprises the following
steps: dataset gathering, feature extraction, model
training, and evaluation. Figure1 illustrates the
general pipeline used for the text detection system.
The user-generated content from YouTube, a so-
cial media platform where women are abused, is
the source from which a dataset of abusive and
non-abusive text is compiled. This data set is gath-
ered from (Rajiakodi et al., 2025), the shared task
DravidianLangTech@NAACL2025, and contains
text samples in Malayalam and Tamil. The steps
utilized for the detection system are elaborated in
Algorithm 1.

3.1 Datasets

Here, we focus on two specifically code-mixed
datasets: Malayalam code-mixed, which contains
text that has both Malayalam and English words,
and Tamil code-mixed text, which contains text that
has both Tamil and English. Here, we focus on two
specifically code-mixed datasets: Malayalam code-
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Figure 1: Text Detection System Pipeline

mixed, which contains text that has both Malay-
alam and English words, and Tamil code-mixed
text, which contains text that has both Tamil and
English. Table 1 describes the detailed statistics of
both datasets. Both include text data categorized as
abusive or non-abusive.

Training Data Validation Data
Abusive Non-

Abusive
Abusive Non-

Abusive
T 1366

(49%)
1424 (51%) 278

(46%)
320 (54%)

M 1531
(52%)

1402 (48%) 303
(48%)

326 (52%)

Table 1: Statistics of the dataset used for Tamil (T) and
Malayalam (M).

3.2 Preprocessing

Before being used for analysis, text data goes
through various cleaning and standardization steps,
an essential step in almost every Natural Language
Processing task. First, all text is translated into low-
ercase format. While this addresses the need for the
first essential step for cleaning and standardizing
text data, it also ensures no capitalization issues oc-
cur. Then, the unwanted spaces are removed from
the dataset. As a result of checking whether the
data has been prepared adequately for analysis, it
serves as the basis for developing an efficient text
classification model. Text data in the model under-
goes tokenization, transforming each word into a
unique number. The models scarcely use an exten-
sive vocabulary and don’t entertain less common
words. The tokenized text is also padded so that all
input data has the same shape.This preprocessed
data is fed into the model for training.

3.3 Our Approach

The model used in this study is an LSTM, a spe-
cific RNN structure capable of working with se-
quences like string text. An architecture of this

type includes an embedding layer, LSTM layer,
and dense output layer. Word indices are mapped
to fixed-sized dense vectors by the embedding layer.
In contrast, the spatial dropout layer, which is set
over the embedding layer, decreases overfitting for
the model by setting a proportion of the embed-
ding inputs to blank. The LSTM layer maintains
the sequential relationships among the words. To
avoid overfitting, dropout is used with both the in-
put and recurrent connections. The dense output
layer has two units enhanced with a sigmoid activa-
tion function for 2 class target variables. The model
is compiled with Adam as the optimiser and binary
cross-entropy loss, performing well for binary clas-
sification problems. During training, the model
accuracy throughout evaluation is maintained. The
model is trained for five epochs with a batch size
of 64. The hyperparameter settings used to train
the model are shown in the table 2. The validation
data assesses the model’s performance on the new
test datasets that the model has not seen after every
epoch. The metric F1-score is used to check the
model’s performance.

Parameters Value

Embed Units EMBEDDING_DIM = 100

Hidden Units
(LSTM)

100

Dropout 0.2

Optimizer Adam

Batch Size 64

Loss Binary Crossentropy

Epochs 5

Activation Sigmoid

Table 2: Hyperparameter Table
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Algorithm 1 Text Classification for Abusive Lan-
guage Detection using LSTM
Input: Dataset D with Text Sequences S
Output: Categories [Abusive or Non−Abusive].
The input sequences are tokenized.

Tokenized(S) = [t1, t2, t3, ..., tn]

where ti is the token for word wi.
Using an embedding layer, each token ti is mapped
to a dense vector representation.

Embedding(ti) = (ei1, ei2, ei3, ..., eid)

where ei represents the embedding vector for token
ti.
The embeddings are passed through the LSTM, and
the output is a sequence of hidden state vectors:

hi = LSTM(ei, hi−1)

where hi is the hidden state at time step i, and hi−1

is the previous hidden state.
The final hidden state hn is used for classification.
The dense layer produces a vector ylogits for the
final prediction:

ylogits = Whn

where W is the weight matrix and hn is the final
hidden state.
The output probabilities are calculated:

p(y) = [p(0), p(1)]

where p(0) is the “Non-Abusive” class probability,
and p(1) is the “Abusive” class probability.
The binary cross-entropy loss function is used to
measure the discrepancy between the predicted
probabilities:

BC Loss = −
N∑

i=1

yi log(pi)+(1−yi) log(1−pi)

where N is the number of samples in the batch, yi
is the actual label for the i-th sample, and pi is the
predicted probability for the i-th sample.

4 Results

The model improved the accuracy of the Tamil
code mixed dataset throughout the training epochs.
The accuracy result is 78.48%, and the F1 score
is 0.7207 for the Tamil test set. The model placed
18th, with an impressive quantitative score. The
model also improved significantly during the train-
ing epochs for the Malayalam code mixed dataset.
The accuracy achieved was 73.50, and an F1 score
of 0.7571 from the Malayalam dataset, showing
balanced classification results. It is impressive that
the model ranked 1 for Malayalam in the shared
task.The table 3 shows the results achieved through
our approach. The model handled the Tamil and
Malayalam datasets well, making it the best model
for this category.

Team Name Language F1 Rank

Habiba A,
Aghila G
(This work)

Malayalam 0.7571 1

Tamil 0.7207 18

Table 3: Result Achieved

5 Discussions

Although our model performed well, we recognize
the weaknesses of the LSTM architecture. In fu-
ture, we have a strategy to resolve developmental
possibilities, such as looking into more complex
neural networks, incorporating more factors such
as sentiment, and taking advantage of more signifi-
cant and varied datasets.

6 Conclusion

This paper outlines a methodology wherein deep
neural networks detect abusive texts in multiple lan-
guages, especially those that lack sufficient training
data, like Malayalam and Tamil. Using RNNs and
their ability to detect patterns, we aim to create an
accurate model for abuse text detection in women.
The findings, as appreciated, need an elaboration
on concepts like an informal conversation, the use
of idioms, and the absence of sufficient labelled
datasets. The model is trained for each particular
language separately to accommodate their diverse
alterations in abusive language.

7 Error Analysis

While the LSTM model used on Tamil and Malay-
alam hate speech shows excellent accuracy, espe-
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cially with true positives, it faces challenges with
false positives and other classed errors within a
supposedly balanced dataset. This particular be-
haviour needs much attention and improvement on
the model’s discrimination capabilities. Evaluation
of the model’s performance through comprehensive
validation and test set analyses is vital for determin-
ing performance generalizability. Some of the out-
lined tactical changes include changing the degree
of false positive identification and incorporating
large language models for optimization.

8 Limitations

The pertinent issues of this analysis are the inade-
quacy of the annotated dataset for both Malayalam
and Tamil—more significant datasets aid model
effectiveness and generalizability. The preprocess-
ing and classification of such texts are complicated
due to the lack of their formal quality. And indeed,
language, as used in social media, constructed with
informal terms, regional variations, and shortened
expressions, is highly challenging. Most of these
phrases lack grammatical structure, which hinders
traditional models from determining the sentiment
of the text. Both these languages, Malayalam and
Tamil, are classified under the same Dravidian lan-
guage family yet differ in morphology, syntax, se-
mantics and other unique factors.

Ethics Statement

We maintain compliance with ACL guidelines in
participating DravidianLangTech@NAACL2025
shared task, as well as our commitment to ethical
research practices. No ethical issues or conflicts
of interest emerged throughout the duration of this
research.
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