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Abstract

Misogyny memes, a form of digital content,
reflect societal prejudices by discriminating
against women through shaming and stereo-
typing. In this study, we present a multi-
modal approach combining Indic-BERT and
ViT-base-patch16-224 to address misogyny
memes. We explored various Machine Learn-
ing, Deep Learning, and Transformer mod-
els for unimodal and multimodal classification
using provided Tamil and Malayalam meme
dataset. Our findings highlight the challenges
traditional ML and DL models face in under-
standing the nuances of Dravidian languages,
while emphasizing the importance of trans-
former models in capturing these complexities.
Our multimodal method achieved F1-scores of
77.18% and 84.11% in Tamil and Malayalam,
respectively, securing 6th place for both lan-
guages among the participants.

1 Introduction

Memes have evolved into a prevalent form of com-
munication in today’s digital landscape. These con-
cise pieces of content blend images and text, mak-
ing them highly engaging to humorously convey
complex ideas and emotions. However, the rapid
dissemination of memes can also be exploited to
spread harmful narratives particularly misogyny. A
concerning trend is the frequent sharing of memes
that objectify women, promote gender-based vi-
olence and propagate harmful stereotypes (Chen
et al., 2024a). Further amplifying this issue, nearly
73% of the women surveyed out of over 900 media
workers from 125 countries have faced online vio-
lence according to a 2022 UNESCO report (Collett
et al., 2022). This unchecked rise of misogynistic
meme presents a significant threat to social har-
mony by normalizing misogynistic attitudes and
encouraging a toxic culture of gender-based vio-
lence. Therefore, effective mitigation strategies
are crucial to counter the negative impact of these

memes and ensure a more respectful and safer on-
line environment.

Recent research has begun to explore differ-
ent aspects of memes such as offensive and hate
driven content. However, majority of these stud-
ies have primarily focused on high resource lan-
guages (Singh et al., 2024; Chen et al., 2024b;
Fersini et al., 2021) and limited attention is given
to low-resource languages like Tamil and Malay-
alam. In these languages, the detection of misog-
ynistic content in memes remains underexplored,
despite significant growth of such content across so-
cial media platforms in these regions. The Shared
Task on "Misogyny Meme Detection" at Dravidi-
anLangTech@NAACL 2025 (Chakravarthi et al.,
2024) aims to fill this gap. As part of this shared
task, we developed a multimodal system capable
of analyzing both textual and visual elements of
memes in Tamil and Malayalam to accurately clas-
sify them as misogynistic or non-misogynistic. The
key contributions of this work are:

• Explored a variety of models (SVM+TF-IDF,
CNN, Bi-LSTM, XLM-R, mBERT) for text,
(VGG16, VGG19, ResNet50, ViT, Swin) for
image, and combinations of these for multi-
modal analysis to identify an effective method
for misogyny meme detection in Tamil and
Malayalam.

• Proposed a multimodal model to effectively
detect misogynistic memes.

2 Related Work

In recent years, research has focused on improv-
ing misogynistic meme detection due to the rise
of harmful content online. Addressing the chal-
lenge of misogynistic meme detection. Rehman
et al. (2025) designed a novel approach combining
MANM, GFRM, CFLM to enhance image-text in-
teraction, refine unimodal features and add content
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specific elements. This approach outperformed
existing methods by 11.87% and 10.82% in F1
score on MAMI and MMHS150K datasets, respec-
tively. Hasan et al. (2024) introduced the Ben-
gali Meme Dataset (AMemD), created to aid in
aggression detection in Bengali memes. Among
the models tested, the CNN combined with VGG16
achieved the highest F1 score of 0.738. Singh et al.
(2024) introduced a dataset of Hindi-English code-
mixed misogyny meme detection dataset and in-
vestigated different text-only, image-only and mul-
timodal models. For binary classification, their
multimodal model, BiT combined with MuRIL
BERT, achieved a Macro F1 score of 0.7319. For
multilabel classification, their combined BiT and
RoBERTa model achieved a Macro F1 score of
0.527. Likewise, Ahsan et al. (2024) also devel-
oped a Bengali aggressive meme dataset and uti-
lized the MAF approach which combines the CLIP
model for image encoding and Bangla-BERT for
text encoding. This method achieved a weighted F1
scroe of 0.742. Zhang and Wang (2022) proposed a
multimodal approach using CLIP and UNITER pre-
trained models, introducing an ensemble method
called PBR that achieved top performance in the
SemEval-2022 Task 5 with macro F1 scores of
0.834 and 0.731 for sub-task A and B, respectively.
By utilizing MMVAE model that integrates text and
image embeddings via a VAE for joint multi-task
learning. Gu et al. (2022) proposed a method that
achieved a macro F1 score of 0.723. Hakimov et al.
(2022) presented a multimodal architecture using
pretrained CLIP models for both text and image
feature extraction, incorporating an LSTM layer
for textual context and a fully connected layer for
image features. They achieved a macro-F1 score of
0.834. Zhou et al. (2022) tackled the MAMI task at
SemEval-2022 using ERNIE-ViL-Large with tech-
niques like biased word masking, image captioning,
ensemble learning, and Perspective API, achieving
a Macro F1 score of 0.793.

3 Dataset and Task Description

The Shared Task on "Misogyny Meme Detection"
(Chakravarthi et al., 2024, 2025) is a multimodal
machine learning challenge that aims to classify
misogynistic or non-misogynistic memes from so-
cial media platforms in Tamil and Malayalam lan-
guages. The presented dataset (Ponnusamy et al.,
2024) contains images and a CSV file with "im-
age_id", "labels", and "transcriptions" (text), cov-

ering both languages. The given dataset is divided
into three sets: train, dev and test. The Malay-
alam dataset is nearly balanced, while the Tamil
dataset is imbalanced. The statistics of the dataset
are given in Table 1.

Set Class Tamil Malayalam
Train Misogynistic 285 259

Non-misogynistic 851 381
Dev Misogynistic 74 63

Non-misogynistic 210 97
Test Misogynistic 89 78

Non-misogynistic 267 122

Table 1: Dataset distribution for misogyny meme detec-
tion

4 System Overview

This section outlines the methodologies and tech-
niques employed to tackle the problem of misogy-
nistic meme detection, encompassing data prepro-
cessing, feature extraction, and the development
of a multimodal classification framework integrat-
ing textual and visual modalities. The schematic
representation of our proposed methodology is il-
lustrated in Figure 1. The complete source code
implementation is available on GitHub1.

4.1 Data Preprocessing
To ensure data consistency and improve model per-
formance, we applied rigorous preprocessing steps
tailored to both textual and visual data.

Text Preprocessing: We cleaned the text data
by removing emojis, HTML tags, and duplicate en-
tries. Stopwords and punctuation were filtered out,
and tokenization was performed using subword-
based tokenizers for transformer-based models. Ad-
ditionally, Term Frequency-Inverse Document Fre-
quency (TF-IDF) (Takenobu, 1994) was employed
to extract statistical text features for classical ma-
chine learning models.

Image Preprocessing: All images were resized
to a uniform dimension and normalized to enhance
model stability. Data augmentation techniques, in-
cluding random flipping, rotation, and contrast ad-
justment, were applied to improve model general-
ization.

4.2 Models
To effectively classify memes in Tamil and Malay-
alam, we employed a combination of traditional

1https://github.com/MohiuddinPrantiq/CUET-NLP_
MP-DravidianLangTech-NAACL2025
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Figure 1: Schematic representation of the proposed
system.

machine learning, deep learning, and transformer-
based models, leveraging transfer learning to en-
hance performance without the need for extensive
training from scratch (Ibrahim et al., 2020).

4.2.1 Unimodal Models
The provided dataset contains both image and text
data, offering an opportunity to investigate individ-
ual unimodality models for text and image classifi-
cation.

Text Classification: Several models were tested
for text classification: SVM(Cortes and Vapnik,
1995), CNN(Kim, 2014), Bi-LSTM(Graves and
Schmidhuber, 2005), mBERT (Devlin, 2018), and
XLM-R (Conneau, 2019) for both Tamil and
Malayalam. SVM used a Linear kernel. CNN was
implemented with a vocab size of 10,000, an em-
bedding dimension of 100, 100 filters, 0.5 dropout,
and filter sizes of 3, 4, and 5. Bi-LSTM used
the same vocab size, dropout, and embedding di-
mension as CNN, with a hidden dimension of 256.
Both CNN and Bi-LSTM were trained for 5 epochs
with a batch size of 32. mBERT and XLM-R,
pretrained transformers from Hugging Face (Wolf,
2020), were trained for 3 epochs, with a batch size

of 16 and a learning rate of 2e-5.
Image Classification: For image classifica-

tion, we used pretrained models: VGG16, VGG19
(Simonyan, 2014), ResNet50 (He et al., 2016),
Google’s Vision Transformer (Alexey, 2020), and
Microsoft’s Swin Transformer (Liu et al., 2021)
for both Tamil and Malayalam memes. All models
were trained for 5 epochs with a learning rate of
1e-4, Adam optimizer, and a batch size of 32.

4.2.2 Multimodal Models
In this task, We need such a system that can ana-
lyze both text and images in memes (multimodal)
using separate branches for each data type. In our
exploration, Different models performed better for
each language and modality. For Tamil, SVM and
mBERT outperformed other models in text classifi-
cation, while ResNet50 and Swin performed better
in image classification. For Malayalam, SVM and
XLM-R were more effective in text, while VGG16
and Swin were superior for images. For multi-
modal analysis, we selected the top two models
from each modality in both languages and concate-
nated their features to improve prediction accuracy.
This resulted in four different combinations for
each language. All combinations were trained for
5 epochs with a learning rate of 2e-5.

4.2.3 Proposed Method
Our proposed multimodal fusion model integrates
IndicBERT (Kakwani et al., 2020) for textual rep-
resentation and ViT-Base-Patch16-224 (Wu et al.,
2020) for visual feature extraction. The feature em-
beddings from both modalities are concatenated
and passed through a dense classification layer.
This fused model was trained for 5 epochs with a
batch size of 16 and a learning rate of 2e-5, achiev-
ing the best overall performance.

5 Results and Analysis

Table 2 presents a comparative analysis of uni-
modal and multimodal approaches. In text clas-
sification, transformer models outperformed tradi-
tional ML and DL models, with mBERT achieving
58.29% in Tamil and XLM-R attaining 73.86% in
Malayalam, highlighting their strong contextual un-
derstanding. SVM+TF-IDF performed better than
CNN and Bi-LSTM, likely due to its efficiency in
handling smaller datasets.

For image classification, ResNet50 (68.71%)
and VGG16 (80.98%) surpassed vision transform-
ers, suggesting that optimized CNN architectures
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Model Tamil Malayalam
Text Classification

SVM+TF-IDF 57.69 65.38
CNN 31.50 50.65
Bi-LSTM 44.84 58.82
XLM-R 23.53 73.86
mBERT 58.29 56.49

Image Classification
VGG16 64.05 80.98
VGG19 21.57 77.94
ResNet50 68.71 75.95
ViT 66.24 73.28
Swin 67.88 80.82

Multimodal Classification
Tamil

SVM+ResNet50 45.53 -
SVM+Swin 41.92 -
mBERT+ResNet50 67.76 -
mBERT+Swin 64.10 -

Malayalam
XLM-R+VGG16 - 79.14
XLM-R+Swin - 82.58
SVM+VGG16 - 68.67
SVM+Swin - 72.73

Proposed Model
IndicBERT+ViT 77.18 84.11

Table 2: Comparison of Macro F1-scores across differ-
ent models on the test set.

remain competitive. However, the close perfor-
mance of Swin and ViT indicates vision transform-
ers’ potential when trained on larger datasets.

In multimodal classification, fusing textual
and visual features improved performance.
mBERT+ResNet50 reached 67.76% in Tamil,
while XLM-R+Swin achieved 82.58% in Malay-
alam. Our proposed IndicBERT+ViT model
obtained the highest F1-scores: 77.18% in Tamil
and 84.11% in Malayalam, demonstrating the
advantages of multimodal learning. The perfor-
mance gap between Tamil and Malayalam models
suggests that dataset characteristics, including
class balance and linguistic complexity, play a key
role.

Several key insights emerge from these results.
First, text classification performance was lower in
Tamil, likely due to class imbalance and the com-
plexity of Tamil script variations. Second, multi-
modal models consistently outperformed unimodal
models, reaffirming the importance of leveraging
complementary information sources. However, the
lower performance of mBERT+ResNet50 in Tamil
compared to ResNet50 alone suggests that feature

fusion strategies need refinement. Future work
could explore advanced fusion techniques, such
as attention-based feature alignment or adaptive
weighting, to enhance multimodal learning fur-
ther. Additionally, dataset balancing techniques
may help mitigate bias and improve model general-
ization, particularly in underrepresented classes.

5.1 Error Analysis
To gain deeper insights into the performance of our
proposed model, we conducted a comprehensive
error analysis encompassing both quantitative and
qualitative evaluations.

Quantitative Analysis
Figure 2 presents the confusion matrices for Tamil
and Malayalam meme classification.

Figure 2: Confusion matrices for Tamil and Malayalam
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The model achieved 82.02% accuracy in Tamil
(292/356) and 85.5% in Malayalam (171/200), with
higher misclassification rates for the positive class
(28% vs. 14.5% in Tamil, 5.7% in Malayalam).
This disparity stems from dataset imbalance, which
limited the model’s learning capacity. Notably,
the model performed 6.93% better in Malayalam,
likely due to a more balanced dataset.

Qualitative Analysis
Figures 3 and 5 highlight correct and incorrect
predictions for Tamil, while figures 4 and 6 do
the same for Malayalam. While the model ac-
curately classified misogynistic memes in some
cases, errors in others suggest an inability to cap-
ture nuanced distinctions, primarily due to dataset
imbalance. The limited dataset size may have also
restricted the model’s ability to learn diverse rep-
resentations, leading to misclassification in com-
plex cases. Furthermore, the simple concatenation-
based feature fusion strategy may not have ef-
fectively captured intricate relationships between
textual and visual modalities, causing the model
to overlook subtle cues that differentiate misogy-
nistic from non-misogynistic content. Please see
Appendix A for the visualization of the sample
memes.

Figure 3: Sample predictions in Tamil.

Figure 4: Sample predictions in Malayalam.

6 Conclusion

This study examined the performance of unimodal
and multimodal approaches using various machine
learning, deep learning, and transformer models
for misogynistic meme detection in Tamil and
Malayalam. The results show that the combina-
tion of Indic-BERT and ViT achieved the high-
est F1-scores of 77.18% and 84.11% in Tamil and
Malayalam, respectively. These findings highlight
the effectiveness of transformer models in both
unimodal and multimodal classification for this
task. To address the current constraints, future
work can explore improved fine-tuning strategies,
leverage large language models (LLMs) and alter-
native transformer architectures, and adopt more
sophisticated feature fusion techniques such as at-
tention mechanisms and cross-modal transformers.
Additionally, integrating Vision-Language Mod-
els (VLMs) such as CLIP (Radford et al., 2021)
and LXMERT (Tan and Bansal, 2019) could en-
hance multimodal understanding by jointly learn-
ing from textual and visual features in a more co-
herent manner. Further efforts in handling data im-
balance—including data augmentation, reweight-
ing strategies, SMOTE, class-weighted loss, and
adversarial training along with expanding dataset
size and diversity or incorporating a CNN-based
backbone with transfer learning could also improve
classification accuracy and robustness.

Limitations

Despite the strong performance of our proposed
approach, several limitations remain. One key
challenge is misclassification, likely influenced by
dataset imbalance, which affects generalization.
Additionally, our use of IndicBERT, which sup-
ports 12 Indian languages, may not extend effec-
tively to languages outside its training scope. An-
other constraint arises from our straightforward
feature fusion strategy, which relies on simple con-
catenation and may not fully capture the complex
interactions between textual and visual modalities.
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Figure 5: Sample memes in Tamil Figure 6: Sample memes in Malayalam
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