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Abstract

AI-generated text now matches human writ-
ing so well that telling them apart is very dif-
ficult. Our CIC-NLP team submits results for
the DravidianLangTech@NAACL 2025 shared
task to reveal AI-generated product reviews
in Dravidian languages. We performed a bi-
nary classification task with XLM-RoBERTa-
Base using the DravidianLangTech@NAACL
2025 datasets offered by the event organizers.
By training the model effectively, our experi-
ments distinguished between human and AI-
generated reviews with scores of 0.96 for Tamil
and 0.88 for Malayalam in the evaluation test
set. This paper presents detailed information
about preprocessing, model architecture, hyper-
parameter fine-tuning settings, the experimen-
tal process, and the results. The source code is
available on GitHub.1

1 Introduction

The fast growth of Large Language Models (LLMs)
now changes how natural language processing
works across many uses (Yigezu and Tesfaye,
2023; Kolesnikova and Ivanov, 2023; Adebanji
and Okoro, 2024; García-Vázquez and Rodriguez,
2023; Laureano and Calvo, 2024; Aguilar-Canto
and Ramirez, 2023; Ojo and Bello, 2024; Brown
and Leike, 2023; Abiola et al., 2025b,a). Computer
algorithms make Machine-generated text through
AI while showing human writing ability with lim-
ited human involvement. MGT has revolutionized
production through automated content creation, but
labs now must excel at recognizing MGT from
HWT texts, especially in situations demanding
proof like product evaluation.

Human authors create text that harnesses per-
sonal experiences to comprehend cultures and emo-
tions, which allows them to present detailed feel-
ings that fit perfectly into their context. According

1https://github.com/teddymas95/AI-generated-Product-
Reviews

to (Zhang et al., 2024), MGT shows language pre-
cision at its surface level but fails to achieve the
contextual synergy present in HWT. Underrepre-
sented Dravidian languages show distinct character-
istics that make their interpretation different from
other languages (Conneau et al., 2020; Ruder et al.,
2023).

Detecting MGT is essential for stopping online
lies and resolving ethical issues with AI-generated
content (Ansarullah, 2024; Floridi and Cowls,
2023). Language models built at scale need training
data that holds stereotypes to produce outputs that
follow established verbalization patterns(Gallegos
et al., 2024; Brennan and Greenstadt, 2023). These
computing system prejudices create analytical op-
portunities to tell actual human-written text from
machine-generated text through detailed language
marker inspection. Our team joins the Dravidian-
LangTech@NAACL 2025 Shared Task to create
AI-generated product review detection systems for
Tamil and Malayalam. Our work involved differ-
entiating AI-generated and human-written reviews
across Tamil and Malayalam using an exceptional
data resource that includes multiple language forms
from human writers and computer systems. Our
research used XLM-RoBERTa-Base, a transformer
model for multilingual text understanding (Liu and
Ott, 2023), as the basis for our experiment. Our
research confirms how the model understands var-
ied language styles and shows why different data
sets need separate treatment in AI content detection
technology.

Our methodology achieved macro average F1
scores of 00.96 for Tamil and 0.88 for Malayalam
on the evaluation test set. This paper’s main con-
tribution is to provide insights into preprocess-
ing, model architecture, hyperparameter tuning,
and evaluation. It correspondingly contributes
to the growing AI content detection research in
low-resource languages. Our work brings to the
forefront the potential of fine-tuned multilingual
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models for NLP in underrepresented languages
by addressing the complexity of multilingual AI-
generated texts.

2 Related Work

From here to the research, the focus was on finding
clear indicators of AI-generated content through
pattern detection or verbalization inconsistencies
(Maimone and Jolley, 2023; Aydin and Kara, 2023;
Clark et al., 2023). Nevertheless, with the develop-
ment of generative models regarding text genera-
tion quality and contextual coherence (Smith et al.,
2023; Brown et al., 2024), machine-generated text
increasingly became more complicated to differ-
entiate. As these advancements were made, tra-
ditional rule-based systems became not adequate,
pushing us into the field of deep learning ap-
proaches, in particular using transformer-based
models (Kierner et al., 2023; Chen and Wang, 2024;
Jurafsky and Martin, 2023). Natural language pro-
cessing (NLP) has come a long way, but trans-
former models have greatly improved it. Several
studies have shown them to be very strong at NLP
tasks such as sentiment analysis, text classification,
and data summarization (Soto et al., 2024; Hoang,
2024; Zhang et al., 2024; Ruder et al., 2023).

(Gupta and Verma, 2023) XLM-RoBERTa was
consistently widely preferred for Multilingual
tasks, especially in low-resource languages like
Tamil and Malayalam, due to its strong cross-
lingual performance (Conneau et al., 2020). In
particular, (Li et al., 2024) studied the issue of how
to build robust AI detection systems for varied text
types and multiple language models. The paper
emphasized the need to deal with text variability in
real-world text and showed how named entities and
structural details may help identify differences be-
tween AI-generated and human-written text, but
with slight differences as AI systems improve
(Brennan et al., 2023). (Fernández-Hernández
et al., 2023; Eyob et al., 2024) Performed a se-
ries of experiments with multilingual BERT for the
AuTexTification shared task at IberLEF 2023 con-
cerning distinguishing AI-generated texts (García-
Vázquez and Rodriguez, 2023). Their findings
demonstrated that fine-tuned transformer mod-
els could outperform traditional machine-learning
techniques without including metadata features like
readability and sentiment.

Also, (Kumar et al., 2024) looked at how
well hybrid transformer-based architectures deal

with linguistic diversity, specifically in classify-
ing texts from several domains (Joshi et al., 2024).
These studies have been restricted to high-resource
languages, and it remains challenging to detect
machine-generated text (MGT) in low-resource lan-
guages like Tamil and Malayalam (Chatterjee et al.,
2023; Kumar et al., 2023; Achamaleh et al., 2024).
As linguistically diverse and morphologically com-
plex as Hindi is, and scarce are large annotated
datasets, tailored methods are called. This work
proceeds prior work using XLM-Roberta in its mul-
tilingual capabilities, developing the detection of
AI-generated content in Dravidian languages and
outperforming state of the art.

3 AI vs. Human Text Detection

3.1 Dataset Analysis

The organizers provided datasets for training and
testing data through Google Drive(Premjith et al.,
2025). Each dataset consists of the following
columns: ID, DATA, and LABEL. The Label col-
umn contains two values: The datasets classify text
as HUMAN when humans compose it and AI when
AI systems produce it. Our primary objective is to
differentiate AI-generated text from human-written
content. The Tamil dataset includes 808 records of
AI-generated (405 texts) and human-written mate-
rial (403 texts). The Malayalam dataset provides
800 texts made by both AI generators and humans,
with 400 texts in each group. The team made this
dataset to represent normal content variations in
real-world data, supporting high-quality model test-
ing and training. During this task, the datasets
were split into training, validation, and testing sets,
enabling the fine-tuning of our XLM-RoBERTa-
Base model. The balanced class distribution in the
datasets contributed to achieving reliable and unbi-
ased model performance across Tamil and Malay-
alam.

3.2 XLM-RoBERTa-Base

We used the Transformers Library from Hugging
Face and fine-tuned the XLM-RoBERTa Base, a
multilingual transformer model for binary Tamil
and Malayalam text classification. To prepare and
format the dataset and satisfy the model’s input
needs, we respected specific tokenization and in-
herent linguistic caveats about these languages.
Our team then processed the dataset by passing
it through the XLM-RoBERTa tokenizer to pre-
pare for training and testing. Our method included
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Figure 1: Malayalam Confusion Matrix

adding dropout to prevent model overtraining and
saving checkpoints during training to pick the ver-
sion that did best according to validation metrics.
We adopted a cosine-annealing learning rate sched-
ule to stabilize training and improve the final model
performance. This paper provides the methodology
of adapting to use XLM-RoBERTa-Base effectively
for this task. Section 4 explains how we prepro-
cessed the dataset, encoded the text, and were ready
for further analysis.

4 System Setup and Experiments

4.1 System Setup

We trained the XLM-RoBERTa-Base model as a
multilingual transformer architecture tuned to iden-
tify pairs of binary classes in Tamil and Malayalam
language datasets. The datasets were preliminary
processed by Hugging Face AutoTokenizer, which
turned text entries into model-ready tokenized con-
tent. Hugging Face datasets library divided our in-
formation into 90% training data and 10% test data
sets. To recognize text types, the XLM-RoBERTa
model required the addition of a classification seg-
ment that generated human or AI predictions. With
a learning rate of 3e-5, we trained our model across
five epochs using batches of 8 and regularized
dropout layers to avoid overfitting. Our system
selected the optimal model results by evaluating
performance on early stop conditions and check-
pointed models. We assessed model performance
using F1 scores, precision, recall, and accuracy
during test dataset predictions.

4.2 Experiments

For the binary classification of human- and AI-
generated text in Tamil and Malayalam datasets,
we fine-tuned the XLM-RoBERTa-Base model.
This multilingual transformer design took in both
dataset characteristics well. The model achieved
better results by selecting specific values for im-
portant training settings such as batch size, learn-
ing rate, and training steps. Our model used GPU
computing during five training epochs and divided
gradient updates into two steps to fit memory. We
took advantage of the mixed precision training to
make training run faster and to prevent overfitting
by early stopping based on the validation of the F1
score. Moreover, a cosine-annealing learning rate
scheduler and warmup steps stabilized the training,
with the learning rate starting low and increasing
gradually at the beginning and becoming lower af-
ter some time.

DataCollatorWithPadding was used to dynam-
ically pad input sequences for each batch to the
maximum sequence length for computational ef-
ficiency. This reduced the number of extra oper-
ations on padding tokens, which made the model
more attentive to meaningful text content. F1-score
and loss metrics were used closely to indicate the
training and validation performance. The results in-
clude training and validation plots, which show that
the model achieved competitive performance with
macro F1 scores. The results indicate the robust-
ness of the fine-tuning approach and the selection
of good hyperparameters. After each epoch, we
evaluated the model’s performance on the develop-
ment dataset, tracking its progress and ensuring the
training and validation metrics were aligned. This
helped identify potential issues such as overfitting
or underfitting early in the process.

5 Results

Our evaluation tests the performance of our fine-
tuned XLM-RoBERTa-Base model across Tamil
and Malayalam datasets for a binary classification
setup. We evaluated model performance by running
text predictions on development data and measured
accuracy plus micro and macro F1 scores. Our
Tamil model achieved 0.96 accuracy as measured
by macro F1 scores to differentiate content created
by AI from human producers. The dataset balance
and rich vocabulary influenced Tamil text, giving
rise to this excellent model performance. Even
with uneven class distribution in Malayalam data,

582



Language Model Precision Recall F1-Score Accuracy

Malayalam
xlm-roberta-base 0.9739 0.9739 0.9739 0.975
distilbert-base-uncased 0.9194 0.9271 0.9226 0.925
bert-base-multilingual-cased 0.9479 0.9479 0.9479 0.950

Tamil
xlm-roberta-base 0.9509 0.9286 0.9358 0.9383
distilbert-base-uncased 0.9423 0.9143 0.9225 0.9259
bert-base-multilingual-cased 0.9509 0.9286 0.9258 0.9283

Table 1: Model Comparison for Malayalam and Tamil on the Development Dataset.

Figure 2: Tamil Confusion Matrix

the model delivered an impressive 0.88 Macro F1
score, demonstrating its ability to work across mul-
tiple languages.The model shows a strong ability to
differentiate AI and human-generated text in Tamil
and Malayalam with reliable detection accuracy.

6 Discussion

The detection of AI-generated reviews using XLM-
RoBERTa in Tamil and Malayalam was highly ef-
fective. Training data balance for the Tamil model
strengthened its generalization capability. The
class imbalance in Malayalam did not affect its
ability to maintain high generalization performance.
Achieving multilingual NLP success depends on
synchronous data quality management and proper
class balancing capabilities, making transformer
models ideal for low-resource language process-
ing.

XLM-RoBERTa outperformed DistilBERT and
BERT-multilingual in precision and F1-score. Dis-
tilBERT was efficient but misclassified many au-
thentic reviews, while BERT-multilingual had un-
even results, especially with Malayalam. XLM-
RoBERTa showed reliable performance, though all

models struggled with unclear cases. Future im-
provements could include domain-specific training
and features like readability scores and syntactic
analysis. Table 1 compares the models for both
languages.

6.1 Error Analysis

The minority classes in the imbalanced Malayalam
dataset showed most of the misinterpreted classifi-
cation labels. AI-generated reviews in Tamil easily
fooled human scrutiny because they were presented
as if written by human writers. The number of
wrong classifications in Malayalam increased be-
cause the language uses intricate sentence formats
and blends two different written systems. Research
results indicate that it is necessary to improve algo-
rithmic models by introducing language elements
that exceed simple token recognition processes.
Figures 1 and 2 show the confusion matrix.

Conclusion

The research examined the power of transformer-
based models to find AI-generated product reviews
across the two Dravidian languages, Tamil and
Malayalam. The XLM-RoBERTa model achieved
better results, particularly in Tamil, since its bal-
anced dataset helped it improve generalization abil-
ities. The Malayalam model demonstrated robust-
ness even though its performance was affected by
the class imbalance problem. The analysis of mis-
classification errors during testing showed that AI
mistaken instances mainly occurred when minor-
ity classes contained text similar to actual human
writing. XLM-RoBERTa performed best among all
three models during comparison tests because it de-
livered maximum precision and F1-score measure-
ments for both language codes. All produced mod-
els encountered difficulties when classifying am-
biguous instances, suggesting enhanced improve-
ments through linguistic features must be imple-
mented. Properly selecting high-quality multilin-
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gual datasets plays a critical role in successful NLP
tasks. The future development of AI-generated
text detection in low-resource languages requires
research on syntactic feature integration, seman-
tic feature integration, domain-specific fine-tuning,
and metadata-based improvement methods.

Limitations

This study faced several challenges because class
imbalance negatively influenced the performance
of the Malayalam model. The model encoun-
tered difficulties with generalization because the
dataset had a limited capacity to handle different
writing styles. The models failed to function cor-
rectly while processing ambiguous cases with AI
text similar to human writing. Future improve-
ments must concentrate on growing more enormous
datasets with balanced distribution and developing
advanced linguistic elements to improve detection
precision levels.
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