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Abstract

Online product reviews influence customer
choices and company reputations. However,
companies can counter negative reviews by gen-
erating fake reviews that portray their products
positively. These fake reviews lead to legal
disputes and concerns, particularly because AI
detection tools are limited in low-resource lan-
guages such as Tamil and Malayalam. To ad-
dress this, we use machine learning and deep
learning techniques to identify AI-generated
reviews. We utilize Tamil BERT and Malay-
alam BERT in the embedding layer to extract
contextual features. These features are sent
to a Feedforward Neural Network (FFN) with
softmax to classify reviews as AI-generated or
not. The performance of the model is evalu-
ated on the dataset. The results show that the
transformer-based embedding achieves a bet-
ter accuracy of 95.68% on Tamil data and an
accuracy of 88.75% on Malayalam data.

1 Introduction

In today’s digital era, online reviews influence pur-
chasing decisions. Customers rely heavily on re-
views when deciding which products to buy on e-
commerce sites. However, with AI advancements,
companies started leveraging AI to enhance brand
credibility and increase awareness by posting fake
reviews, making it difficult for users to separate
fact from fiction. It’s hard to distinguish between
real and fake reviews, which spreads false infor-
mation. Detecting low-resource languages, such
as Dravidian languages, lags behind more com-
monly used languages like English and Spanish.
This study aims to detect AI-produced reviews in
Dravidian languages, mainly Tamil and Malayalam.
Using advanced NLP techniques and pre-trained
language models, our objective is to improve the
trustworthiness of online reviews and have healthy
competition within the digital marketplace.

2 Related Work

The area of concern is the evaluation and detection
of AI-generated reviews in languages with fewer
resources, such as Tamil and Malayalam, which
shows various challenges due to their intricate mor-
phology and complicated syntactic structures.

Recent studies have explored the application of
machine learning and transfer learning models to
detect AI-generated reviews. (Kumar et al., 2024)
used models of token and paraphrase style review
generation with Term Frequency to prove their
effectiveness. (Al-Adhaileh and Alsaade, 2022)
called attention to the capabilities of Bidirectional
Long Short Term Memory (BiLSTM) networks
that outperformed the CNN in the fake review de-
tection in low-resource languages. A study by
(Abdedaiem et al., 2023) highlighted a few-shot
learning approach through sentence transformers
to detect fake news in Algerian Arabic, indicating
that a similar approach could be used for certain
Dravidian languages.

In the context of Dravidian languages, research
has predominantly focused on fake news detection,
hate speech classification, and sentiment analysis.
(Raja et al., 2023) proposed a transfer learning-
based approach with adaptive fine-tuning for detect-
ing fake news in Tamil and Malayalam, showing
that domain-adaptive fine-tuning improves perfor-
mance, (Roy et al., 2022) introduced a deep en-
semble framework for hate speech and offensive
language detection, emphasizing the necessity of
language-specific models.(Mandalam and Sharma,
2021) explored sub-word representations, word em-
beddings, and hybrid models for Tamil-English and
Malayalam-English sentiment classification, high-
lighting the impact of preprocessing and feature
engineering.

Despite these advancements, research on AI-
generated product reviews in Dravidian languages
is still lacking. This study builds upon existing
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work in fake news detection, hate speech classifica-
tion, and sentiment analysis by leveraging Tamil-
BERT and Malayalam-BERT along with advanced
fine-tuning techniques. By adopting state-of-the-art
transformer-based models and optimizing prepro-
cessing strategies, this research aims to bridge the
gap in AI-generated reviews detection for these
languages.

3 Proposed Methodology

Figure 1 demonstrates the workflow of the pro-
posed architecture to determine if product reviews
can be identified in Tamil and Malayalam lan-
guages by taking advantage of transformer archi-
tectures.

3.1 Text Preprocessing

In the NLP model, preprocessing steps are cru-
cial for cleansing and standardizing input data for
pre-trained models. Initially, these steps involved
removing noise to focus on linguistic content. The
text was then segmented into sentences and to-
kenized using language-specific tokenizers from
Tamil-BERT and Malayalam-BERT.

Next, WordPiece tokenization was applied, ef-
fectively handling morphologically rich languages
like Tamil and Malayalam by decomposing infre-
quent or compound words into subwords, preserv-
ing semantic relationships. Finally, dynamic se-
quence length normalization was implemented us-
ing Hugging-Face’s DataCollatorWithPadding, ap-
plying uniform padding to each input sequence in
a batch for compatibility with the transformer ar-
chitecture while enhancing training efficiency.

3.2 Embedding Layer

Embeddings are numerical representations of tex-
tual data that transform words or phrases into dense,
continuous vector spaces. This transformation al-
lows text to be processed by machine learning and
deep learning models.

3.2.1 Classical Text Encoding
Classical text encoding methods transform textual
data into numerical representations for machine
learning models. Two widely used approaches are
Bag of Words (BoW) and Term Frequency-Inverse
Document Frequency (TF-IDF).

BoW: This model represents text as a collection
of word occurrences without considering word or-
der or context. Given a corpus, it constructs a vo-

cabulary and represents each document as a vector
of word frequencies. Formally, for a document d
in a corpus D, the BoW representation is given by
Eq.(1):

BoW(t, d) = Count(t, d) (1)

where, Count(t, d) is the number of times term
t appears in document d. This method provides a
simple and efficient representation but lacks seman-
tic understanding.

TF-IDF: This improves upon BoW by weighting
terms based on their importance within the corpus.
The TF-IDF score for a term t in a document d is
given by Eq.(2):

TF-IDF(t, d) = TF(t, d) · IDF(t) (2)

Where:

• TF(t, d) = Count(t,d)
Total terms in d represents term fre-

quency, and

• IDF(t) = log
(

|D|
1+|{d∈D:t∈d}|

)
accounts for

how commonly a term appears across docu-
ments, reducing the weight of frequently oc-
curring words.

While BoW captures raw word counts, TF-IDF
enhances representation by emphasizing important
terms, making it more effective for tasks like text
classification and retrieval.

3.2.2 Transformer-Based Embedding
The transformer-based approach utilizes Tamil-
BERT and Malayalam-BERT to generate dense,
contextual embeddings through a multi-head self-
attention mechanism.

Tokenization: Input text is tokenized into sub-
words using language-specific tokenizers. For a
sequence X = [x1, x2, . . . , xn], tokens are embed-
ded as in Eq.(3) as follows:

ei = We · xi + pi (3)

where We is the embedding matrix, and pi is the
positional embedding.

Self-Attention: Relationships between tokens
are modelled using self-attention as shown in
Eq.(4):

Attention(Q,K, V ) = softmax
(
QK⊤
√
dk

)
V (4)
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Figure 1: Proposed architecture for AI-generated review detection

where Q,K, V are derived from the input em-
beddings, and dk is the key dimension. This mech-
anism enables the model to capture long-range de-
pendencies, which is essential for context-rich lan-
guages.

3.3 Classification

To categorise reviews into human or AI-written, a
Feedforward Neural Network (FFN) is employed,
which has pre-trained contextual embeddings. The
network runs the embeddings through several hid-
den layers by applying GeLU activation for the em-
bedding ‘hidden’ layers, whereas the output layer is
trained with Softmax to generate class probabilities.
The class with a higher probability is predicted as
1 for Human and 0 for AI.

4 Experiment

This section provides an extensive overview of the
experimental setup used for training and evaluation
and the reference data sets used in this research.

4.1 Experiment Setup

The testing was effectively carried out on Google
Colab, leveraging its resources to fine-tune trans-
former neural network models. Colab proved to be
an essential platform, meeting the strict demands
of these models. The dataset was split into training
and testing sets in an 80:20 ratio, ensuring each set
included a balanced mix of real and AI-generated
reviews. The training process employed the Hug-
ging Face Trainer API, which streamlined the au-
tomation of gradient computations, optimizations,
and evaluations, making the training highly effi-
cient.

4.2 Dataset

The dataset used in this study was sourced from
the shared task (Premjith et al., 2025). Table 1
summarizes the datasets utilized for detecting AI-
generated reviews.

Table 1: Summary of datasets

Reviews Count

Tamil Human 403
AI 405

Malayalam Human 400
AI 400

Word Distribution The dataset reveals differ-
ences in review lengths between AI-generated and
human-written reviews. As illustrated in Figures 2a
and 2b, AI-generated reviews are generally shorter
and more concentrated around a lower word count,
while human-written reviews display a broader
distribution with longer text samples. The Tamil
dataset peaks around 10–15 words for AI-generated
reviews, whereas human-written reviews encom-
pass a wider range, often exceeding 20 words. Sim-
ilarly, the Malayalam dataset exhibits a similar pat-
tern, with AI-generated reviews clustering around
shorter lengths, while human reviews demonstrate
greater variability in length.

4.3 Evaluation Metrics
Standard metrics were employed to assess the per-
formance of the classification model: Accuracy,
Precision, Recall, F1-Score and Macro F1-Score.
These metrics offer a clear perspective on the
model’s capability to distinguish between real and
AI-generated reviews.

Accuracy =
|TP |+ |TN |

|TP |+ |TN |+ |FP |+ |FN | (5)

where |TP| = Count of true positive reviews, |FP|
= Count of false positive reviews, |FN| = Count
of false negative reviews, |TN| = Count of true
negative reviews.

Precision =
|TP |

|TP |+ |FP | (6)
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(a) Tamil dataset (b) Malayalam dataset

Figure 2: Word Distribution on AI vs Human

Recall =
|TP |

|TP |+ |FN | (7)

F1-score =
2 ∗ Precision ∗Recall

Precision+Recall
(8)

Macro F1-score =
1

N

N∑

i=1

F1-scorei (9)

where, N is the number of classes, and F1-scorei
is the F1-score for class i.

5 Results

The performance of various machine learning (ML)
models was evaluated on the test datasets for Tamil
and Malayalam reviews. Traditional ML models
such as Decision Trees (DT), Random Forests (RF),
Support Vector Machines (SVM), and Naive Bayes
(NB) were implemented, along with Tamil BERT
and Malayalam BERT for the respective languages.
These models were assessed using standard met-
rics.

From Table 2, we observe that the FFN clas-
sifier with BERT embeddings outperforms other
models in both Tamil and Malayalam, achieving
the highest accuracy of 95.68% and 88.75%, re-
spectively. This demonstrates the effectiveness
of transformer-based embeddings in capturing the
complex linguistic structures of these languages.
While traditional machine learning models with
TF-IDF and BoW embeddings perform adequately,
they lag behind deep learning approaches. Among
traditional models, the RF classifier performs bet-
ter for Tamil, while NB shows relatively stronger
results for Malayalam.

However, both remain inferior to the FFN-BERT
model, highlighting the advantage of deep con-
textualized embeddings in handling the linguistic

complexities of Tamil and Malayalam language.
The code for implementing this experiment can be
found on GitHub.

6 Conclusion

This study focuses on detecting AI-generated
product reviews in Tamil and Malayalam using
transformer models, specifically Tamil-BERT and
Malayalam-BERT, in addition to traditional ML
approaches. The BERT models outperformed tra-
ditional ML models. Robust preprocessing tech-
niques and accessible datasets form a solid foun-
dation for identifying AI-generated content in low-
resource languages. This framework enhances
the credibility of user-generated reviews and sup-
ports NLP resource development, advancing re-
search in the identification of AI-generated reviews
across Tamil and Malayalam languages. The model
achieves 95.68% accuracy on Tamil and 88.75%
on Malayalam datasets.

Limitations

This study faces limitations due to the small
dataset size for both languages, which may im-
pact model performance. As low-resource lan-
guages, Tamil and Malayalam have limited rep-
resentation of offensive and misogynistic words
in available corpora, which constrains the effec-
tiveness of BERT models. Additionally, models
like XLM-RoBERTa and IndicBert, trained on sig-
nificantly larger datasets, with more tokens and
parameters than BERT-based models, could offer
improved results, especially for mixed-code texts.
To overcome these limitations, future work will
focus on expanding datasets, incorporating multi-
lingual models, and enhancing linguistic diversity
to improve AI-generated review detection in Dra-
vidian languages.
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Table 2: Comparison of the proposed model with other models

Classifier TE Tamil Malayalam

Acc P R F1 F1Macro Acc P R F1 F1Macro

NB TF-IDF 0.8086 0.8261 0.7500 0.7862 0.8065 0.8187 0.8000 0.8500 0.8242 0.8185
BOW 0.7963 0.8209 0.7237 0.7692 0.7934 0.8186 0.8000 0.8500 0.8243 0.8186

DT TF-IDF 0.8334 0.8356 0.8026 0.8188 0.8323 0.6937 0.6867 0.7125 0.6993 0.6936
BOW 0.8641 0.8552 0.8552 0.8552 0.8636 0.6875 0.7027 0.6500 0.6753 0.6870

SVM TF-IDF 0.8765 0.8590 0.8816 0.8701 0.8762 0.7750 0.7895 0.7500 0.7692 0.7749
BOW 0.8580 0.8442 0.8553 0.8496 0.8575 0.7563 0.7971 0.6875 0.7383 0.7551

RF TF-IDF 0.8951 0.9041 0.8684 0.8859 0.8943 0.7812 0.7922 0.7625 0.7770 0.7811
BOW 0.8704 0.8235 0.9210 0.8695 0.8703 0.7937 0.79012 0.8000 0.7950 0.7937

FFN BERT 0.9568 0.9568 0.9568 0.9568 0.9566 0.8875 0.8897 0.8875 0.8873 0.8873

Abbreviations: TE – Text Embedding, Acc – Accuracy, P – Precision, R – Recall.
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