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Abstract

Ensuring a safe and inclusive online environ-
ment requires effective hate speech detection
on social media. While detection systems have
significantly advanced for English, many re-
gional languages, including Malayalam, Tamil
and Telugu, remain underrepresented, creating
challenges in identifying harmful content ac-
curately. These languages present unique chal-
lenges due to their complex grammar, diverse
dialects and frequent code-mixing with English.
The rise of multimodal content, including text
and audio, adds further complexity to detec-
tion tasks. The shared task “Multimodal Hate
Speech Detection in Dravidian Languages: Dra-
vidianLangTech@NAACL 2025” has aimed to
address these challenges. A Youtube-sourced
dataset has been provided, labeled into five cate-
gories: Gender (G), Political (P), Religious (R),
Personal Defamation (C) and Non-Hate (NH).
In our approach, we have used mBERT, T5
for text and Wav2Vec2 and Whisper for audio.
T5 has performed poorly compared to mBERT,
which has achieved the highest F1 scores on
the test dataset. For audio, Wav2Vec2 has been
chosen over Whisper because it processes raw
audio effectively using self-supervised learn-
ing. In the hate speech detection task, we
have achieved a macro F1 score of 0.2005 for
Malayalam, ranking 15th in this task, 0.1356
for Tamil and 0.1465 for Telugu, with both
ranking 16th in this task.

1 Introduction

With the increasing spread of harmful content on-
line, hate speech detection on social media has
become a crucial area of research. While platforms
empower users to express views, they are often
exploited to propagate hate and abuse. Despite
progress in English, regional languages like Malay-
alam, Tamil and Telugu remain under-researched,
highlighting the need for more inclusive detection
frameworks. These Dravidian languages, spoken

in southern India, present challenges such as com-
plex grammar, dialect variations and code-mixing
(Chakravarthi et al., 2022). Existing research has
faced gaps due to the lack of large, well-balanced
datasets, limiting robust machine learning models
(Premjith et al., 2024a). Most studies have focused
on text analysis, ignoring the multimodal nature of
social media content, which includes both text and
audio (Chakravarthi et al., 2021).

The shared task "Multimodal Hate Speech
Detection in Dravidian Languages: Dravidian-
LangTech@NAACL 2025" has addressed key chal-
lenges in this area (Lal G et al., 2025). The dataset,
sourced from YouTube, requires models to analyze
both text and audio components for detecting hate
speech in Malayalam, Tamil and Telugu.

In this study, we have proposed a multimodal
approach using mBERT for text and Wav2Vec2 for
audio. The hybrid mBERT + Wav2Vec2 model has
shown improved performance, achieving F1 scores
of 0.3013 for Malayalam, 0.2853 for Tamil and
0.2511 for Telugu, demonstrating the effectiveness
of combining textual and acoustic features (Pre-
mjith et al., 2024b). This approach has emphasized
the benefits of multimodal fusion in overcoming
the limitations of single-modality models and ad-
vancing hate speech detection in underrepresented
languages (B et al., 2024). The core contributions
of our research work are as follows -

• We have used augmentation Technique to bal-
ance dataset for Malayalam, Tamil and Telugu
languages.

• We have utilized an efficient fusion technique
to improve classification and enhance model
performance.

Detailed implementation information is available
in the GitHub repository - https://github.com/
Sojib001/MHDS
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2 Related Work

The rapid growth of social media has led to in-
creased hate speech and abusive content, raising
concerns about platform safety. While progress
has been made in hate speech detection for high-
resource languages like English, under-resourced
languages such as Malayalam, Tamil and Telugu
face challenges due to complex grammar, dialects,
frequent English mixing and limited labeled data
(Chakravarthi et al., 2021).

Unimodal approaches, relying on text-based
models like BERT (Devlin et al., 2019; Liu et al.,
2019) and mBERT, have analyzed linguistic fea-
tures. Sreelakshmi et al. (2024) has addressed
dataset imbalances in Dravidian languages and
Chakravarthi et al. (2021) has demonstrated the
effectiveness of transformer models for Tamil and
Malayalam. However, unimodal methods have
lacked the ability to incorporate signals from other
modalities.

Multimodal Approaches: Combining text and
audio has shown promise in hate speech detec-
tion by capturing linguistic and acoustic cues. B
et al. (2024), Kiela et al. (2020) and (Anilku-
mar et al., 2024) have demonstrated improved
detection accuracy using multimodal approaches.
Chakravarthi et al. (2021) has highlighted the po-
tential of YouTube-sourced multimodal datasets.
Despite this progress, research on multimodal hate
speech detection for Dravidian languages remains
limited, requiring further exploration.

3 Data Description

The dataset for Multimodal Hate Speech Detec-
tion in Malayalam, Tamil and Telugu is sourced
mainly from YouTube. It includes text from cap-
tions and audio from videos, covering both speech
and background noise. Hate speech is categorized
into Gender (G), Political (P), Religious (R), Per-
sonal Defamation (C) and Non-Hate (NH). Table 1
presents the dataset distribution across training and
test sets.

Language Training Dataset Test Dataset
Malayalam 883 50
Tamil 514 50
Telugu 556 50
Total 1953 150

Table 1: Language-wise Distribution of Training and
Test Data

Table 2 shows the distribution of five class la-
bels—Gender (G), Political (P), Religious (R), Per-
sonal Defamation (C) and Non-Hate (NH)—across
Malayalam, Tamil and Telugu, with total counts at
the bottom.
Class Label Malayalam Tamil Telugu
Gender (G) 82 101 63
Political (P) 118 58 33
Religious (R) 91 72 61
Personal Defamation (C) 186 122 65
Non-Hate (NH) 406 198 287
Total 883 514 556

Table 2: Statistical Breakdown of Class Labels Across
Malayalam, Tamil and Telugu

4 Methodology

4.1 Problem Formulation

The task has been to detect hate speech in Malay-
alam, Tamil and Telugu across five categories: Gen-
der, Political, Religious, Personal Defamation and
Non-Hate. We have used late fusion to combine
text features from mBERT and audio features from
Wav2Vec2, merging them in a classification layer
to improve predictions, despite challenges like lan-
guage differences and code-mixing.

4.2 Data Augmentation and Preprocessing

To address class imbalance, data augmentation was
applied to balance the dataset. Back translation
expanded the training data by translating text to
another language and back, creating variations. For
audio, irrelevant features like MFCC were removed
to clean the data and focus on useful information.

4.3 Uni-modal Models

4.3.1 Text-based Model
We used mBERT (multilingual BERT) and T5 for
text classification due to their ability to capture con-
textual meanings across languages. mBERT, fine-
tuned on Malayalam, Tamil and Telugu datasets,
outperformed T5 in effectively classifying hate
speech.

4.3.2 Audio-based Model
We have used Wav2Vec2 and Whisper for audio
feature extraction, with Wav2Vec2 performing bet-
ter in capturing tone, pitch and context for hate
speech detection. Initially, MFCC features were
included but have been removed after receiving the
gold test data, improving performance with only
Wav2Vec2 features.
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4.4 Fusion Model
To enhance classification accuracy, we have
adopted a multimodal fusion approach that inte-
grates textual and audio features through late fu-
sion, where mBERT (text) and Wav2Vec2 (audio)
representations are combined for improved hate
speech detection. mBERT has consistently out-
performed T5 in text processing, while Wav2Vec2
has excelled over Whisper in capturing audio fea-
tures. By merging mBERT’s text embeddings and
Wav2Vec2’s audio features, our model effectively
captures both linguistic and acoustic nuances, lead-
ing to a more robust and accurate detection system.
Figure 1 illustrates the overall modeling pipeline,
showcasing the integration of text and audio fea-
tures through the late fusion mechanism.

Figure 1: Abstract process of violence text detection

4.5 Evaluation Metrics
The models were evaluated using macro-F1 score,
precision and recall to ensure balanced perfor-
mance and accurate identification of hate speech.

5 Results and Analysis

This task has evaluated models for detecting hate
speech in Malayalam, Tamil and Telugu using both
text and audio data. The results have shown good
performance on training data but struggles with
test data, highlighting issues like overfitting, class
imbalance and challenges in combining text and
audio data.

5.1 Task 1: Malayalam Multimodal Hate
Speech Detection

Table 3 has shown the performance of different
classifiers for Malayalam. Among text-based mod-
els, mBERT has achieved the highest F1 score
(0.5796), outperforming T5 (0.45). For audio mod-
els, Wav2Vec2 has performed best (F1: 0.3399),
surpassing Whisper (0.30). In multimodal setups,
mBERT + Wav2Vec2 have achieved the highest
F1 score (0.3013), demonstrating the effectiveness
of combining text and audio features. Figure 2a

has represented the confusion matrix of our best-
performing model.

Malayalam Classifier P R F1

Unimodal mBERT 0.64 0.61 0.57
(Text) T5 0.42 0.42 0.45

Unimodal Wav2Vec2 0.31 0.34 0.33
(Audio) Whisper 0.27 0.34 0.30

Multi- (mBERT +
modal Wav2Vec2) 0.31 0.30 0.30

(T5 +
Wav2Vec2) 0.21 0.28 0.24
(mBERT +
Whisper) 0.30 0.29 0.26

Table 3: Performance of Malayalam Classifiers (Macro
Average)

5.2 Task 2: Tamil Multimodal Hate Speech
Detection

Table 4 shows the classification performance for
Tamil, where mBERT has achieved the highest F1
score (0.5561) for text. In the audio category, Whis-
per has reached an F1 score of 0.1494. The multi-
modal setup, combining mBERT with Wav2Vec2,
has achieved an F1 score of 0.2853, demonstrat-
ing the benefits of integrating text and audio fea-
tures. This fusion model has effectively com-
bined mBERT’s text embeddings with Wav2Vec2’s
speech representations. Figure 2b shows the confu-
sion matrix of the best-performing model.

Tamil Classifier P R F1

Unimodal mBERT 0.62 0.56 0.55
(Text) T5 0.48 0.52 0.42

Unimodal Wav2Vec2 0.13 0.16 0.14
(Audio) Whisper 0.13 0.17 0.14

Multi- (mBERT +
modal Wav2Vec2) 0.34 0.30 0.29

(T5 +
Wav2Vec2) 0.32 0.28 0.27
(mBERT +
Whisper) 0.32 0.29 0.28

Table 4: Performance of Tamil Classifiers (Macro Aver-
age)
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5.3 Task 3: Telugu Multimodal Hate Speech
Detection

As shown in Table 5, different models perform
differently for Telugu. mBERT achieves the best
F1 score among text models at 0.3176. For audio
models, Wav2Vec2 and Whisper score 0.1790 and
0.1894, respectively. Among combined models,
(mBERT + Wav2Vec2) performs the best with an
F1 score of 0.2511. Figure 2c represents the con-
fusion matrix of our best performing model that
combines mBERT with Wav2Vec2.

Telugu Classifier P R F1

Unimodal mBERT 0.32 0.34 0.31
(Text) T5 0.31 0.33 0.29

Unimodal Wav2Vec2 0.16 0.20 0.17
(Audio) Whisper 0.17 0.14 0.18

Multi- (mBERT +
modal Wav2Vec2) 0.25 0.26 0.25

(T5 +
Wav2Vec2) 0.21 0.25 0.19
(mBERT +
Whisper) 0.21 0.24 0.23

Table 5: Performance of Telugu Classifiers (Macro Av-
erage)

We have selected mBERT and Wav2Vec2 for
their strong text and audio capabilities. mBERT,
pretrained on Malayalam, Tamil and Telugu, has
outperformed T5, while Wav2Vec2 has excelled
over Whisper. Their integration has improved clas-
sification accuracy. To address overfitting, we have
applied early stopping (patience = 5), L1 regular-
ization and hyperparameter tuning. However, back
translation has degraded performance.

The confusion matrices have shown classifica-
tion trends, with off-diagonal elements revealing
misclassifications. Figure 2 presents error patterns
like C ↔ N, P ↔ R and G ↔ N. Malayalam has
confused P and R, Tamil C and N and Telugu G
and N, highlighting challenges in distinguishing
sentiment and contextual labels.

5.4 Parameter Setting
Our best-performing model, mBERT, has used
a learning rate of 0.00002, batch size 8 and the
Adam optimizer, with a text input size of 512 and
early stopping (patience = 5) to prevent overfitting.
Wav2Vec2 has applied the same learning rate and

(a) Confusion Matrix for Malayalam

(b) Confusion Matrix for Tamil

(c) Confusion Matrix for Telugu

Figure 2: Confusion Matrices for Malayalam, Tamil and
Telugu

batch size, while Whisper used a learning rate of
0.00001. T5 has followed mBERT’s settings but
performed worse. As shown in Table 6, the Fusion
Model has combined mBERT’s text features with
Wav2Vec2’s audio, improving multimodal classifi-
cation in Malayalam, Tamil and Telugu. .

Model Learning Rate Optimizer Batch Size
mBERT 2e-5 AdamW 8
Wav2Vec2 2e-5 AdamW 8
Whisper 1e-5 AdamW 8
T5 2e-5 AdamW 8
Fusion Model 2e-5 Adam 8

Table 6: Key Hyperparameters for Model Training

6 Conclusion

The Shared Task on Multimodal Hate Speech
Detection in Dravidian Languages: Dravidian-
LangTech@NAACL 2025 has identified key chal-
lenges in detecting hate speech in Malayalam,
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Tamil and Telugu using text and audio. While
transformer models have been effective, they have
faced overfitting, data imbalance and multimodal
integration issues. mBERT and Wav2Vec2 have
shown overfitting, excelling in training but un-
derperforming in testing. Multimodal fusion has
shown promise but has struggled with noisy au-
dio, alignment issues and class imbalance. De-
spite these challenges, the fusion model has been
effective, leveraging mBERT’s text embeddings
and Wav2Vec2’s speech representations to enhance
classification. However, synchronization issues
and noisy audio have impacted performance. Re-
garding back translation, it has not affected code-
mixing patterns but has occasionally produced
unnatural sentences, requiring manual validation.
Since code-mixed texts have remained intact, their
linguistic integrity has been preserved.

Limitations

The main limitation of our model is it has overfit-
ted. It has learned noise and specific patterns in
the training set that don’t generalize. Not having
enough training data also led our model to poor gen-
eralization. It performs worse than the unimodals
in this task.

Ethical Statement

All data processing and modeling followed ethical
rules for dealing with sensitive information, such
as hate speech. The study seeks to improve hate
speech detection while protecting rights and pri-
vacy of the people. The goal of the results is to
improve moderation on online platforms and create
safer spaces for users. We have recognized and
handled any biases or limitations in the dataset as
much as we could.
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