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Abstract
The advent and expansion of social media have
transformed global communication. Despite
its numerous advantages, it has also created an
avenue for the rapid spread of fake news, which
can impact people’s decision-making and judg-
ment. This study explores detecting fake news
as part of the DravidianLangTech@NAACL
2025 shared task, focusing on two key tasks.
The aim of Task 1 is to classify Malayalam
social media posts as either original or fake,
and Task 2 categorizes Malayalam-language
news articles into four levels of truthfulness:
False, Half True, Mostly False and Partly
False. We accomplished the tasks using trans-
former models, e.g., mBERT and classifiers
like Naive Bayes. Our results were promising,
with mBERT achieving the better results. We
achieved a macro-F1 score of 0.83 for distin-
guishing between fake and original content in
Task 1 and a score of 0.54 for classifying news
articles in Task 2, ranking us 11 and 4, respec-
tively.

1 Introduction

The rapid growth of social networks has trans-
formed communication, allowing users to express
opinions and share content easily. However, this
has led to the spread of fake news, defined as false
or misleading information presented as real news
(Shu et al., 2017). The viral nature of social me-
dia amplifies its spread, influencing decisions and
eroding trust in genuine sources (Vosoughi et al.,
2018), highlighting the need for effective detection
mechanisms (Kumar and Shah, 2018).

This challenge is even greater for underrepre-
sented languages such as Dravidian languages,
including Malayalam, Tamil, and Telugu, which
face a lack of computational resources and anno-
tated datasets for NLP. To address this, Dravidi-
anLangTech@NAACL 2025 proposes two tasks:
Task 1 classifies the text of social media as fake
or original, and Task 2 detects fake news in

Malayalam News. These tasks aim to improve
fake news detection in Dravidian languages using
large datasets and advanced machine learning tech-
niques.

Section 2 reviews related work on fake news
detection, especially for Dravidian languages. Sec-
tion 3 describes the task, and Section 4 outlines
the methodology, including details of the data set
and the model selection. Section 5 presents experi-
mental results, and Section 6 offers error analysis.
Section 7 concludes by summarizing the study’s
findings.

This study aims to enhance misinformation de-
tection in low-resource languages, focusing on Dra-
vidian languages, by developing effective meth-
ods for identifying fake news using models like
mBERT and Naive Bayes.

The taken approach is not specific to only de-
tecting fake news, but can also be used to detect
abusive language in text towards women as shown
in (Rajiakodi et al., 2025). The goal is to contribute
to the advancement of NLP and misinformation
detection. For implementation, please refer to this
GitHub repository (srihari2704).

2 Related Work

The detection of fake news continues today. An
evolving field, it has ample scope for improvement,
especially in languages with fewer resources and
datasets. The improvement in technology and ex-
tensive research combined with the availability of
datasets for such languages have improved the per-
formance of models to detect fake news in such
languages.

The author (Shu et al., 2017) examined methods
that integrate content-based characteristics and so-
cial context characteristics, highlighting the impor-
tance of modeling user behavior and social network
analysis. This study opened the door to integrating
contextualized information alongside text mining

423

https://github.com/srihari2704/FakeNewsDetection


and motivated selected models that are multimodal
and/or hybrid.

A pivotal study, (Wang, 2017), introduced the
LIAR dataset. A widely used benchmark for fake
news detection, this work used logistic regression
and SVM classifiers. It showcased the value of
curated datasets. It complements the work by Shu
et al., providing the necessary data infrastructure to
evaluate approaches combining content and social
context.

Using deep learning approaches, (Abualigah
et al., 2024) presented the power of neural net-
works in extracting semantic features for text con-
tent. This paper showed how deep learning archi-
tectures, particularly Bidirectional LSTMs (BiL-
STMs), could generalize better than classical clas-
sifiers if combined with the linguistically rich word
embeddings GloVe. Building on the earlier focus
on features and datasets, this study transitioned the
field toward neural approaches for feature extrac-
tion and classification.

A multifaceted strategy to counteract Malayalam
fake news, (Devika et al., 2024a) extended the work
on data set curation by introducing a labeled dataset
specifically for Malayalam fake news. Their adop-
tion of multilingual BERT and machine learning
classifiers highlighted the challenges of generaliz-
ing state-of-the-art techniques to resource-poor en-
vironments. This is consistent with using datasets
and pre-trained models for language-specific tasks.

The author (Rahman et al., 2024) further empha-
sized the power of language-specific models, as
they obtained the best-shared task F1 score. These
studies prove that advanced neural architectures
can excel when adapted appropriately.

These studies provide a clear overview of the
trajectory of fake news detection. Early research re-
volved around datasets, feature design, and simple
classifiers; further work incorporated deep learning
techniques and language-specific approaches. The
shift toward such low-resource languages as Malay-
alam marks a move toward linguistic diversity and
tailoring advanced technology to address a global
issue.

3 Task Description

The shared task of Fake News Detection in Dra-
vidian Languages aims to address the widespread
misinformation on online platforms using given
datasets. It is divided into two subtasks:

3.1 Task 1

Classify English social media posts or comments
from Twitter, Facebook, and YouTube as fake or
original. The dataset as shown in Figure 1 for this
task is provided by previous work on the detection
of fake news in Dravidian languages (Subramanian
et al., 2025, 2023). Participants develop systems to
identify misinformation and ensure the authenticity
of online content.

Figure 1: Dataset for task 1

3.2 Task 2

Detect and categorize Malayalam news articles into
four labels: False, Half True, Mostly False, Partly
False. The task focuses on addressing misinforma-
tion in regional languages to ensure inclusivity and
accuracy in local news verification. The dataset as
shown in Figure 2 for this task is based on previous
studies (Subramanian et al., 2024; Devika et al.,
2024b).

Figure 2: Dataset for task 2

4 Methodology

This study designs machine learning models to clas-
sify social media comments in the Malayalam lan-
guage as fake or real, thus countering misinforma-
tion. The dataset consisted of labelled comments
for supervised learning. Pre-trained multilingual
BERT is used to tokenize and process the text for
model training. The dataset is split into training
and validation sets, and the model is fine-tuned to
detect fake news. These performances are reviewed
based on accuracy, precision, recall, and F1 score.
The goal is to reduce the spread of misinforma-
tion and encourage informed discussion in digital
communication.
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4.1 Data Preprocessing
Preprocessing played a critical role in dataset prepa-
ration, enabling better results when predicting fake
news. The train and development datasets, each
with two columns (text and label), were loaded
using Pandas. A quick inspection verified their
structure and integrity.

Tables 1 and 2 show that the label distribution
was analyzed using Matplotlib bar charts to identify
possible class imbalances. To address this, random
oversampling was employed to balance the classes
in Task 2, as it exhibited a significant imbalance.
However, Task 1 was already relatively balanced,
so no oversampling was performed. Labels were
encoded into binary format, with "Fake" zero and
"Original" 1, to ensure consistency and compatibil-
ity with machine learning models.

Label Count
Original 1658
Fake 1599

Table 1: Label distribution of Task 1 dataset.

Label Count
FALSE 1386
MOSTLY FALSE 295
HALF TRUE 162
PARTLY FALSE 57

Table 2: Label distribution of Task 2 dataset.

Text cleaning removed noise, including punc-
tuation and emojis, using regular expressions to
enhance the clarity of the data set. Following clean-
ing, the text was reviewed to confirm accurate pre-
processing.

HuggingFace’s AutoTokenizer from the multilin-
gual BERT model (bert-base-multilingual-cased)
was used for tokenization, incorporating padding
and truncation to 128 tokens for computational
efficiency. The datasets were converted into Hug-
gingFace’s Dataset format, enabling seamless inte-
gration with the training pipeline.

4.2 Model Description
Fake news detection is tackled using various ma-
chine learning algorithms and transformer models.
Traditional classifiers offer baseline comparisons,
while mBERT enhances performance with contex-
tual understanding, allowing evaluation of multiple
approaches to identify the most effective solution.

4.2.1 Model selection
Table 3 compares different machine learning and
deep learning models for detecting fake news in
Malayalam in terms of their performance scores.
Among them, M-BERT has the best score (0.85),
which shows that it is superior in detecting contex-
tual subtleties in the Malayalam language. Naïve
Bayes comes second with a score of 0.80, demon-
strating that probabilistic techniques are still influ-
ential. Conventional machine learning models such
as Logistic Regression, SVM, and MLP demon-
strate competitive performance (between 0.77 and
0.79), underscoring their dependability in the face
of the increasing popularity of deep learning meth-
ods. XLM-R, another transformer-based model,
has a score of 0.76, marginally lower than M-BERT
but still showing effectiveness. The findings show
that transformer-based models such as M-BERT
and XLM-R perform better than conventional ap-
proaches, supporting contextual embeddings’ sig-
nificance in addressing the Malayalam language’s
intricacies.

Model Task1 Score Task2 Score
Logistic Regression 0.79 0.79
Neural Network (MLP) 0.77 0.77
Support Vector Machines (SVM) 0.78 0.78
MLP (Alternate) 0.72 0.73
Naïve Bayes 0.80 0.80
XLM-R 0.76 0.77
M-BERT 0.85 0.85

Table 3: Performance Comparison of Models for Fake
News Detection in Malayalam

4.2.2 mBERT
Multilingual BERT (mBERT) is an extension of
BERT designed to manage multilingual inputs. In-
troduced in (Devlin et al., 2018), it is trained on
a corpus that includes 104 languages, enabling
cross-language predictions without needing sep-
arate models for each language (Devika et al.,
2024a). Built on the transformer architecture,
mBERT employs self-attention mechanisms to cap-
ture contextualized word embeddings across vari-
ous languages, making it particularly effective for
tasks such as fake news detection in Dravidian lan-
guages (Wu and Dredze, 2019).

In Task 1, which involves binary classification
of social media posts as ’fake’ or ’real,’ mBERT
performs well due to its contextual understanding
and ability to generalize across languages.

Table 4 presents the performance report for the
mBERT model in Task 1. The model achieved an
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accuracy of 0.85, demonstrating its effectiveness in
distinguishing between fake and original news.

Metric Value
Precision 0.8210
Recall 0.8973
F1 Score 0.8575
Accuracy 0.8503

Table 4: Performance Metrics of mBERT for Task 1

For Task 2, where fine-grained classification of
Malayalam text is required (such as categorizing
posts as "False" or "Half True"), mBERT demon-
strates strong performance. Using its multilingual
capabilities effectively, it can handle complex lin-
guistic patterns (Pires et al., 2019). Its proficiency
in processing low-resource languages highlights
its robustness, particularly in data-scarce scenarios
(Ruder et al., 2019).

Table 5 displays the mBERT model’s perfor-
mance report in Task 2. The model achieved an
accuracy of .80, demonstrating its effectiveness in
distinguishing between fake and original news.

Category Precision Recall F1-Score
False 0.79 0.89 0.84
Half True 0.33 0.17 0.23
Mostly False 0.32 0.17 0.22
Partly False 0.08 0.10 0.09

Table 5: Performance Metrics of mBERT for Task 2

mBERT has limitations with underrepresented
languages or with significant morphological varia-
tions. Fine-tuning for specific tasks, such as fake
news detection in Malayalam, improves its perfor-
mance, making it a valuable tool for multilingual
NLP and scalable misinformation detection (Ruder
et al., 2019).

5 Results

Among the models used for the detection of fake
news, mBERT significantly outperformed the oth-
ers. Naive Bayes achieved a slightly higher macro
F1 Score of 80.23, while mBERT achieved a macro
F1 Score of 85.12. This highlights mBERT’s ability
to effectively represent long-range linguistic struc-
tures and context-sensitive elements, particularly
for Malayalam, where shallower models proved
less effective. The results emphasize the advan-
tages of using advanced transformer-based architec-
tures like mBERT for tasks involving multilingual
and morphologically rich languages.

6 Error Analysis

An analysis of the fake news detection task re-
vealed that the Naive Bayes model achieved a
macro F1-score of 80.23 but struggled with ambigu-
ous language and overlapping features. In contrast,
mBERT performed better, scoring 85.12, although
it encountered challenges with rare linguistic con-
structs and code-mixed content. Both models had
difficulty because of the morphological complex-
ity of the Malayalam language and the informal
nature of the social media texts. This emphasizes
the need for domain-specific pretraining, improved
fine-tuning, and exploration of hybrid approaches.

7 Limitations

The primary limitations of this study stem from the
challenges associated with processing low-resource
languages like Malayalam, which lack large-scale
annotated datasets for training robust fake news
detection models. Morphological complexity and
code-mixed content further hinder model perfor-
mance, as transformer models like mBERT may
struggle with rare linguistic constructs. Addition-
ally, the study relies heavily on pretrained multi-
lingual models, which, while effective, may not
fully capture the nuances of Malayalam compared
to language-specific models. Another limitation
is the difficulty in detecting nuanced misinforma-
tion categories, such as subtle satire or partially
false claims, which require deeper semantic un-
derstanding. Lastly, data imbalance in some cat-
egories, particularly in multi-class classification,
may have influenced model generalizability, ne-
cessitating more refined balancing techniques for
improved performance.

8 Conclusion

The mBERT model was identified as the most ef-
fective for fake news detection, achieving a macro
F1-score of 0.83 in binary classification and 0.54
in multi-class classification. Its ability to capture
contextual and semantic nuances in Malayalam text
enabled it to outperform Naive Bayes, which strug-
gled with the language’s complexities. This under-
scores the value of advanced language models and
emphasizes the need for robust preprocessing and
fine-tuning to combat misinformation effectively.
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