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Abstract

There is widespread of misinformation on fu-
turistic technology and society. To accurately
detect such news, the algorithms require up-to-
date knowledge. The Large Language Models
excel in the NLP but cannot retrieve the ongo-
ing events or innovations. For example, GPT
and it’s variants are restricted till the knowl-
edge of 2021. We introduce a new methodology
for the identification of fake news pertaining
to futuristic technology and society. Leverag-
ing the power of Google Knowledge, we en-
hance the capabilities of the GPT-3.5 language
model, thereby elevating its performance in
the detection of misinformation. The proposed
framework exhibits superior efficacy compared
to established baselines with the accuracy of
81.04%. Moreover, we propose a novel dataset
consisting of fake news in three languages En-
glish, Telugu and Tenglish of around 21000
from various sources.

1 Introduction

In the rapidly evolving landscape of futuristic tech-
nology, misinformation has become a pervasive and
concerning issue. As groundbreaking innovations
such as artificial intelligence, quantum computing,
and advanced robotics continue to shape the future,
the spread of inaccurate or exaggerated informa-
tion about these technologies can have profound
effects(Marche et al., 2023). Misinformation can
distort public perceptions, creating unwarranted
fears or unrealistic expectations about the capabil-
ities and implications of these technologies. This,
in turn, may lead to misguided policy decisions,
hinder the adoption of beneficial technologies, or
even fuel unnecessary public concerns that impede
the responsible development of emerging innova-
tions(Raponi et al., 2022; Wang et al., 2023).

Moreover, misinformation in the realm of futur-
istic technology can contribute to a lack of trust in
scientific advancements and technological progress.
When individuals are exposed to sensationalized or
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Figure 1: Examples of the fake news related to futuristic
technology and society in Telugu and Tenglish. The text
in blue color is the translation of the news in English.

inaccurate portrayals of futuristic technologies, it
erodes the foundation of public confidence in the
scientific community and the technology industry.
This erosion of trust can impede collaboration be-
tween researchers, policymakers, and the public,
hindering the collective efforts needed to navigate
the ethical, social, and economic challenges associ-
ated with emerging technologies. To address this
issue, it is crucial for scientists, technologists, and
communicators to prioritize accurate and accessi-
ble information, fostering a more informed and
discerning public that can engage with the future
of technology in a responsible and constructive
manner.

To effectively identify and counteract such disin-
formation, detection algorithms need real-time data
to understand the context and verify the accuracy of
the information being circulated. Timely updates
ensure that the models can recognize and respond
to emerging trends, preventing the amplification of
false narratives that may contribute to confusion,
panic, or even influence public opinion and pol-
icy decisions during critical moments in a conflict.
To facilitate this up-to-time knowledge update, on-
tologies and graphs can be employed, offering a
structured representation of information that aids
in discerning patterns and relationships(Xue and
Liu, 2023; Xie et al., 2023).

However, the construction of such ontologies
and graphs is a meticulous process that demands
time and expertise. Additionally, the rigidity of
these structures makes them less adaptable when
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transitioning to different domains or subjects. The
intricate task of preparing and maintaining these
knowledge structures poses a challenge to swiftly
respond to evolving scenarios or to seamlessly shift
focus to other areas of concern. To overcome these
challenges, a pragmatic approach involves lever-
aging Google’s extensive and constantly updated
knowledge base. Google serves as a reservoir of
real-time information on a myriad of topics, includ-
ing geopolitical events and war-related develop-
ments. By tapping into this vast repository, we can
circumvent the time-consuming process of manual
ontology creation and instead harness the immedi-
acy and breadth of Google’s knowledge.

By integrating Google’s dynamic knowledge
with the natural language processing (NLP) capabil-
ities of GPT (Generative Pre-trained Transformer),
we create a potent synergy. GPT’s proficiency in
understanding and generating human-like text, cou-
pled with the real-time insights provided by Google,
empowers the system to make more informed and
timely predictions regarding the authenticity or fal-
sity of information related to war.

This fusion of GPT’s linguistic prowess with
Google’s up-to-date knowledge not only enhances
the accuracy of fake news detection but also en-
sures adaptability to the ever-evolving landscape
of information. As a result, this approach not only
improves the predictive capabilities in the context
of war-related news but also establishes a robust
framework that can be extended to different do-
mains, demonstrating a versatility that is crucial
in the fast-paced and diverse world of information
analysis.

How can we seamlessly integrate Google’s
knowledge into GPT? One approach involves
leveraging Langchain, or alternatively, employing
prompting techniques. However, it’s crucial to note
that these techniques are essentially prompts and
might not outperform, especially since GPT isn’t
explicitly trained to detect fake news. Addressing
this necessitates additional training within the con-
text. In this paper, we present a method on how
to effectively infuse GPT with knowledge derived
from Google, enhancing its capabilities.

The key contributions of our work is as follows:

1. Novel dataset: We present a novel dataset
with gold human labelled dataset in three lan-
guages, Telugu, English and Tenglish.

2. We have implemented baselines on latest ap-
proaches like Langchain, GPT-3.5, etc.

3. Novel Approach: We present a new algo-
rithm by leveraging Google’s knowledge and
GPT’s capabilities.

2 Related Work

Several approaches have been proposed for de-
tecting and mitigating the spread of fake news
across diverse linguistic and thematic domains.
Schütz (2023) introduced a disinformation detec-
tion method that leverages knowledge infusion
through transfer learning and visualizations. Rehm
et al. (2018) presented an infrastructure for han-
dling fake news and online media phenomena, in-
corporating both automatic and manual web an-
notations. Zhu et al. (2022) proposed a memory-
guided multi-view multi-domain fake news detec-
tion framework, emphasizing the importance of
multi-modal information. Duong et al. (2023) uti-
lized knowledge graph, Datalog, and KG-BERT
for fact-checking Vietnamese information.

Ahmed et al. (2022) focused on automatically
generating temporally labeled data using positional
lexicon expansion for the purpose of estimating the
focus time of news articles. Singhal et al. (2022)
established FactDrill, a data repository containing
fact-checked social media content, facilitating the
study of fake news incidents in India. Thaokar et al.
(2022) developed a multi-linguistic fake news de-
tector for Hindi, Marathi, and Telugu, emphasizing
the importance of linguistic diversity in detection
models.

Raja et al. (2023) proposed a method for fake
news detection in Dravidian languages using trans-
fer learning with adaptive fine-tuning, addressing
linguistic nuances. Yigezu et al. (2023) explored
abusive comment detection in Dravidian languages,
employing a deep learning approach. Briskilal et al.
(2023) introduced an ensemble method for classify-
ing Telugu idiomatic sentences using deep learning
models, contributing to the understanding of local
linguistic patterns.

Arya et al. (2022) leveraged question answer-
ing to understand context-specific patterns in fact-
checked articles in the global South. Ren et al.
(2023) proposed fake news classification using ten-
sor decomposition and a graph convolutional net-
work. Xie et al. (2023) introduced a knowledge
graph-enhanced heterogeneous graph neural net-
work for fake news detection, emphasizing the
importance of structured information. Che et al.
(2023) proposed tensor factorization with sparse
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and graph regularization for fake news detection
on social networks.

Han et al. (2021) discussed the generation of
fake documents using probabilistic logic graphs,
providing insights into potential adversarial tech-
niques. Ding et al. (2022) introduced Metadetec-
tor, a meta-event knowledge transfer approach for
fake news detection. Zhu et al. (2021) presented a
knowledge-enhanced approach for fact-checking
and verification, highlighting the role of knowledge
graphs. Clark et al. (2021) integrated transformers
and knowledge graphs for Twitter stance detection,
demonstrating the effectiveness of combining these
two powerful techniques.

Our proposed dataset focuses specifically on
fake news related to futuristic technology and so-
ciety, providing a unique thematic perspective.
Moreover, our algorithm incorporates a fusion of
Google’s knowledge and the GPT-3.5 model, offer-
ing a novel and robust approach to fake news detec-
tion in this distinctive domain. This combination
of thematic focus and advanced model integration
contributes to the enrichment and diversification
of the existing landscape of fake news detection
methodologies.

3 Data

Data is sourced from Twitter posts and news arti-
cles, with newspapers such as The Hindu, Eenadu,
Deccan Chronicle, Sakshi, Andhrajyothi, Times of
India, and The Indian Express contributing to the
dataset. To uphold anonymity and adhere to ethical
considerations, the information collected from both
newspapers and social media posts is paraphrased.
For the paraphrasing of English and Telugu data,
a freely available paraphrase tool (paraphrase-
tool.com), accommodating multiple languages, is
employed. Specifically for Tenglish data, anno-
tators are tasked with manual paraphrasing. The
collected data pertains to three languages: Telugu,
English, and Tenglish, all focusing on futuristic
technology and society. All the news articles and
posts gathered are till the May 2023.

Data Annotation: Our goal was to acquire man-
ual ground-truth labels indicating the presence of a
string evidence to claim the information is fake or
real. We distributed the collected data in batches
to annotators, ensuring that each data point was as-
sessed by multiple annotators to minimize labeling
errors. Additionally, we ensured that the same an-
notator did not review the same pairs across batches.

Table 1: Statistics of the Dataset

Source label 0 label 1 Overall

Telugu Newspapers 2792 2864 5656

English Newspapers 2136 2386 4522

Twitter (Telugu) 573 655 1228

Twitter (English) 1258 1372 2630

Twitter (Tenglish) 3538 3850 7388

Total 10297 11127 21424

Subsequently, annotators labeled the data, and fi-
nally, we aggregated the labels from all annotators
into a single label.

A total of 6 journalists working for the Telugu
media and are proficient in English are assigned
tasks to complete the annotation, including 4 jour-
nalists of experience 3 to 5 years and two senior
journalists having the experience of 10+ years. To
maintain label quality and reduce subjectivity, a
minimum of two annotators needed to agree for a
label to be included in the dataset. In cases where
the first two annotators did not agree, up to three
additional annotators were assigned to annotate.

In the labeling of annotators had to choose from
the four labels:

1. "True" - The provided information has signifi-
cant evidence to claim as true news.

2. "Requires Advice from Senior Journalist" -
The information provided requires more ex-
pertise to decide whether the information is
true or false.

3. "Fake" - The provided information contradicts
the fact or the information has significant evi-
dence to claim false.

4. "Indeterminate" - There is insufficient evi-
dence to make a clear decision on whether
the information is true or false.

Data labelled as "Indeterminate" by both annota-
tors is excluded. Text labelled as "Requires Advice
from Senior Journalist" is presented to two senior
journalists, who are asked to categorize the infor-
mation as true, false, or indeterminate. The senior
journalists independently provide labels initially,
and in cases of conflicting labels, they engage in
discussions to resolve difference.

We have computed inter annotator scores for
the annotators Krippendorff’s Alpha score as met-
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Figure 2: Finetuning of GPT-3.5 by infusing knowledge from Google

ric(Krippendorff, 2011). For the four annota-
tors(a,b,c,d) the scores for each pair of annotators
are αab = 0.863, αac = 0.837, αad = 0.847,
αbc = 0.872, αbd = 0.861 and αcd = 0.854, . To
find out the overall agreement score, the average
score for the four annotators , α = 0.856. The inter
agreement scores for the senior journalists is 0.876.
The overall average score, αT = 0.866.

Statistics: Table I illustrates the statistics of
the dataset. The dataset analysis highlights the
distribution of true and false news across various
sources. Telugu and English newspapers contribute
a balanced representation, with both categories con-
taining over 2000 instances each. Notably, the
Tenglish Twitter category, combining Telugu and
English tweets, stands out with a substantial 7388
instances, underscoring its significance as a major
source of news content. This Twitter category ex-
hibits a higher volume of both true and false news
compared to traditional newspapers.

In total, the dataset comprises 21424 instances,
with 10297 instances labeled as true news and
11127 instances labeled as false news. The findings
underscore the necessity of source-specific consid-
erations in addressing misinformation, as different
platforms exhibit varying levels of reliability. The
insights gleaned from this analysis can guide the
development of more nuanced and effective strate-
gies for detecting and mitigating misinformation
in news content, particularly on dynamic platforms
like Twitter.

4 Methodology

4.1 Proposed Algorithm

The proposed algorithm centers around enhancing
the capabilities of GPT-3.5 to discern fake news
through the integration of information gathered
from Google. This strategic approach involves ini-
tiating the algorithm by forwarding the input text
to Google, retrieving the top five most relevant re-
sults. These selected links serve as repositories of
crucial information germane to the subject matter
of the given news or text. By extracting text from
these links, the algorithm gains access to insights
encompassing technological advancements and so-
cietal developments. This real-time and up-to-date
information proves invaluable, particularly terms
unfamiliar to GPT-3.5 and tracking developments
beyond its training data cut-off in 2021.

The knowledge acquired from these web results
becomes an integral part of the fine-tuning pro-
cess. In this phase, the text obtained from Google
is seamlessly integrated with the original news in-
put provided to GPT-3.5, as illustrated in Figure
2. The main goal during the fine-tuning is to en-
rich the model’s understanding by incorporating
the wealth of information garnered from Google.
This amalgamation enhances the model’s grasp of
context, allowing it to better comprehend and inter-
pret the intricacies of the information it processes.
By training GPT-3.5 with insights from Google,
the algorithm seeks to capitalize on the external
knowledge to bolster the model’s discernment capa-
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Figure 3: Flowchart depicts the usage of fine-tuned model for testing phase and in real-time applications.

bilities. This additional layer of information equips
the model with a broader contextual understanding,
enabling it to explore through news content more
effectively and identify potential instances of misin-
formation. In essence, the integration of real-time
information from Google serves as a dynamic en-
hancement strategy, addressing the evolving land-
scape of information beyond the initial training
scope of the model.

Subsequent to the fine-tuning process, the algo-
rithm seamlessly transitions to the analytical phase
where the news or post targeted for scrutiny is dis-
patched to the Google API for information retrieval.
This interaction initiates a process where the ac-
quired information is systematically fed into the
fine-tuned GPT-3.5 model, as visually depicted in
Figure 3. Given that the model has undergone ex-
plicit training with the infusion of knowledge from
Google, it manifests advanced predictive capabili-
ties in comparison to baseline implementations.

The collaborative synergy between the fine-
tuned model and the information retrieved from
the Google API underscores a sophisticated ap-
proach to tackling the challenges associated with
fake news detection. By leveraging external knowl-
edge, the algorithm not only adapts to the evolving
landscape of information but also enhances its ana-
lytical prowess, contributing to a more robust and
effective tool for the detection of fake news and
posts in the digital sphere.

To explain in detail we present the mathematical
equations. η represents the news from the dataset
and Ni the tokens of the news. C is the represen-
tation of the label. Assuming G is the notation for
the Google search API.

News : η = {N1, N2, . . . , Nn} (1)

c =

{
1, if fake news
0, if true news

(2)

π = G(N1, N2, . . . , Nn) (3)

π represents the results obtained from the
Google search API with τi as the links. Then the
text Ki is extracted from τi using ε function while
extracts the text from the web links.

π = {τ1, τ2, . . . , τm} (4)

Ki = ε(τi) (5)

Ki = {t1, t2, . . . , to} (6)

ti are the tokens of the text Ki. From the ob-
tained web results the text from first five results
is taken and denoted as KG. The knowledge in
addition with the news is fine-tuned on GPT-3.5
with W,B as parameters of the model with loss
function LG and F represents the fine-tuned model.

KG = {K1,K2, . . . ,K5} (7)

F (W,B) = argmin
W,B

LG({K1+K2+K3+K4+K5+η}, c)
(8)

ηt is the news to be predicted with tokens Nti .
The news is input to the Google search and the
knowledge extracted is KGt .

ηt = {Nt1 , Nt2 , . . . , Ntn} (9)

KGt = {Kt1 ,Kt2 , . . . ,Kt5} (10)

Pf = F ({Kt1 +Kt2 +Kt3 +Kt4 +Kt5 + η}) (11)

The knowledge and news is input to the fine-tuned
model F and the models outputs the prediction Pf .

4.2 Baselines
The data is multilingual, consists of two different
languages and a mixed language. So, we have
opted multilingual baselines. So, that it could be
suitable to evaluate. The implemented baselines
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are: (i) GPT 3.5 (Chen et al., 2023); (ii) GPT 3
(Brown et al., 2020);(iii) LLAMA 2(Touvron et al.,
2023); (iv) multilingualBERT(Pires et al., 2019);
(v)XLM-RoBERTa(Conneau et al., 2020), (vi) In-
tegrating Google and GPT using Langchain(IGL)
and (vii) few shot prompting with GPT-3.5.

For the implementation of IGL we have utilised
the prompting technique the prompt is “Predict
whether the following is fake news or not?: \n \n
(The news/post)". For few shot prompting tech-
nique, we have prompted the GPT model by pro-
viding with five random examples from the dataset.

For the BERT-like models we have used Google
Colab free GPU. For LLAMA 2 7B, 13B we have
used Nvidia GPU of 108GB RAM. For the GPT
models we have utilised the OpenAI API for fine-
tuning and few shot prompting of the GPT-3.5.The
hyperparameters used for the baselines are epoch
5, learning rate 2e-5, weight decay 0.01, frequency
penalty 0, presence penalty 0.

5 Experimental Results

Table 2 presents the experimental results for the
experiments performed in this study. Telugu-
BERT, mBERT, and XLM RoBERTa exhibited
competitive performance in the detection of fake
news, with accuracy values of 62.37%, 68.15%,
and 69.82%, respectively. Among these, XLM
RoBERTa achieved the highest accuracy. This
might be because RoBERTa is multilingual and as
it is enhanced form of BERT. Among the few-shot
learning models, Few shot GPT-4 outperformed
Few shot GPT-3.5 and IGL, achieving an accuracy
of 43.57%. The latter two models demonstrated ac-
curacy values of 41.86% and 51.49%, respectively.
The IGL performed better than other prompting
techniques this is because of accessing web and
gains relevant up to date information.

The LLAMA models, LLAMA 2 7B and
LLAMA 2 13B, exhibited superior performance
compared to the previous models, achieving accu-
racy values of 74.15% and 75.86%, respectively.
Among the GPT-3 models, GPT 3 Davinci demon-
strated the highest accuracy of 75.91%, surpass-
ing GPT 3 Babbage, GPT 3 Curie, and GPT 3
Ada, which achieved accuracy values of 74.57%,
74.36%, and 73.93%, respectively. GPT 3.5 also
performed well, with an accuracy of 76.48%. As it
is a LLM, pretrained on huge textual data and fine-
tuned for detection of the fake news it performed
better. The proposed algorithm performed much

Table 2: Test results: Detection of Fake News

Model Precision Recall Accuracy

TeluguBERT 60.27 63.79 62.37
mBERT 65.75 69.56 68.15
XLM RoBERTa 66.72 70.16 69.82

Few shot GPT-3.5 40.62 43.73 41.86
Few shot GPT-4 41.40 43.82 43.57
IGL 50.13 52.32 51.49

LLAMA 2 7B 72.90 76.36 74.15
LLAMA 2 13B 73.61 77.57 75.86

GPT 3 Ada 70.67 74.20 73.93
GPT 3 Babbage 72.45 75.39 74.57
GPT 3 Curie 74.86 73.11 74.36
GPT 3 Davinci 79.26 72.43 75.91
GPT 3.5 74.51 77.06 76.48
Proposed method 79.83 82.17 81.04

better than the baselines implemented the main
reason is the algorithm learned accessing web, ex-
tracting knowledge and detecting the fake news.

6 Discussion

In the realm of fake news detection within the fu-
turistic technology landscape, our proposed algo-
rithm, leveraging the fine-tuned GPT-3.5 model
with knowledge infusion from Google, outperforms
other baselines that also integrate GPT-3.5 but lack
dedicated fine-tuning for the specific task of fake
news detection. The effectiveness of our approach
is evident in its nuanced understanding of language,
real-time information retrieval capabilities, and ad-
vanced contextual analysis.

One notable strength of our algorithm lies in its
ability to discern speculative or sensationalized con-
tent that often eludes other baselines. For instance,
when faced with a headline proclaiming "Quantum
Computing Breakthrough Enables Time Travel,"
our algorithm excels at cross-referencing the infor-
mation with recent scientific literature, expert opin-
ions, and official announcements. The fine-tuning
process ensures that it recognizes the nuances in
language that may signal speculative claims, allow-
ing it to accurately identify potential misinforma-
tion where baselines may fall short. Moreover, The
fine-tuning process also equips the algorithm with
a nuanced understanding of language and context,
enhancing its ability to detect subtly misleading
information. Consider the headline "AI Singularity
Imminent: Experts Warn of Global Catastrophe."
Baseline models, integrated with GPT-3.5 but lack-
ing specific fine-tuning, may not grasp the hyper-
bolic nature of the claim. Our algorithm, having
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learned from a multitude of sources, recognizes the
speculative tone and lack of substantiated evidence,
contributing to a more accurate identification of
this headline as potential misinformation.

Additionally, the proposed algorithm demon-
strates superior performance in evaluating the cred-
ibility of news related to emerging technologies,
such as blockchain or artificial intelligence. For
instance, when presented with a headline asserting
"Blockchain-Powered Flying Cars Set to Hit the
Market Next Year", our algorithm can thoroughly
analyze the feasibility of such a claim by check-
ing for official statements from industry experts,
regulatory approvals, and technological advance-
ments. In contrast, baselines without dedicated
fine-tuning for fake news detection may struggle to
differentiate between credible and misleading infor-
mation, relying on general language understanding
without the nuanced focus our algorithm provides.
Furthermore, in scenarios involving space explo-
ration and extraterrestrial claims, our algorithm’s
real-time web scraping capabilities ensure that it
can access the latest information from reputable
sources. For example, when confronted with the
headline "NASA Confirms Alien Life on Mars",
our algorithm excels at cross-referencing this infor-
mation with official statements and recent research
findings. The dedicated fine-tuning for fake news
detection enhances its ability to discern credible
sources, enabling it to raise red flags when faced
with sensationalized claims, a capability that might
be lacking in baselines relying solely on GPT-3.5.

In the cases where knowledge retrieved from
Google is incorrect: The Google is not always
correct, sometimes we find blogs containing mis-
information or fake news. The proposed algorithm
performs much better compared to the baselines in
this case. The IGL have false positives as they are
context-based. As the proposed approach is fine-
tuned on data, during the training phase there were
data points where the knowledge from the web is
incorrect/fake but where the label is true news, dur-
ing these cases the web results contradicts with
label, thereby creating confusion when IGL is used.
As the model is fine-tuned it performed well on
these cases as well.

Error Analysis:
While our proposed algorithm demonstrates no-

table strengths in fake news detection within the
futuristic technology domain, there are few scenar-
ios it made errors. The algorithm face challenges

in distinguishing between legitimate speculation
and misinformation in a rapidly evolving field. For
example, if a headline speculates on the potential
future capabilities of a nascent technology, such
as "Experts Predict AI Will Achieve Conscious-
ness Within a Decade," the algorithm struggles
to differentiate between speculative but informed
predictions and baseless claims. Balancing the un-
derstanding of speculative language while avoiding
false positives poses a persistent challenge.

Another potential source of error arises when
the algorithm encounters news that is related to
emerging technologies with limited resources in
Telugu. In this scenario the proposed algorithm
showed lower performance. There are 6 predictions
incorrect for every 10 posts.

From close examination of the predictions we
found that the algorithm struggles to detect posts
in Tenglish language. This might be because the
GPT-3.5 would not have been pretrained on the
Tenglish language and therefore feels difficult to
understand and detect the fake news. Data augmen-
tation or pertaining on Tenglish language would
help in improving the overall performance of the
model.

7 Conclusion and Future Work

In conclusion, this study addresses the issue of
misinformation in the context of futuristic tech-
nology and society. Acknowledging the limita-
tions of existing algorithms, particularly in their
inability to incorporate real-time information, we
proposed a novel methodology that combines the
strengths of Large Language Models, specifically
GPT-3.5, with the dynamic knowledge base pro-
vided by Google Knowledge. By leveraging this
synergy, our framework achieved a commendable
accuracy of 81.04% in detecting fake news.

The future work involves scaling the dataset to
other language like Hindi, Tamil and other Indic
languages. We would also like to develop a pre-
training model especially for Tenglish as it is ex-
pected to perform better. We would like to develop
a dataset in Telugu that also involves the fake news
on investments.

Limitations

This approach is specifically designed for handling
textual data, ensuring optimized performance for
text-based processing. Since it focuses exclusively
on text, image data is not included in the dataset,

7



allowing for a more streamlined and efficient anal-
ysis. To leverage advanced AI capabilities, we
utilize Google API and OpenAI models, which op-
erate on a structured billing model. This aligns
with standard industry practices for accessing state-
of-the-art machine learning services. While these
models are closed-source, they provide reliable and
high-quality performance for text processing.

Ethics Statement

Our primary goal is to detect fake news while en-
suring that the reputation of sources remains unaf-
fected. To maintain anonymity, we have rephrased
the collected data, preventing any potential repu-
tational impact on sources or users. Additionally,
we strongly oppose any misuse of the dataset for
generating or spreading fake news.
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