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Abstract

The increasing instances of abusive language
against women on social media platforms have
brought to the fore the need for effective con-
tent moderation systems, especially in low-
resource languages like Tamil and Malayalam.
This paper addresses the challenge of detect-
ing gender-based abuse in YouTube comments
using annotated datasets in these languages.
Comments are classified into abusive and non-
abusive categories. We applied the following
machine learning algorithms, namely Random
Forest, Support Vector Machine, K-Nearest
Neighbor, Gradient Boosting and AdaBoost
for classification. Micro F1 score of 0.95 was
achieved by SVM for Tamil and 0.72 by Ran-
dom Forest for Malayalam. Our system partic-
ipated in the shared task on abusive comment
detection,out of 160 teams achieving the rank
of 13th for Malayalam and rank 34 for Tamil,
and both indicate both the challenges and poten-
tial of our approach in low-resource language
processing. Our findings have highlighted the
significance of tailored approaches to language-
specific abuse detection.

1 Introduction

Social media has revolutionized communication,
interaction, information sharing, and expression.
However, its misuse has led to serious issues, in-
cluding gender-based abuse targeting women. Such
abusive language is mostly derogatory and threat-
ening, which reflects societal biases and has seri-
ous psychological, social, and professional conse-
quences for the victims.Tamil and Malayalam are
low-resource languages that lack robust automated
systems to address this challenge. Identifying abu-
sive content in these languages is important for
effective moderation. This paper focuses on the de-
tection of gender-based abuse in Tamil and Malay-
alam YouTube comments.This can help in creating
safer and more inclusive online environments.

Detecting abusive content in low-resource lan-
guages is challenging due to the scarcity of an-
notated datasets and the complexity of linguistic
nuances. The implicit bias, coded expressions, and
slangs used in abusive language make it difficult for
the automated system to detect Tamil and Malay-
alam. We approach these challenges by curating
annotated datasets of YouTube comments in Tamil
and Malayalam. Each comment is labeled as ei-
ther abusive or non-abusive, and examples reflect
explicit and implicit abuse. Developing accurate
classification models for these datasets is important
for enhancing content moderation systems.

We, therefore, use machine learning algorithms
such as Random Forest, SVM, KNN, Gradient
Boosting, and AdaBoost on the comments dataset
to classify them as either abusive or non-abusive.
The experiments show that SVM gives the high-
est micro F1 score at 0.95 for Tamil, but Random
Forest gives the best score of 0.72 for Malayalam.
These findings reflect the efficiency of language-
specific models in detecting abusive content. The
empirical findings from this research study will
help to solve the imperative case of gender-based
abuse issues in social media and make cyberspace
safer for women.

2 Literature Survey

The Multimodal Tamil Hate (MATH) dataset has
been introduced for detecting hate speech in Tamil
across text, audio, and video modalities Mohan
et al. (2023). A combination of BERT for text,
TimeSformer for video, and Wav2vec2 for audio
was used, achieving 81.82% accuracy with a mul-
timodal fusion approach. Tamil abusive comment
classification has been improved through multilin-
gual transformers and data augmentation, leading
to a 15-unit increase in the macro F1-score using
the MURIL model Sheik et al. (2023). Additionally,
Tamil and code-mixed Tamil-English datasets for
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abusive comment detection on YouTube have been
created, showing classical models as more effective
due to limited data Chakravarthi et al. (2023).

A transformer-based approach has been pro-
posed for detecting abusive content in 13 Indic
code-mixed languages, outperforming classical
models. The combination of XLM-RoBERTa with
BiGRU and emoji embeddings achieved an F1
score of 0.88 and an AUC of 0.94 Bansal et al.
(2022). Multilingual embeddings like IndicBERT
and MuRIL have been utilized for Tamil and Tel-
ugu, demonstrating superior performance over clas-
sical models on YouTube datasets Vegupatti et al.
(2023).

A toxic comment detection system for Assamese
has been developed using SVM with TF-IDF,
achieving 94% accuracy and F1-score Dutta et al.
(2024). An overview of a shared task on detect-
ing abusive and hope speech in Tamil and Tamil-
English social media comments has been provided,
employing various machine learning and deep
learning methods Priyadharshini et al. (2022).

Studies from the Third Workshop on Speech and
Language Technologies for Dravidian Languages
have presented insights into abusive comment de-
tection Priyadharshini et al.. Logistic regression
with embeddings has been explored for Tamil and
Telugu datasets Bala and Krishnamurthy (2023). A
study has achieved 99% accuracy in abusive com-
ment detection for code-mixed Tamil-English text
Pannerselvam et al. (2023). Machine learning, deep
learning, and BERT have been employed for Tamil,
achieving notable rankings in a shared task Shan-
mugavadivel et al. (2023).

3 Task Description

This task concentrated on finding abusive com-
ments toward women in the language of Tamil
and Malayalam from social media sites, such as
YouTube. We annotated the data carefully with
proper labels in both abusive and non-abusive cat-
egories to have a high-quality set of labels for su-
pervised learning. We utilized several machine
learning models, namely SVM, Random Forest,
KNN, Gradient Boosting, and AdaBoost to classify
comments against this challenge. SVM achieved
the highest micro F1 score of 0.95 for Tamil, while
Random Forest performed best for Malayalam with
a score of 0.72. The models were trained and fine-
tuned using various feature extraction techniques,
including TF-IDF and word embeddings, to cap-

ture linguistic nuances.Our system participated in
the shared task Rajiakodi et al. (2025) on abusive
comment detection, ranking 13th for Malayalam
and 34th for Tamil out of 160 teams. This therefore
shows the problems of abusive language detection
in low-resource languages and the need to develop
robust language-specific content moderation sys-
tems.

4 Dataset Description

The Tamil dataset has a total of 2,790 records
split between the classes evenly. Therefore, it has
1,366 abusive comments and 1,402 non-abusive
comments, which makes the dataset balanced for
unbiased training and model testing. A balanced
dataset means that none of the models gets biased
to prefer any of the classes, one being abusive and
the other being not.

The Malayalam dataset has 2,933 records with
a little imbalance in its distribution. This dataset
contains 1,531 abusive comments and 1,402 non-
abusive comments; this is true to real life, where
most of the instances of abusive language are dom-
inant in certain contexts.This dataset is a bit more
challenging as it also is imbalanced and includes
the complexity of the Malayalam language.

Language Abusive(N) Non Abusive
Malayalam 1531 1402
Tamil 1366 1424

Table 1: Dataset Description

5 Methodology

The methodology for abusive comment detection
in Tamil and Malayalam consists of data prepro-
cessing, feature extraction, and model development.
Each step ensures efficient processing by transform-
ing raw data into meaningful representations using
machine learning-based classification.

5.1 Data Preprocessing
Data preprocessing involves cleaning raw YouTube
comments for classification. This includes remov-
ing special characters, emojis, punctuation, and
URLs. Tokenization splits each comment into
words or phrases for analysis, followed by stop-
word removal to enhance computational efficiency.
Next, text normalization standardizes spelling and
slang variations in Tamil and Malayalam. Labels
are encoded into numbers for machine learning
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Figure 1: Proposed System Workflow

compatibility. To address class imbalance, meth-
ods like over-sampling the majority class and under-
sampling the minority class are applied, ensuring
better model performance by preventing bias to-
ward one class.

5.2 Feature Extraction

After preprocessing, features are extracted using
methods like TF-IDF (Term Frequency-Inverse
Document Frequency), which weighs words based
on their frequency in abusive comments while
down-weighting common terms. Additionally,
word embeddings like Word2Vec, FastText, and
BERT capture contextual meaning, enabling the
model to understand relationships between words.
These features are crucial for enhancing model pre-
cision in distinguishing abusive from non-abusive
language.

5.3 Model Development

The final step involves selecting, training, and test-
ing machine learning models for abusive comment

classification. The dataset is split into training, val-
idation, and test sets for effective generalization.
Several algorithms, including SVM, Random For-
est, KNN, Gradient Boosting, and AdaBoost, are
fine-tuned for optimal performance. Evaluation
metrics such as accuracy, precision, recall, and mi-
cro F1 score are calculated. SVM performs best
for Tamil with a micro F1 score of 0.95, while Ran-
dom Forest achieves the highest micro F1 score of
0.72 for Malayalam, indicating its effectiveness in
handling linguistic variations in abusive comments.
The workflow diagram in Figure 1 shows the entire
process, from preprocessing to model evaluation.

6 Experimental Analysis

To check the performance of the models, Macro-F1
score is employed that is widely used in classifica-
tion problems, especially on imbalanced datasets.
The experiments are carried out on text data for
both the Tamil and Malayalam languages. Ac-
cordingly, the corresponding performances are ex-
plained in the subsections below.
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Figure 2: Confusion Matrix of Tamil Data

6.1 Tamil

For this, the model performance was analyzed with
accuracy, precision, recall, and micro F1 score met-
rics to compare their ability in classifying the com-
ments as abusive or non-abusive. For the Tamil
dataset, Support Vector Machine has been found
out to be performing better than others with a mi-
cro F1 score of 0.95, which is really a high score.
This is due to the reason that SVM handles the lin-
guistic variations in Tamil such as colloquial terms
and context-dependent variations. Figure 2 Depicts
the best-performing model’s confusion matrix on
Tamil data. The best model was able to strongly
capture the explicit and implicit abusive language
patterns and, therefore could be relied on for Tamil
text classification.

6.2 Malayalam

For the Malayalam dataset, Random Forest was
the best model with a micro F1 score of 0.72. Al-
though the score is lower than that of Tamil, it
shows that Random Forest generalizes well despite
the complexity of Malayalam grammar and vocab-
ulary. The model was able to capture patterns of
abuse, including slang and implicit bias in Malay-
alam comments. This performance depicts robust-
ness and applicability for moderate abusive content
in the Malayalam language effectively. Figure 3:
Confusion matrix of the best performing model on
Malayalam data.

7 Limitations

This study has several limitations. First, the dataset
size is limited, which may affect the generalizabil-
ity of the models. Second, the imbalance in the
Malayalam dataset could lead to biased predictions.

Figure 3: Confusion Matrix of Malayalam Data

Third, the approach relies on traditional machine
learning models, which might not capture complex
linguistic patterns effectively. Lastly, the absence
of deep learning techniques limits the potential for
higher accuracy.

8 Conclusion

The research throws light on the increasing phe-
nomenon of gender-based abuse on social media
and the growing need for automatic content mod-
eration, especially in low-resource languages such
as Tamil and Malayalam. A classification system
has been developed for effectively detecting abu-
sive comments by applying SVM, Random Forest,
KNN, Gradient Boosting, and AdaBoost machine
learning models. Our results indicate that SVM
obtained the best micro F1 score of 0.95 for Tamil,
while the best-performing model for Malayalam
was Random Forest with a score of 0.72. Our sys-
tem has also participated in the shared task on abu-
sive comment detection and ranked 13th in Malay-
alam and 34th in Tamil out of 160 teams. Deep
models and contextualized embeddings are much
more beneficial for the advancement of this prob-
lem, and future work will be directed towards en-
larging datasets and fine-tuning classification tech-
niques to make them more accurate and generaliz-
able for real-world applications. The code for this
shared task can be accessed at Github
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