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Abstract

The increasing prevalence of AI-generated con-
tent, including fake product reviews, poses sig-
nificant challenges in maintaining authentic-
ity and trust in e-commerce systems. While
much work has focused on detecting such re-
views in high-resource languages, limited at-
tention has been given to low-resource lan-
guages like Malayalam and Tamil. This study
aims to address this gap by developing a robust
framework to identify AI-generated product re-
views in these languages. We explore a BERT-
based approach for this task. Our methodol-
ogy involves fine-tuning a BERT-based model
specifically on Malayalam and Tamil datasets.
The experiments are conducted using labeled
datasets that contain a mix of human-written
and AI-generated reviews. Performance is eval-
uated using the macro F1 score. The results
show that the BERT-based model achieved a
macro F1 score of 0.6394 for Tamil and 0.8849
for Malayalam. Preliminary results indicate
that the BERT-based model performs signifi-
cantly better for Malayalam than for Tamil in
terms of the average Macro F1 score, leverag-
ing its ability to capture the complex linguis-
tic features of these languages. Finally, we
open the source code of the implementation in
the GitHub repository: AI-Generated-Product-
Review-Code.

Keywords: AI-generaated, Detection, Product re-
view, BERT

1 Introduction

The e-commerce marketplaces has led to an in-
crease in online product reviews, which have be-
come important for consumer buying behavior.
Nonetheless, the problem of AI content generation
has worsened the trust issues surrounding platforms
due to the flood of fake reviews. These types of re-
view can deceive users, affect the company’s image,
and alter competitive structures, making it difficult
to devise new methods to identify them (Ott et al.,

2011; Banerjee and Chua, 2014). With so many
efforts being made to identify fake reviews in the
English language, not many focus is acquired to-
wards low-resource languages such as Malayalam
and Tamil. This gap needs to be filled as these low
resource languages are unique in their own way.

NLP does not tend to focus much on Malayalam
and Tamil, which are common in South India as
well as with the diaspora because resources are
limited (Joshi et al., 2020; Zamir et al., 2024a).

The goal for this particular research is to create
an effective hybrid system for the detection and
classification of AI-produced reviews in Malay-
alam and Tamil using modern transformer. In par-
ticular, we utilize a BERT-based model which has
been fine tuned to Malayalam and Tamil datasets.
To explain it in simple terms, BERT is a great per-
former in most NLP learning tasks because it uses
context and other deep language features to under-
stand text’s meaning (Devlin, 2018; Ahani et al.,
2024), and we tend to fine tune BERT to specific
low resource languages datasets to help it perform
even better.

The described work requires the collection,
and careful labeling of approximately authentic-
sounding reviews of AI technology in both lan-
guages, which have been written in a mix of human
and AI text. Both training and evaluation of the
models are performed using the Macro F1-score,
and their changes. Initial analysis indicates that the
BERT-based model ultimately achieves the best re-
sults for Malayalam language as compared to Tamil
language baseline making it a great alternative for
cases involving complex linguistic phenomena (Ul-
lah et al., 2024).

2 Related Works

With the advanced evolution of AI-generated text
models, such as GPT-4 and its future models, the
content generation process has changed in several
spheres, including reviews of online products. Al-
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though there’s an enormous opportunity in these
tools, their inappropriate use has brought forth con-
cerns regarding authenticity, especially in sensitive
fields like consumer decision-making. The prob-
lem becomes more pronounced in low-resource
languages like Malayalam and Tamil since there
is still very little research done in an AI generated
content detection. Other literature point towards
resource rich languages, like English, and empha-
size on the ethical consideration as well as the sys-
tems in place of text generation detection systems
(Solaiman et al., 2019). Nevertheless, the applica-
tion of these techniques in low resource languages
poses a problem owing to the distinctive linguistic
features of these languages.

Malayalam and Tamil belong to low resource
languages that is characterized by its high morphol-
ogy, agglutinative nature and sophisticated syn-
tactic features. Research has demonstrated that
such languages are a very difficult case for natu-
ral language processing (NLP) owing to suffixa-
tion, highly compound words and poor availabil-
ity of standard transliteration (Annamalai, 2010;
Chakravarthi et al., 2022b) which makes it hard
to use many methods designed for resource-rich
languages without major adaptations.

This is why such models cannot simply be trans-
ferred directly from resource-rich languages as they
require specialized approaches to help, for example
text classification or AI related content detection.

While datasets are the be-all and end-all for
training detection models, Dravidian languages
have short supply of annotated data. One ex-
ample here is the ”Dravidian CodeMix” shared
task (Chakravarthi et al., 2023; Tash et al., 2024)
which provides a dataset of code-mixed sentiment
analysis and offensive language detection. Espe-
cially, there are few datasets being curated for AI-
generated content detection in Dravidian languages.
Thus, works such as ”Shared Task for Detector
AI-generated Product Reviews in Dravidian Lan-
guages” fill this need by providing training and
test datasets in Malayalam as well Tamil, allowing
researches to train their models suited for these
languages.

Methods (when it comes to detecting AI-
generated text) were primarily based on linguis-
tic characteristics analysis and stylometry like n-
gram comparation, detecting a style inconsistence
(Jawahar et al., 2019). Recent transformer powered
models like BERT, RoBERTa and mBERT have

established excellent performance in text classifi-
cation tasks due to the impact of deep learning.
Generalizable Multilingual models (XLM-R (Jawa-
har et al., 2019; Chakravarthi et al., 2022a)) that
outperforms in low-resource languages, are show-
ing an encouraging performance when they are
finetuned on domain-specific data. Performance of
AI-based text detection models is evaluated based
on evaluation metrics (especially when we only
care about identifying the text generated by AI),
and developing such models is no exception.

In NLP, the score of F1 is an accuracy metric
that strikes a balance between recall and precision
(Naidu et al., 2023), reflecting on the other hand it
was suited for classification problems with imbal-
anced datasets (Bade et al., 2024c). Adoption of the
metric in this Shared Task underscores the need for
a more comprehensive model performance evalua-
tion measure for low-resource languages (Priyad-
harshini et al., 2022; Zamir et al., 2024b). One
of the biggest ethical concerns in identifying AI-
generated content detection is within low resource
languages, to keep trust on online platforms alive.
Kimera et al. (2024) has claimed that systematic
detection systems can help to prevent false informa-
tion and building trustworthy digital eco-system. In
future work, we will address issues of more diverse
and representative datasets (including multimodal),
as well as breaking biases to improve detection
systems for these languages.

3 System Description

In this section, we discuss about datasets, pre-
processing, feature extraction, and model seletion.
Moreover, finally it overviews architecture of this
task.

3.1 Datasets

The research in the NLP domain heavily relies on
well-curated datasets, which serve as the driving
force for creating intelligent systems (Bade et al.,
2024a). However, it is labor intensive to obtain
well-written data to train the language model, espe-
cially under-resourced ones (Bade, 2021). Thanks
to DravidianLangTech (Priyadharshini et al., 2023),
they offered datasets and task instructions for this
work (Premjith et al., 2025). The datasets are orga-
nized into two subsets: training and test sets. The
training data set is a data set that contains two vari-
ables, X input and Y output. While the X variable
represents users’ comments, the Y variable repre-
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sents their values that can determine whether the
comments are human written or machine generated.
However, the test dataset does not contain the Y
variable because we expect it to be predicted by
the model. This kind of dataset arrangements are
more conveinent for supervised machine learning.
Mathematically,

Training Data =

n∑

j=1

(Xij , Yij)

and

Test Data =

m∑

j=1

Xij

Table 1 presents the detailed statistics of these
datasets.

Languages Dataset has label? Size
Train yes 808

Tamil Test no 100
Total – 908
Train yes 800

Malayalam Test no 200
Total – 1,000

Table 1: Dataset statistics

Table 1 outlines the training and test datasets.
While training dataset served as the primary re-
source for training the selected algorithm, test
dataset served to evaluate the final performance
of the model. Notably, test data was kept separate
and remains unseen during the training process. Ta-
ble 2 further provides the class label distribution
for the training.

Language Label Count
HUMAN 403

Tamil AI 405
Total 808
HUMAN 400

Malayalam AI 400
Total 800

Table 2: The statistics of class label distributions of the
training dataset.

3.2 Preprocessing
The annotated training, development datasets, and
test dataset underwent pre-processing. Then punc-
tuation mark removal, emoji removal, and user-
name removal are the main objectives of this step

in this particular use case. The built-in ”re” module
in Python has helped to eliminate all these staff.

3.3 Feature Extraction

Since AI algorithms operate on numeric data (Bade
and Seid, 2018), it is necessary to encode the input
of text to a numeric equivalent (Bade et al., 2024d).
The process of converting text input into numeric
form is known as data encoding or feature extrac-
tion (Bade et al., 2024a). This task is carried out
by BertTokenizer of the BERT model.

3.4 Model Selection

Once the NLP processing steps such as dataset or-
ganization, pre-processing, and feature extraction
are completed, the next critical step involves select-
ing and applying appropriate AI algorithms. In this
study, we employ the BERT model, a state-of-the-
art architecture based on Transformers, to achieve
our objectives (Yigezu et al., 2023), specifically the
bert-base-uncased variant. Since its introduction,
Transformers have revolutionized NLP by enabling
enhanced parallelization and effectively capturing
long-range dependencies (Vaswani, 2017). Among
these models, BERT remains a fundamental base-
line, consistently achieving state-of-the-art perfor-
mance across various NLP benchmarks (Rogers
et al., 2021).

To process textual data, BERT employs its dedi-
cated BertTokenizer, which tokenizes text and con-
verts it into numerical representations, ensuring ef-
ficient input processing for the model (Bade et al.,
2024b). Table 3 outlines the hyperparameters used
for this model.

Hyperparameters Values
Learning Rate 1e-5
Evaluation Strategy Epoch
Epochs 5
Batch Size 32
Activation function@output level Sigmoid

Table 3: BERT Hyperparameters

As we can see from Table 3, the learning rate
indicates the number of times the exectuion taken
place to improve the model’s performance. Epoch
refers to one complete pass through the entire train-
ing dataset by the learning algorithm (Mersha et al.,
2024). Thus, we set the epoch to be 5,.i.e the exe-
cution did pass 5 complete times. The batch size
refers to dividing the total data size into 32 and
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bringing the divided batch one a time for the ex-
ecution. This helps the execution to be fast. The
last parameter, activation function is used to label
or group the computational result into two classes.
Figure 1 presents the workflow of this study.

Figure 1: Overall workflow of the study.

In Figure 1, the pipeline begins with acquiring
a training dataset, followed by pre-processing and
feature extraction steps. The selected model, BERT-
base, is then trained to learn the patterns and be-
havior specific to this dataset. Once training is
complete, the model is evaluated using test data to
generate predictions.

4 Result and Discussion

We trained the provided dataset on the BERT model
and tested its performance using a separate test set.
The predictions generated from the test set data
were submitted to the workshop organizers for eval-
uation. These submissions were evaluated using
accuracy (Acc), average macro precision (P), aver-
age macro recall (R), and average macro F1-score
(F1) as evaluation metric. The final results, pub-
lished by the organizers, revealed that for Tamil,
BERT attained a significantly higher macro F1
score of 0.6394, and for Malayalam, it excelled
with a macro F1 score of 0.8849. Table 4 shows
more details.

From Table 4, we can easily infer that the se-
lected model and configured hyperparameters are
more favored for Malayalam than Tamil.

Language Acc P R F1
Tamil 0.6400 0.6394 0.6394 0.6394
Malayalam 0.8850 0.8859 0.8850 0.8849

Table 4: Performance metrics of BERT model for the
data of Malayalam and Tamil languages.

5 Comparative Analysis

The suggested AI-generated review detection
model is contrasted with other baseline techniques,
such as naive Bayes, support vector machines
(SVMs), BERT, ALBERT, RoBERTa, and gradient
boosting decision trees (GBDTs).These baseline
methods are compared to our approaches in terms
of the F1 measure, regardless of the dataset they
employed.

Model F1-score
Qualitative (Fröhnel et al., 2025) 0.5300
GANs(Ke et al., 2025) 0.9500
RoBERTa (Wang et al., 2025) 0.7342
BERT (Ours)Mal 0.8849
BERT (Ours)Tam 0.6394

Table 5: Comparison of the models of our work and oth-
ers. The result in bold shows the performance achieved
by our approach, revealing the effectiveness of the
model.

6 Conclusion and Future Work

This research created a methodology for detecting
reviews generated by AI for products in Malayalam
and Tamil using a fine-tuned BERT model. The
experimental results proved that the BERT model
is the best performer and scored 0.8849 on Macro
F1-score for the Malayalam language compared to
0.6394 scored by the Tamil language. The findings
support the claim regarding the sophisticated gram-
matical features possessed by BERT for these low
resource languages, which makes the translation of
these languages into other languages rather appeal-
ing due to the challenges posed by the insufficient
resources. This work highlights the fact that the
models for advanced languages are necessary for
the impoverished context and attempts to provide
tools that could be used to improve the language’s
authenticity.

In the future, this work will be improved both by
adding more diverse domains and by using multi-
lingual models in potential cross-lingual transfer
learning setups. BERT can also be enhanced by
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using explainable AI techniques. This will help
to increase the accuracy of detection and support
broader use cases in combating AI-generated con-
tent.

Limitation and Ethics Statement

The datasets for Tamil and Malayalam languages
used in this study were limited in size, and the
model was trained on this relatively small dataset.
As a result, the observed performance may not
generalize well to all unseen data. Despite these
constraints, our model demonstrated comparable
performance in detecting AI-generated product re-
views for social media posts. Nevertheless, in
a highly competitive environment, our method
achieved impressive rankings of 10th and 32nd for
Malayalam and Tamil, respectively. Additionally,
our work adheres to the ethical principles outlined
for computational research and professional con-
duct1.
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