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Abstract

This overview paper presents the findings of
the Shared Task on Abusive Tamil and Malay-
alam Text Targeting Women on Social Me-
dia, organized as part of DravidianLangTech
@NAACL 2025. The task aimed to encourage
the development of robust systems to detect
abusive content targeting women in Tamil and
Malayalam, two low-resource Dravidian lan-
guages. Participants were provided with anno-
tated datasets containing abusive and nonabu-
sive text curated from YouTube comments. We
present an overview of the approaches and anal-
yse the results of the shared task submissions.
We believe the findings presented in this pa-
per will be useful to researchers working in
Dravidian language technology.

Disclaimer: This research paper contains of-
fensive/harmful content for research purposes.
Viewer discretion is advised.

1 Introduction

As per United Nations, one in three of all women
experience Gender Based Violence (GBV) at least
once in their lives1. Exposure to abusive content
on social networks significantly affects people’s
emotional states (Soral et al., 2023). However,
systems for detecting abusive content targeting
women have been well developed and widely de-
ployed for English, there is a significant gap in re-
sources and models for Dravidian languages such
as Tamil and Malayalam (Caselli et al., 2020; Park
and Fung, 2017). The motivation behind conduct-
ing this shared task is to address the growing issue
of gender-based online harassment, particularly tar-
geting women, in this digital era of social media
platforms (Pandey, 2024; Battisti et al., 2024).

1https://www.unwomen.org/
en/articles/facts-and-figures/
facts-and-figures-ending-violence-against-women

This task focuses on identifying abusive text di-
rected at women in YouTube comments. Given a
sentence in Tamil or Malayalam, the goal is to con-
textually analyze the text and determine whether
it contains abusive text that specifically targets
women.

Tamil and Malayalam, both Dravidian languages
rich in literary heritage and agglutinative structures,
are widely spoken in Tamil Nadu, Sri Lanka, Ker-
ala, Singapore and Malaysia. This shared task
of identifying abusive text in Tamil and Malay-
alam languages poses challenges such as handling
grammatical and spelling errors, managing code-
switching between languages, and detecting spe-
cific text patterns that target women. This shared
task provides an avenue for researchers to classify
abusive content in Tamil and Malayalam languages.

Recent growth in multilingual Large Language
Models(LLMs), such as LLaMA, mBERT, XLM-
R, and IndicBERT, has significantly improved the
accuracy of systems for Indian languages (Touvron
et al., 2023; Devlin et al., 2019; Kakwani et al.,
2020). However, the effectiveness of abusive con-
tent detection is highly dependent on the quality
of training data. This task utilizes a dataset that is
carefully annotated with guidelines in Tamil and
Malayalam languages.

2 Related Works

Recent advances in NLP, driven by open source
language models, have significantly improved per-
formance on a variety of tasks. However, the de-
tection of abusive content, particularly in Indian
languages, is less explored (Mohan et al., 2025;
Shunmuga Priya et al., 2022). Languages like
Tamil and Malayalam present unique challenges
due to their agglutinative nature, frequent code mix-
ing, and the limited availability of large annotated
datasets. However, few works have analyzed the ex-
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isting challenges in hate speech detection for Indian
languages (Mandl et al., 2021). Ponnusamy et al.
(2024) has contributed significantly by providing
annotated datasets for offensive content detection,
laying the foundation for improving NLP models
in Dravidian languages.

Subramanian et al. (2022) conducted a compara-
tive study on three variants of transformer models
for the detection of hate speech in Tamil. In 2022,
Chakravarthi et al. (2022) organized a shared task
on the detection of hope speech in Tamil and Malay-
alam, evaluating system performance using the F1
score. In 2024, another shared task on detecting
homophobia and transphobia in social media com-
ments has gained significant attention, addressing
the challenges of identifying hateful content in var-
ious Indian languages, including Tamil and Malay-
alam (Chakravarthi et al., 2024). Another critical
area of research is code mixing in Dravidian lan-
guages, B et al. (2024) work focused on decoding
YouTube comments in code mixed Tamil-English
and Malayalam-English.

Understanding abusive content involves the anal-
ysis of its grammatical structure. Syntactic and
semantic ambiguities play an important role in the
identification of abusive language (Waseem and
Hovy, 2016). This linguistic complexity also com-
plicates the generation of effective word embed-
dings (Miaschi and Dell’Orletta, 2020), making
it challenging to capture the underlying meanings
and relationships, especially in abusive language
directed at women.

Most of the existing work focuses on general
abusive content, but there is a significant gap in
detecting gender-specific abuse, especially directed
toward women. This shared task aims to fill this
gap by encouraging participants to develop models
focused on detecting such targeted abuse.

3 Task Description

The shared task challenge was hosted in Codalab 2.
The task’s goal is to classify YouTube comments
into two categories: Abusive and Non-Abusive in
Tamil and Malayalam languages. Participants were
provided with:

• Training and Validation Sets: These sets were
annotated with labels to allow participants to
train and fine-tune their models effectively.

2https://codalab.lisn.upsaclay.fr/
competitions/20701

• Testing Set: This set was unlabeled, requiring
participants to generate predictions without
the aid of ground truth labels, which were
reserved for evaluation purposes.

The availability of pre-trained models can help
participants address the challenge of linguistic, con-
textual, and cultural variations by generating mean-
ingful feature representations.

3.1 Dataset Statistics

The dataset was prepared in Tamil and Malay-
alam, which are low-resource languages. YouTube
comments were scraped using targeted queries fo-
cused on controversial and sensitive topics where
abuse text against women is commonly found. The
dataset collection and annotation process has been
illustrated in the Figure 1.

The Inter-Annotator Agreement(IAA) was an-
alyzed for both Tamil and Malayalam datasets
on Abusive text targeting Women in Social Me-
dia. The annotation process involved six anno-
tators, including four Computer Science students
and two Social Work students, comprising four fe-
males and two males. For Tamil annotation, two
Computer Science Students and a Social Work stu-
dent took part and likewise the same proportion of
Malayalam speaking students were involved in the
Malayalam dataset annotation process. Majority
voting was used to determine the final labels for
each instance. The Krippendorff’s Alpha value for
Tamil annotations was 0.6474, indicating moderate
agreement, while Malayalam annotations achieved
a Krippendorff’s Alpha value of 0.9573, reflecting
near-perfect agreement.

Table 1 shows the dataset statistics. In Tamil,
the dataset consists of a total of 2,790 samples in
training, with 1,424 non abusive samples and 1,366
abusive samples. The average number of words per
sample is approximately 14.5 for Tamil.
The Malayalam training corpus consists of a total
of 2,933 samples, with 1,531 abusive samples and
1,402 non-abusive samples. The average number of
words per sample is approximately 16 for Malay-
alam. The test set in both languages was used for
final evaluation and ranking, providing insights into
how well the model generalizes to unseen data and
its overall performance. Figures 2 and 3 present
sample sentences from the Tamil and Malayalam
corpora, respectively.
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Figure 1: Dataset collection and Annotation Process

Language Dataset No of Vocab
samples size

Tamil Train 2,790 15,863
Dev/Val 598 4517
Test 598 4841

Malayalam Train 2,933 16,344
Dev/Val 629 4893
Test 629 4829

Table 1: Dataset Description for Tamil and Malayalam

Figure 2: Samples from the corpus for Tamil language

Figure 3: Samples from the corpus for Malayalam lan-
guage

4 Participant’s Methodology

A total of 157 teams registered to participate in this
shared task. However, only 37 teams submitted
their results for the Tamil, while 35 teams submit-

ted for the Malayalam. This shows a wide variety
of methodologies for detecting abusive content tar-
geting women. Transformer-based models such
as BERT, mBERT, MuRIL, and XLM-RoBERTa
were widely used, with many teams fine-tuning
these models to improve their performance on the
given dataset. Few teams combined transformer
embeddings with traditional machine learning clas-
sifiers. For instance, HTMS and KECEmPower
used embeddings from models like BERT or TF-
IDF and applied Random Forest, SVM, or Logistic
Regression to make predictions. Below is a detailed
description of each team methodology:

• ANSR (Nishanth et al., 2025): Utilized XLM-
RoBERTa-XL to extract contextual embed-
dings from input text. These embeddings were
fed into Random Forest (Run 1) and XGBoost
(Run 2) classifiers to categorize text as "Abu-
sive" or "Non-Abusive."

• ARINDASCI: Employed transformer mod-
els, BERT and mBERT, fine-tuning them on
Tamil and Malayalam text with tokenization
and class label encoding. They applied data
augmentation and hyperparameter tuning to
address class imbalance problem.

• Byte-Sized LLM (Kodali et al., 2025): Hy-
brid approach was developed, combining at-
tention BiLSTM network with a fine-tuned
XLM-RoBERTa base model.

• Code Crafters: The team used feature ex-
traction techniques such as Word2Vec, GloVe,
and BERT embeddings. Models like Random
Forest, LSTM, and pre-trained transformers
such as DistilBERT were employed.

• Courfour IITK (S et al., 2025): The dataset
was normalized, preprocessed to remove in-
complete entries, and cleaned to eliminate
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punctuation, special characters, and redundant
words. The team used NLTK for tokenization
and TfidfVectorizer for feature extraction, fol-
lowed by Random Forest, SVM, and Logistic
Regression models.

• CUET Agile (Hanif and Rahman, 2025):
Tamil BERT and Malayalam BERT were fine-
tuned for their respective languages, while
IndicBERTv2 was utilized for both. Mod-
els were also fine-tuned on unprocessed texts.
Each model was trained for 5 epochs using
AdamW with a learning rate of 5e-5, with
the best validation F1 score determining the
optimal epoch.

• CUET Ignite (Rahman et al., 2025b): Im-
plemented multilingual BERT with mixed-
precision training for faster convergence. The
model was fine-tuned using the AdamW opti-
mizer, cross-entropy loss and dynamic learn-
ing rate adjustment throughout 15 epochs.

• CUET NLP FiniteInfinity: Employed
Sarvam-1, Tamil LLaMA 7B Base, and
Gemma-2-2B models for fine tuning the
model.

• CUET Novice (Sayma et al., 2025): Used
l3cube-pune/malayalam-bert. To address
class imbalance, the team calculated class
weights and incorporated them into the loss
function to ensure fair training across all
classes.

• CUET Raptors (Naib et al., 2025): Fine tun-
ing was performed using the PyTorch-based
Hugging Face Transformers library, optimiz-
ing a single linear classification layer for bi-
nary classification. Training was conducted
over 5 epochs with a batch size of 16, using
the Adam optimizer with weight decay for
regularization and binary cross entropy loss.

• CVF@NITT: Devleoped IndicBERT
and LaBSE embeddings with Bi-
GRU(Bidirectional Gated Recurrent Unit),
incorporating external knowledge bases.

• Cyber Protectors (Rohit et al., 2025): Fast-
Text embeddings were generated to create vec-
tor representations of the text. Transformed
based architecture is utilized for training the
model.

• Falcons: Fine-tuned MuRIL(Multilingual
Representations for Indian Languages) with
Adam and binary cross-entropy loss.

• GS: Utilized a BERT model for fine tuning.

• Habiba A, G Aghila (Habiba A, 2025): Team
Habiba A, G Aghila employed a Recurrent
Neural Network (RNN) architecture.

• HTMS (Harini et al., 2025): The team con-
ducted three runs for the task using machine
and deep learning techniques. In Run 1, BERT
embeddings were used with a Random For-
est classifier, utilizing 5-fold cross-validation.
Run 2 combined TF-IDF and BERT embed-
dings, with dimensionality reduction and fu-
sion, followed by training a Random Forest
classifier. In Run 3, TF-IDF embeddings were
used with Logistic Regression, employing 5-
fold cross-validation for robust evaluation.

• Hydrangea (Thirumoorthy et al., 2025): The
team used BERT, XLM-RoBERTa, and Dis-
tilBERT for three runs on Tamil and Malay-
alam datasets. Each model was trained for
two epochs.

• Incepto (Thavarasa et al., 2025): Combined
XLM-RoBERTa-base model with a four multi-
head attention heads. The extracted features
are processed through a deep feed-forward
network with layer normalization, and ReLU
activation.

• KEC Tech Titans (Subramanian et al.,
2025a): The team utilized GRU, FastText, and
XGBoost models for Tamil, and LSTM, BiL-
STM, and XGBoost models for Malayalam in
detecting. XGBoost complemented the deep
learning models by handling non-linear rela-
tionships

• KECEmPower (Subramanian et al., 2025b):
Applied Logistic Regression, Random Forest,
and SVM with TF-IDF embeddings.

• LinguAIsts (G et al., 2025): Experimented
with SVM, Naïve Bayes, and Logistic Regres-
sion using TF-IDF features. Hyperparameter
tuning was performed using GridSearchCV.

• Lexi Logic (M et al., 2025): The data was
cleaned to remove noise, and duplicates. The
dataset was balanced using techniques like
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oversampling underrepresented classes. The
BERT model was then fine tuned on the data.

• MSM-CUET (Rahman et al., 2025a): Incor-
porated MuRIL transformer for malayalam
and XLM-RoBERTa for Tamil. Hyperparame-
ter tuning was applied to optimize the training
process, and early stopping was introduced to
prevent overfitting. Team JAS also fine-tuned
the MuRIL model.

• Necto (Dhasan, 2025): Fine-tuned a multilin-
gual SBERT model (microsoft/Multilingual-
MiniLM-L12-H384) using Tamil and Malay-
alam data jointly.

• NLP Goats (Vaidyanathan et al., 2025): The
BERTbase model was fine-tuned with hyper-
parameters, including a batch size of 16 and a
learning rate of 2e-5.

• NLPopsCIOL (Nahian et al., 2025): Used
custom models specifically trained on Malay-
alam and Tamil hate speech data to encode
the text and extract embeddings. These em-
beddings were passed through a Multi-Layer
Perceptron (MLP) for model training and. A
search-based modeling approach was adopted,
where the best-performing model was tracked
throughout the training process based on the
highest F1 score.

• NomoreHate: The team employed a fusion
model for Malayalam, combining mBERT
and Indic-BERT to generate larger and diverse
embeddings. For Tamil, the team used a BiL-
STM model combined with Indic-BERT, to
capture sequential dependencies.

• ParsePros: Explored XLM-RoBERTa embed-
dings integrated with a BiLSTM-based au-
toencoder.

• RMKmavericks (Johnson et al., 2025):
Adopted BiLSTM and SVM with TF-IDF for
Tamil, and Decision Tree, Random Forest,
Multinomial Naïve Bayes for Malayalam.

• SSN IT NLP (Maria Nancy et al., 2025): The
mBERT model was fine-tuned using cross-
entropy loss, with periodic evaluations during
training to monitor performance. To address
data imbalance, class weights were applied
during training to ensure effective learning
from both classes.

• SSN Trio (T T et al., 2025): Leveraged
mBERT and MuRIL for multilingual classifi-
cation.

• SSN SQUAD: This team fine-tuned the
mBERT model separately for Malayalam and
Tamil using the Hugging Face Trainer. The
training process was optimized with hyperpa-
rameters, including a learning rate of 2e-5 and
a batch size of 16, over five epochs. This team
attained a macro F1 score of 0.751 for Tamil
and 0.667 for Malayalam.

• Syndicate IIITK: Utilized TF-IDF embed-
dings with an optimized SVM classifier after
tokenization and normalization.

• Techbusters: Addressed class imbalance with
SMOTE(Synthetic Minority Over-sampling
Technique). Multiple classifiers, including
Random Forest, Naive Bayes, and Decision
Tree, were evaluated. Random Forest and
Naive Bayes outperformed others.

• Tewodros: Implemented Logistic Regression
using TF-IDF vectorizer, and hyperparameter
tuning using GridSearchCV.

• Trix: The preprocessing involved Unicode
normalization using the Indic NLP Library, to-
kenization with Stanza and custom text clean-
ing to remove non-native characters, stop-
words, and standardize spoken-to-written vari-
ations. To address class imbalances, upsam-
pling techniques were applied using Scikit-
learn’s resample function. For feature ex-
traction, CountVectorizer with n-grams was
used. Logistic Regression, Multinomial Naive
Bayes, and Decision Tree Classifier, were
trained and optimized using GridSearchCV.

• Yadu: Applied MuRIL with focal loss, la-
bel smoothing, to handle class imbalance and
a custom multilingual trainer. The model is
trained with a batch size of 16, gradient accu-
mulation, a cosine learning rate scheduler and
early stopping.

• YenCS: ELMo (Embeddings from Language
Models) embeddings are then used for feature
extraction. The extracted features are fed into
a deep learning based classifier.
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Table 2: Rank List of Tamil Language

Team Name F1 Score RANK
CUET_Agile (Hanif and Rahman, 2025) 0.7883 1
MSM_CUET (Rahman et al., 2025a) 0.7873 2
Incepto (Thavarasa et al., 2025) 0.7864 3
Lexi Logic (M et al., 2025) 0.7824 4
Necto (Dhasan, 2025) 0.7821 5
byteSizedLLM (Kodali et al., 2025) 0.7820 6
CUETNLP FiniteInfinity 0.7767 7
techbusters 0.7721 8
Hydrangea (Thirumoorthy et al., 2025) 0.7708 9
JAS 0.7687 10
SSNTrio (T T et al., 2025) 0.7668 11
Code_Crafters 0.7587 12
NLP_goats (Vaidyanathan et al., 2025) 0.7504 13
KEC TECH TITANS (Subramanian et al., 2025a) 0.7447 14
Cyber_Protectors (Rohit et al., 2025) 0.7356 15
GS 0.7293 16
CUET_Ignite (Rahman et al., 2025b) 0.7224 17
Habiba A ,G Agila (Habiba A, 2025) 0.7207 18
cuetRaptors (Naib et al., 2025) 0.7203 19
ANSR (Nishanth et al., 2025) 0.7201 20
NLPOPSCIOL (Nahian et al., 2025) 0.7039 21
PARSPROSE 0.6998 22
KECEmpower (Subramanian et al., 2025b) 0.6903 23
CoreFour_IIITK (S et al., 2025) 0.6901 24
Syndicate_IIITK 0.6872 25
SSN_IT_NLP (Maria Nancy et al., 2025) 0.6519 26
nomorehate 0.6517 27
YenCS 0.6381 28
Falcons 0.6255 29
LinguAIsts (G et al., 2025) 0.6251 30
RMKMavericks (Johnson et al., 2025) 0.6196 31
CVF@NITT 0.6174 32
TRIX 0.6001 33
VSS 0.5881 34
Yadu 0.5099 35
HTMS (Harini et al., 2025) 0.5007 36
Tewodros 0.3378 37
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Table 3: Rank List of Malayalam Language

Team Name F1 Score RANK
Habiba A ,G Agila (Habiba A, 2025) 0.7571 1
CUET_Agile (Hanif and Rahman, 2025) 0.7234 2
CUET_Novice (Sayma et al., 2025) 0.7083 3
Incepto (Thavarasa et al., 2025) 0.7058 4
Lexi Logic (M et al., 2025) 0.7001 5
byteSizedLLM (Kodali et al., 2025) 0.6964 6
Necto (Dhasan, 2025) 0.6915 7
ANSR (Nishanth et al., 2025) 0.6901 8
NLP_goats (Vaidyanathan et al., 2025) 0.6843 9
MSM_CUET (Rahman et al., 2025a) 0.6812 10
LinguAIsts (G et al., 2025) 0.6779 11
Hydrangea (Thirumoorthy et al., 2025) 0.6769 12
VSS 0.6757 13
CVF@NITT 0.6701 14
CUETNLP FiniteInfinity 0.6645 15
SSN_IT_NLP (Maria Nancy et al., 2025) 0.6601 16
Cyber_Protectors (Rohit et al., 2025) 0.6518 17
TRIX 0.6501 18
RMKMaveriks (Johnson et al., 2025) 0.6484 19
KECEmpower (Subramanian et al., 2025b) 0.6454 20
techbusters 0.6452 21
NLPopsCIOL (Nahian et al., 2025) 0.6402 22
nomorehate 0.6401 23
Syndicate_IIITK 0.6295 24
ParsePros 0.6201 25
KEC Tech Titans (Subramanian et al., 2025a) 0.6174 26
CoreFour_IIITK (S et al., 2025) 0.6101 27
YenCS 0.5701 28
HTMS (Harini et al., 2025) 0.4947 29
Yadu 0.4801 30
Falcons 0.4772 31
Tewodros 0.3396 32
SSNTrio (T T et al., 2025) 0.3094 33
ARINDASCI 0.2201 34
GS 0.2147 35
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5 Results and Discussion

The evaluation metric used was the macro-averaged
F1-score, calculated using the scikit-learn library3.

The Tamil dataset results are shown in table 2.
The top performing team, CUET_Agile, achieved
a macro F1-score of 0.7883. They have used fine-
tuned Tamil BERT model combined with effective
optimization strategies. MSM_CUET (0.7873) and
Incepto (0.7864) followed closely, utilized multi-
lingual transformer models with fine-tuning tech-
niques. Other notable performers included Lowes,
Necto, and ByteSizedLLM, all achieving macro
F1-scores above 0.78. These teams demonstrated
the effectiveness of pretrained transformer-based
models, including MuRIL, XLM-RoBERTa, and
BiLSTM.

The Malayalam dataset results are shown in ta-
ble 3. The top-performing team, Habiba A, G
Agila, achieved a macro F1-score of 0.7571, us-
ing a Recurrent Neural Network (RNN) approach.
Their methodology highlights the potential of tradi-
tional deep learning models when combined with
effective preprocessing. The second and third po-
sitions were claimed by CUET_Agile (0.7234)
and CUET_Novice (0.7083), who used fine tuned
transformer-based models. Other teams, such as
Incepto (0.7058) and Lowes (0.7001), performed
well using multilingual pretrained models. The top-
performing teams used transformer-based models
like BERT, mBERT, MuRIL, and XLM-RoBERTa
generally outperformed others. The use of the
macro-averaged F1-score and a detailed classifi-
cation report enabled a fair and comprehensive
evaluation of this shared task.

6 Conclusion

This shared task has provided pivotal insights for
addressing abuse content targeting women in Dra-
vidian languages. It is evident from the results that
the usage of transformer-based models like mBERT
and XLM-RoBERTa have out performed the other
traditional approaches. In the future, we plan to
enhance this task by multiclass problem such as
stereotype, bias detection, and gender neutral term
analysis. This will enable more contextual analysis
for understanding abusive content.

3https://scikit-learn.org/stable/modules/
generated/sklearn.metrics.classification_report.
html
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