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Abstract

Misinformation is a growing problem for tech-
nology companies and society. Although there
is a large body of related work on identifying
fake news in predominantly resource languages,
there is a lack of such studies in low-resource
languages (LRLs). Because corpora and an-
notated data are scarce in LRLs, the identifi-
cation of false information remains in the ex-
ploratory stage. Fake news detection is critical
in this digital era to avoid the spread of mis-
leading information. This study presents an
approach to Detect Fake News in Dravidian
Languages. Our team CIC-NLP work primar-
ily targets Task 1, which involves identifying
whether a given social platform news is original
or fake. For the fake news detection problem,
we used the mBERT model and utilized the
dataset provided by the organizers of the work-
shop. In this section, we describe our findings
and the results of the proposed method. The
mBERT model achieved an F1 score of 0.853.
The source code is available on GitHub.1

1 Introduction

Social media plays an important role in how people
convey and access information in the modern world
(Omar and Ondimu, 2024). While instant commu-
nication and global connectivity offer numerous
benefits, they also bring a significant downside: the
problem of disseminating fake news at a very fast
rate (Schmidt and Wiegand, 2017). Fake news, de-
scribed as actual falsehoods disinformation that is
passed as factual news, is normally spread to influ-
ence people, create controversy, or achieve certain
objectives (Bharathi et al., 2021). Fake news is
the most rampant problem on social media, sig-
nificantly transforming or even eroding society in
terms of truth and democratic values. Because
conspiracy theories can be spread on social me-
dia platforms within minutes, millions of people

1https://github.com/teddymas95/Fake-News-Detection

constantly receive distorted information telling the
truth from the lie. This process destroys the cred-
ibility of institutions and the media, which poses
a significant problem for the stable development
of society and making conscious decisions (Balaji
et al., 2023).

The fake news detection problem has become
a critical issue, and it is difficult to ensure the in-
tegrity of news content (Aïmeur et al., 2023; Sub-
ramanian et al., 2023). Although researchers have
conducted a lot of work in numerous domains and
languages (Abiola et al., 2025b,a; Mehak et al.,
2025), FND in Dravidian languages still faces chal-
lenges due to its cultural and linguistic characteris-
tics (Anbalagan et al., 2024). Fake news has caused
many incidents, such as the Brexit vote in Britain,
the 2017 US elections, and the case in South Africa
targeting Finance Minister Pravin Gordhan and me-
dia professionals. Such updates on social networks
can be attributed to rumors or fiction due to ex-
isting fake news or hearsay accounts (Shu et al.,
2017). Therefore, it is imperative to develop proper
methods for detecting fake news (Oshikawa et al.,
2018). The challenge of identifying fake news in
Dravidian languages demands specific approaches
because these languages possess distinct linguistic
and cultural traits (Chakravarthi et al., 2021; Arif
et al., 2022; Malliga et al., 2023).

In response to these challenges, workshop orga-
nizers launched fake news detection task (Subrama-
nian et al., 2025). The shared task presents devel-
opers with a new opportunity to advance research
and build better systems for detecting fake news
across Dravidian languages. By working together
researchers and practitioners build new methods to
identify fake news in different languages as shared
tasks reveal the motivation behind teamwork and
innovation. Our team CIC-NLP used mBERT to
classify news into real and fake categories. To iden-
tify fake news in Dravidian languages, this work
investigates the methods, datasets used and demon-
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strate results. Extending from the extant literature,
it is our intention to contribute by culturally in-
formed approaches to improve the efficiency of
this task.

2 Literature Review

During past years, by exploring and investigating
social media platforms, researchers achieved major
progress in fake news detection (Bala and Krishna-
murthy, 2023; Chen et al., 2023; Subramanian et al.,
2025). Normal method to evaluate a post authen-
ticity is to examine different key indicators such as
shares, likes and followers etc. Researchers (Ro-
dríguez and Iglesias, 2019) utilized traditional ML
approaches like support vector machines and classi-
fication trees to identify or examine key indicators.
In the same way, other researchers (Shu et al., 2017;
Raja et al., 2023) examined user data including so-
cial networks and text information through ML
tools to extract network and profile attributes.

Researchers (Singh et al., 2018; Sharma et al.,
2019, 2020) examined and reviewed how differ-
ent Deep Learning (DL), Artificial Intelligence
(AI) and Machine Learning (ML) methods help
to identify fake news. In another work researchers
(Granskogen, 2018; Chauhan and Palivela, 2021;
Tonja et al., 2022; Tash et al., 2022; Yigezu et al.,
2023a,b; Bade et al., 2024; Mersha et al., 2024)
examined how NLP and ML approaches help to
detect fake news by studying user sentiments and
how content is written. Transfer learning and DL
model applications have also been considered (Raja
et al., 2023). CNNs and RNNs approaches for FND
were used in the study by (Goldani et al., 2021).
Static and dynamic searches have been analyzed
by (Ahmad et al., 2020) where a two-tier ensem-
ble approach to determine the authenticity of web-
sites was conducted using Naive Bayes (Granik
and Mesyura, 2017), Random Forest, and Logistic
Regression algorithms. Reacher’s used the Naïve
Bayes classifier which is a Bayesian solution for de-
tecting fake news (Adiba et al., 2020; Subramanian
et al., 2024; Devika et al., 2024).

As the attention has shifted towards the use of
graph networks, few works have aimed toward
developing graph-based approaches. Researchers
(Nguyen et al., 2020) presented FANG for novel
graphical social context representation and learn-
ing. For realistic scenarios, authors (Lu and Li,
2020) designed Graph aware Co-attention Network
(GCAN) to identify the authenticity of the source

tweet and provide justification through identifica-
tion of suspicious re-tweeters and important textual
residues. (Mahabub, 2020) This work has also been
done towards fake news detection in multilingual
and low-resource settings using enable classifiers.

Researchers (Lucas et al., 2022) concentrated
on COVID-19 misinformation in the Caribbean
regions and trained the models in high-resource
languages, then transferred the knowledge to low-
resource datasets in English, Spanish, and Haitian
French. Researchers (Sivanaiah et al., 2022) also
developed fake news datasets for low-resource lan-
guages such as Malayalam, Kannada, Tamil and
Gujarati. For the first time, researchers presented
a multilingual and multi-domain fake news detec-
tion dataset that spanned over 5 languages and 7
domains and developed a novel BERT-based multi-
language and multi-domain fake news detection
framework (De et al., 2021). Some previous work
has focused on the application of transfer learning
and contextual word embedding’s in FND (Akram
and Shahzad, 2021; Yigezu et al., 2024). (Kalraa
et al., 2021) used the transformer-based models for
FND in Urdu, and (Ameer et al., 2021) used TL
with the BERT model. Authors (Lina et al., 2020)
further used CharCNN and RoBERTa to gain word
and character-level sentence embedding’s where
label smoothing was incorporated to enhance gen-
eralization capability. In this context, researchers
(Palani and Elango, 2023) employed contextual
word embedding’s with BERT and Roberta lan-
guage corpora for detecting the fake news in Dra-
vidian languages. In the same way, (Chakravarthi
et al., 2022) used feed-forward networks (FFN)
with RoBERTa to extract contextually dependent
features for fake news detection.

Recent research in multilingual NLP Muham-
mad et al. (2023) has explored various techniques
for text classification in low-resource languages.
Muhammad et al. (2025) introduced a transformer-
based approach that improved sentiment analysis,
which we extend to enhance fake news detection in
Dravidian languages by leveraging advanced mod-
eling techniques. To sum up, the existing methods
give useful information about how effectively dif-
ferent strategies function in identifying fake news.
Still, there is a lack of further research to address
new challenges that appear from time to time, mul-
tilingual recognition, and other difficulties in effec-
tively detecting fake news in a varied and resource-
constrained environment.
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Model Precision Recall F1-Score Accuracy

LSTM 0.2509 0.5000 0.3342 0.5018

DistilBERT (base-uncased) 0.7420 0.7359 0.7345 0.7362

XLM-RoBERTa (base) 0.8350 0.8348 0.8348 0.8348

BERT (base-multilingual-cased) 0.8622 0.8613 0.8612 0.8614

Table 1: Model Comparison on the Development Dataset

3 Fake News Detection

3.1 Dataset Analysis

On the shared task fake news detection organized
by DravidianLangTech@NAACL 2025, there are
datasets for identifying fake vs original social me-
dia posts in Malayalam. The datasets we worked
with consisted of "Label" and "Text". Each col-
umn was divided into development, training, and
test subsets, and analysis was conducted as part
of our team "CIC-NLP". We have 3,257 samples
in our training dataset, 1,599 of which are tagged
as ’fake’ and 1,658 tagged as ’original,’ forming
a near balance. Also, the development dataset has
815 samples, including 406 ’fake’ and 408 ’origi-
nal,’ where the evaluation is balanced. The testing
dataset is provided with no labels for blind evalu-
ation of model performance. Both datasets have a
well-balanced structure so that training and evalua-
tion will be unbiased. The training set contains lots
of data for robust model training, while the devel-
opment set can be used for tuning and validation.
The "Text" column, though, may contain noisy or
ambiguous content from social media, which in-
troduces preprocessing challenges. The given data
provides a solid foundation for building an effective
fake news classifier, and we aim to build a robust
classifier using this data.

3.2 BERT-base Multilingual Cased Model

The shared task has selected the Bert-base multi-
lingual cased model, a powerful transformer-based
language model that supports more than 100 lan-
guages, including Malayalam. This model effec-
tively handles linguistic diversity, including translit-
eration and code-mixing, making it well-suited for
multilingual-based applications. It can handle var-
ious languages used in the posts. By preventing
text casing, the model’s tokenizer helps us distin-

guish proper nouns and context-dependent entities
required for identifying fake news. The model
is fine-tuned on a task-specific dataset and classi-
fies posts as either "fake" or "original" by using
a contextual understanding of how language pat-
terns manifest. We show that it effectively handles
noisy social media data like emojis, abbreviations,
and grammatical errors and extracts meaningful
insights to guarantee accurate classification. By
leveraging the BERT-base multilingual model, the
CIC-NLP team aims to attain robust performance
in fake news detection in Malayalam posts.

4 System Setup and Experiments

4.1 System Setup

For the Malayalam FND Task 1, we use the BERT-
base multilingual cased model, fine-tuned on the
provided datasets. The setup requires a GPU-
enabled environment with libraries such as Py-
Torch, Hugging Face Transformers, and Scikit
Learn for data processing, training, and evalua-
tion. Preprocessing datasets involved mapping la-
bels (fake and original) and tokenizing with the
model’s tokenizer with padding and truncation. We
fine-tune the model with a learning rate of 3e-5,
batch size of 16, and five iterations. Evaluation is
done on metrics such as accuracy and F1 scores.
We evaluate the performance of the development
dataset and save predictions for the test dataset.
Classification performance is explored using visu-
alization tools such as confusion matrices and ROC
curves. It can be fine-tuned efficiently and is good
at detecting fake news in Malayalam posts.

4.2 Experiments

We studied the system’s performance through ex-
periments with a BERT-base multilingual cased
model for FND in Malayalam. The training dataset
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Figure 1: Confusion matrix

is 3,257 elements, split into 1,599 "fake" and 1,658
"original" labels, and the development dataset con-
tains 815 elements (406 "fake" and 408 "original"
labels). For this, we fine-tuned the model using the
Hugging Face API Trainer with a learning rate of
3e-5, batch size of 16 and 5 epochs, and weight de-
cay of 0.01. The best checkpoint was saved based
on the macro F1 score and evaluations done at the
end of each epoch. Accuracy, macro F1 score, and
weighted F1 score were used to evaluate the model
performance comprehensively. On the develop-
ment dataset, the fine-tuned model achieved high
accuracy and F1 scores for classification between
the two classes, "fake" and "original" news posts.
A confusion matrix was plotted to visualize the
true versus predicted labels, and a ROC curve was
plotted to see the contrast and the AUC score from
the model to the separation between its classes. In
these experiments, we demonstrate that the BERT-
base multilingual cased model performs well on
fake news detection in Malayalam when using mul-
tilingual and noisy data. The results are presented
in Table 1 along with Figures 1 and 2, which illus-
trate the confusion matrix and ROC curve plots.

5 Results

We evaluate the fine-tuned BERT-base multilingual
case model on a Malayalam dataset for binary clas-
sification. The model showed strong predictive
ability on the development set, achieving a macro
average F1 score of 0.85, which suggests balanced
performance over the two classes, "fake" and "orig-
inal." The results also demonstrate that the model
can generalize well with noisy and relatively imbal-

Figure 2: ROC curve

anced data. We found that the multilingual BERT
architecture is robust to linearity, allowing us to
achieve strong performance on Malayalam social
media text with negligible performance degrada-
tion. The findings highlight the model’s effective-
ness in detecting fake news in a multilingual envi-
ronment. The result obtained from the test set is
0.85.

6 Discussion

BERT-multilingual performed best in FND, achiev-
ing the highest F1-score, while XLM-RoBERTa
also showed strong results. LSTM struggled due
to its limited contextual understanding. Class im-
balance in Malayalam affected performance, high-
lighting the need for balanced datasets. The results
reinforce the effectiveness of transformer models
for low-resource languages. BERT-multilingual
outperformed LSTM and DistilBERT, achieving
the highest precision and recall. DistilBERT mis-
classified many fake news samples, and LSTM had
difficulty capturing complex linguistic patterns. Fu-
ture improvements could include domain-specific
fine-tuning and metadata integration for better ac-
curacy. Table 1 compares the models.

6.1 Error Analysis

Most misclassifications occurred in the imbalanced
Malayalam dataset. False positives were common
when fake news closely resembled original content,
while false negatives resulted from ambiguous writ-
ing styles. Addressing these issues requires better
feature representation and fine-tuning. This anal-
ysis compares model predictions with the ground
truth to identify misclassification patterns and as-
sess overall model performance. Figure 1 shows
the confusion matrix.
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7 Conclusion

Our team assessed the ability of transformer-based
models to identify fake news information in the
Malayalam language. Despite the unequal distri-
bution of classes within the dataset, the mBERT-
multilingual model achieved the highest accuracy
along with the F1-score among other models. The
model showed resilient behavior when detecting
fake news despite its reduced performance because
of the unbalanced dataset. Classification errors
stemmed from counterfeit and genuine news pairs
that appeared similarly or used ambiguous writ-
ing styles. All models experienced difficulties pro-
cessing uncertain cases because their linguistic fea-
ture integration required further enhancement. Fu-
ture development of fake news detection systems
should address enhancements in feature represen-
tation combined with domain-based tweaking of
models alongside metadata advancement for better
identification in low-resource languages.

8 Limitations

This study faced several challenges, primarily due
to class imbalance affecting the performance of
the Malayalam model. The model struggled with
generalization as the dataset lacked sufficient diver-
sity in writing styles. Misclassification issues arose
when fake news closely resembled original con-
tent, making detection difficult. Additionally, the
models had trouble processing ambiguous cases
with misleading linguistic patterns. Future im-
provements should focus on expanding the dataset
with balanced class distribution and integrating ad-
vanced linguistic features to enhance detection ac-
curacy.
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dor Ionescu, Heidi Jauhiainen, Tommi Jauhiainen,
Krister Lindén, Nikola Ljubešić, Niko Partanen,
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