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Abstract

Recent advancements in natural language pro-
cessing (NLP) have enabled artificial intelli-
gence (AI) models to generate product reviews
that are indistinguishable from those written by
humans. To address these concerns, this study
proposes an effective AI detector model capa-
ble of differentiating between AI-generated and
human-written product reviews. Our methodol-
ogy incorporates various machine learning tech-
niques, including Naive Bayes, Random Forest,
Logistic Regression, SVM, and deep learning
approaches based on the BERT architecture.
Our findings reveal that BERT outperforms
other models in detecting AI-generated content
in both Tamil product reviews and Malayalam
product reviews.

1 Introduction

Online product reviews play a vital role in shaping
consumer behavior and market dynamics. How-
ever, the rise of AI-generated reviews poses a threat
to the reliability of online platforms by enabling
misleading content. Detecting such reviews is cru-
cial to maintaining consumer trust and informed
decision-making. This challenge is amplified in
low-resource languages like Malayalam and Tamil,
which feature complex linguistic structures and
limited annotated datasets. This research focuses
on developing models to identify AI-generated re-
views in these languages, leveraging both machine
learning and deep learning techniques. By address-
ing this gap, the study contributes to AI content de-
tection, supports linguistic diversity, and enhances
trust in digital ecosystems.

1.

1https://github.com/Shankarisr/
TeamVision-Detecting-AI-generated-product-reviews.
git

2 Related Work

Natural Language Processing (NLP) and machine
learning have been widely used to detect AI-
generated text. Prova (2023) explored various NLP
and machine learning-based approaches to identify
synthetic text, emphasizing their effectiveness in
distinguishing AI-generated content from human-
written text (Prova, 2023).

(Akram, 2023) addressed the growing need for
reliable evaluation by developing a multi-domain
dataset designed to test state-of-the-art APIs and
tools for identifying AI-generated content. Build-
ing upon this foundation, our study investigates the
effectiveness of AI text detection methods.

Desaire et al. (2023) findings revealed that
domain-specific prompts could influence the de-
tectability of AI-generated content, making it more
challenging for existing detection models to distin-
guish between human and synthetic text (Desaire
et al., 2023).

Gritsay et al. (2022) examined the effectiveness
of AI text detection and emphasized the need for
more tokens to improve accuracy (Gritsay et al.,
2022). (Shimi et al., 2024) addressed an empir-
ical analysis of language detection in Dravidian
languages, focusing on challenges and advance-
ments specific to languages like Tamil, Malayalam,
Kannada, and Telugu.

H. B. S. and Rangan (2020) conducted a compre-
hensive survey on Indian regional language process-
ing, highlighting the challenges and advancements
in NLP for languages like Tamil and Malayalam (S.
and Rangan, 2020).

Ponnusamy (2023) explored the use of ChatGPT-
3 models for Tamil text generation, focusing on
how AI models can be leveraged to generate co-
herent and contextually relevant text in Tamil (Pon-
nusamy, 2023).
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3 Dataset

The goal of this task is to develop a model that
can effectively detect AI-generated product re-
views in Dravidian languages like Tamil and Malay-
alam. The dataset used for this purpose is sourced
from the Detecting AI-generated product reviews
in Dravidian languages, provided by Dravidian-
LangTech@NAACL 2025 (Premjith et al., 2025).
The training dataset includes the fields id, data, and
label, supporting a supervised learning approach.
On the other hand, the testing dataset contains only
the id and data, which are used exclusively for mak-
ing predictions. The dataset descriptions are given
in Table 1.

Category Tamil Malayalam

Train Test Train Test

AI 405 - 400 -

Human 403 - 400 -

Total 808 200 800 100

Table 1: Summary of the training and testing dataset
entries for Tamil and Malayalam.

4 Methodology

Figure 1: The proposed methodology of the work

4.1 Preprocessing

Text preprocessing is a crucial step in NLP that
prepares raw text data for analysis by cleaning and

structuring it. It involves several techniques to re-
duce noise, standardize data, and focus on meaning-
ful content. Stopword Removal filters out common
words that carry little semantic meaning, helping
to reduce noise and emphasize significant terms.
Removing Unwanted characters ensures retaining
only relevant content. Tokenization breaks text into
smaller units for analysis. Stemming reduces words
to their base form by stripping suffixes, simplifying
text processing. Lemmatization provides linguisti-
cally accurate base forms by grouping words with
their root words. This preprocessing pipeline en-
sures that data is clean, standardized, and optimized
for downstream tasks, improving computational ef-
ficiency and model accuracy.Figure 2 shows exam-
ples of techniques used to reduce noise.

Figure 2: Examples of preprocess techniques

4.2 Feature Engineering

In NLP, feature extraction techniques like BoW,
TF-IDF, and n-grams convert text into numerical
formats for machine learning. BoW counts word
frequency, while TF-IDF weights words based on
importance. Using TF-IDF or Count Vectorization
with n-grams captures word context. Performance
is assessed using F1-Score and accuracy. Figure 1
illustrates the architecture.
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4.3 Model Generate
4.3.1 Naïve Bayes
Naïve Bayes, a probabilistic classifier based on
Bayes’ theorem, assumes feature independence. It
achieved 90.12% accuracy (F1: 0.91 AI, 0.88 hu-
man) in Tamil and 76.87% accuracy (F1: 0.77 AI,
0.77 human) in Malayalam.

4.3.2 Logistic Regression
Logistic Regression predicts categorical outcomes
using probability modeling. It achieved 88.27%
accuracy (F1: 0.89 AI, 0.89 human) in Tamil and
76.87% accuracy (F1: 0.75 AI, 0.75 human) in
Malayalam.

4.3.3 Support Vector Machine (SVM)
SVM finds the optimal hyperplane for classifica-
tion. It achieved 89.5% accuracy (F1: 0.89 AI, 0.89
human) in Tamil and 75.62% accuracy (F1: 0.75
AI, 0.76 human) in Malayalam.

4.3.4 Random Forest
Random Forest is an ensemble learning method that
combines multiple decision trees to improve classi-
fication accuracy and reduce overfitting. Achieved
85.8% accuracy (F1: 0.86 AI, 0.91 human) in Tamil
and 78.75% accuracy (F1: 0.8 AI, 0.8 human) in
Malayalam.

4.3.5 KNN
KNN classifies data based on the majority of near-
est neighbors. It achieved 85.8% accuracy (F1:
0.86 for AI human text) in Tamil and 73.12% ac-
curacy (F1: 0.74 for AI, 0.72 for human text) in
Malayalam.

4.3.6 BERT
The proposed model uses Multilingual BERT
(mBERT) because it supports multiple languages,
including Tamil and Malayalam, without requiring
separate models for each language.Achieved an ac-
curacy of 90%, with F1 scores of 0.9 for AI and
0.89 for human text.Achieved the highest accuracy
of 95%, with F1 scores of 1 for both AI and human
text in Malayalam.

4.3.7 Justification
The BERT-based model excelled due to its deep
contextual understanding, while Naïve Bayes and
Logistic Regression struggled with complex pat-
terns. SVM performed well but was computation-
ally expensive, and Random Forest lacked contex-
tual depth, affecting AI text detection.

5 Results and Discussion

Model Feature Prec. Rec. F1
NB BoW 0.88 0.87 0.88

TF-IDF 0.88 0.87 0.87
ngram+tf-idf 0.91 0.90 0.89
CVec + ngram 0.92 0.90 0.90

LR BoW 0.87 0.87 0.87
tf-idf 0.87 0.87 0.87
ngram+tf-idf 0.88 0.88 0.88
CVec + ngram 0.88 0.88 0.88

SVM BoW 0.89 0.89 0.89
ngram+tf-idf 0.90 0.90 0.90
CVec+ngram 0.88 0.88 0.88
tf-idf 0.90 0.89 0.89

RF BoW 0.85 0.85 0.85
tf-idf 0.86 0.86 0.86
CVec+ngram 0.84 0.83 0.83
ngram+tf-idf 0.86 0.86 0.86

DT BoW 0.83 0.83 0.83
tf-idf 0.81 0.81 0.81
ngram + tf-idf 0.82 0.82 0.82
CVec + ngram 0.85 0.85 0.85

KNN BoW 0.78 0.63 0.63
ngram + tf-idf 0.71 0.46 0.44
CVec + ngram 0.86 0.36 0.36

BERT BERT Emb. 0.98 0.98 0.98

Table 2: Performance Comparison of Models on Tamil
Dataset (Premjith et al., 2025)

The performance evaluation of various classi-
fiers on the Tamil and Malayalam shown in Table
2 and Table 3 highlights significant differences in
effectiveness across models. BERT emerges as the
most accurate classifier, achieving the highest pre-
cision, recall, and F1 scores for both AI and human
text classification. Specifically, for the Malayalam,
BERT reaches an impressive F1 score of 96 for
both AI and human text, while in the Tamil, it
achieves 97 for AI and 99 for human text. These
results emphasize the power of deep learning-based
transformer models in understanding complex lin-
guistic patterns, even in low-resource languages.
These results suggest that BERT is the go-to choice
for classifying AI-human text in languages like
Tamil and Malayalam. This highlights a key di-
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Model Feature Prec. Rec. F1
NB BoW 0.76 0.76 0.76

tf-idf 0.75 0.75 0.75
ngram+tf-idf 0.76 0.76 0.76
CVec+ngram 0.77 0.77 0.77

LR BoW 0.77 0.76 0.76
tf-idf 0.76 0.76 0.76
ngram+tf-idf 0.77 0.77 0.77
CVec+ngram 0.77 0.77 0.77

SVM BoW 0.70 0.69 0.69
tf-idf 0.73 0.73 0.73
CVec+ngram 0.72 0.72 0.72
N-gram+tf-idf 0.76 0.76 0.76

RF BoW 0.78 0.75 0.75
tf-idf 0.79 0.79 0.79
CVec+ngram 0.76 0.74 0.74
N-gram+tf-idf 0.75 0.75 0.75

DT BoW 0.73 0.72 0.72
tf-idf 0.69 0.69 0.69
CVec+ngram 0.74 0.74 0.74

KNN BoW 0.59 0.52 0.52
tf-idf 0.74 0.73 0.73
ngram+tf-idf 0.71 0.71 0.71
CVec+ngram 0.66 0.39 0.39

BERT BERT Emb. 0.96 0.96 0.96

Table 3: Performance Comparison of Models on Malay-
alam Dataset (Premjith et al., 2025)

rection for future research: fine-tuning transformer
models to better handle low-resource languages,
using their strong ability to understand context and
generalize across data to boost classification accu-
racy even further.

5.1 Comparison with Existing AI Text
Detection Tools

The proposed BERT-based model surpasses exist-
ing AI text detection tools in handling Tamil and
Malayalam, while tools like GPTZero, OpenAI AI
Text Classifier, GLTR, and Turnitin primarily fo-
cus on English. Unlike statistical or probabilistic
models, the proposed approach leverages TF-IDF,
n-grams, and contextual embeddings, allowing bet-
ter customization and adaptability for low-resource
languages. While existing tools lack fine-tuning

for non-English texts, the proposed model effec-
tively detects AI-generated reviews with moderate
explainability, making it more suitable for review
detection in underrepresented languages compared
to general-purpose detection tools.

6 Conclusions

The experimental results on Malayalam and Tamil
datasets demonstrate that transformer-based mod-
els, particularly BERT, significantly outperform tra-
ditional machine learning approaches in classifica-
tion accuracy. BERT achieves the highest precision,
recall, and F1 scores across both datasets, reinforc-
ing its effectiveness in handling complex linguis-
tic structures in low-resource languages. While
traditional classifiers like Naïve Bayes, Logistic
Regression, SVM, and Random Forest show mod-
erate performance, models like Decision Tree and
KNN struggle to generalize effectively. These find-
ings highlight the importance of leveraging deep
learning models for AI-human text classification,
ensuring reliable detection methods in the face of
rapidly advancing AI-generated content.

7 Limitations

Tamil and Malayalam lack large, high-quality
datasets, making AI models prone to bias and inac-
curacies.Many users blend Tamil/Malayalam with
English or use Romanized script, which traditional
models struggle to process. Rich morphology in
these languages makes tokenization and feature
extraction difficult, reducing model accuracy. AI
models, including BERT, often misinterpret sar-
casm and subtle sentiments, leading to errors.Train-
ing BERT for Tamil and Malayalam requires sig-
nificant resources, limiting practical use.Language
and user reviews evolve over time, causing model
degradation. Continuous updates and retraining
are essential to maintain classifier accuracy in real-
world applications.

8 Error Analysis

False Positives: Formal or repetitive genuine re-
views misclassified. False Negatives: AI-generated
reviews mimicking humans went undetected. Lan-
guage Issues: Struggled with code-mixed text and
dialects. Improvements: Train on diverse data, re-
fine code-mixed handling, and add context-aware
features.
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