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Abstract

Detecting AI-generated product reviews is a
critical challenge in natural language process-
ing (NLP), particularly for low-resource lan-
guages like Malayalam. In this study, we pro-
pose a large language model (LLM)-based ap-
proach to identify AI-generated reviews in Dra-
vidian languages, focusing on the product re-
view domain. We systematically evaluated mul-
tiple LLMs on a dedicated Malayalam dataset
to assess their effectiveness in distinguishing
between human-written and AI-generated re-
views. Our experiments demonstrate that the
Gemma-2B model outperforms other models,
achieving a macro F1-score of 89.99%.Our
approach secured 5th place in the Dravidi-
anLangTech@NAACL 2025 shared task for
Malayalam, highlighting the potential of LLMs
in tackling the challenges of AI-generated re-
view detection in low-resource languages. Our
findings highlight the potential of LLMs in
detecting AI-generated content in underrep-
resented languages, contributing to advance-
ments in Dravidian language processing and
the broader field of AI-generated content iden-
tification.

1 Introduction

The detection of AI-generated product reviews is an
emerging challenge in natural language processing
(NLP), particularly in the context of low-resource
languages. As AI-generated text becomes increas-
ingly sophisticated, distinguishing between human-
written and machine-generated content is crucial
for ensuring the authenticity of online reviews. In
e-commerce platforms, product reviews play a piv-
otal role in shaping consumer trust, influencing
purchasing decisions, and maintaining credibility
between buyers and sellers. The proliferation of
AI-generated reviews, however, poses a significant
risk to the reliability of these platforms, making
automated detection systems essential.

While extensive research has been conducted
on AI-generated text detection in English (Salmi-
nen et al., 2022; Luo et al., 2023), there remains
a notable gap in studies focusing on particularly
Malayalam language. The limited availability of
high-quality annotated datasets, coupled with the
linguistic complexity of these languages, presents
significant challenges in building robust detection
models. This shared task addresses these gaps by
encouraging the development of effective machine
learning approaches for detecting AI-generated
product reviews in Malayalam arranged by Dra-
vidianLangTech@NAACL 2025 (Premjith et al.,
2025).

In this study, AI-generated product review detec-
tion is formulated as a binary classification prob-
lem, where the goal is to classify a given review as
either human-written or AI-generated. To tackle
the challenges associated with low-resource lan-
guages, we explore the application of large lan-
guage models (LLMs) fine-tuned specifically for
this task. Our contributions are as follows:

• We propose a fine-tuned large language model
designed for AI-generated product review de-
tection in Malayalam language.

• We systematically evaluate multiple LLMs
including Gemma-2-2b (Team et al., 2024),
Llama-3.2-3B (AI, 2024), sarvam-11,
Qwen2.5-3B (Yang et al., 2024), and
BharatGPT-3B-Indic2 to identify the most
effective approach for this task.

This work aims to advance the field of AI-
generated text detection in low-resource language
and establish a strong foundation for future re-
search in this domain.

1https://huggingface.co/sarvamai/sarvam-1
2https://huggingface.co/CoRover/

BharatGPT-3B-Indic
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2 Related Work

The growth of AI-generated content, especially in
the form of product evaluations, has emerged as
a serious concern in e-commerce and social me-
dia platforms. Recent research have emphasised
the increased competence of AI models in creat-
ing human-like writing, making it more difficult
to discern between genuine and false evaluations
(Luo et al., 2023). Gambetti and Han (2023) sug-
gested utilizing AI to combat machine-generated
phony reviews, getting an F1 score of 0.92 on a
restaurant review data set using ensemble learning
and contextual embeddings. Similarly, Birim et al.
(2022) applied topic modeling approaches to detect
patterns suggestive of bogus reviews, reporting an
accuracy of 89.5% on a multilingual dataset. Salmi-
nen et al. (2022) examined the development and
detection of fake reviews, attaining an F1 score
of 0.87 by integrating language characteristics and
behavioral analysis. Shibani et al. (2024) exam-
ined generative AI for Tamil writing help, getting
an F1 score of 0.89 in recognising AI-generated
text. De et al. (2021) suggested a transformer-based
technique for multilingual false news identification,
obtaining 87.3% accuracy and an F1 score of 0.85
using mBERT. Budhi et al. (2021) handled unbal-
anced datasets in fake review identification, reach-
ing 91.2% accuracy and an F1 score of 0.88 by
resampling and textual characteristics. Cheng et al.
(2024) used graph neural networks (GNNs) to de-
tect bogus reviewers, attaining an F1 score of 0.92
by assessing social context. Mukherjee (2024) em-
phasises on avoiding AI-generated fraud in market-
ing, underlining the importance for robust detection
techniques. These findings underscore the signifi-
cance of language-specific and context-aware mod-
els, particularly for low-resource languages like
Malayalam and indicate the promise of advanced
techniques like transformers and GNNs in fight-
ing AI-generated fraudulent information. These
findings together underline the necessity for pow-
erful, language-specific detection approaches, es-
pecially for low-resource languages like Dravidian
languages, to face the rising threat of AI-generated
bogus reviews.

3 Dataset and Task Description

The shared task on "Detecting AI-generated Prod-
uct Reviews in Dravidian Languages" (Premjith
et al., 2025) focuses on identifying AI-generated
and human-written reviews in Malayalam. With

the increasing sophistication of AI tools, this task
addresses the need for accurate detection models in
the domain of online reviews, where authenticity is
critical.

Participants were provided datasets compris-
ing human-written and AI-generated reviews. As
shown in Table 1, the training set includes 800 re-
views, while the test set contains 200 reviews. The
task invites global participation via CodaLab3 to
enhance AI detection for Dravidian language.

Set Class SC WT WU Avg. Len

Train HUMAN 400 6174 3357 15.44
AI 400 4121 2317 10.30

Test HUMAN 100 2027 1462 20.27
AI 100 1053 821 10.53

Table 1: Dataset Statistics: Sentence Count (SC), Total
Words (WT ), Unique Words (WU ), and Average Length
(Avg. Len)

4 System Overview

In this study, we investigate a comprehensive suite
of approaches—including machine learning (ML),
deep learning (DL), transformer-based methods,
and large language models (LLMs)—to detect AI-
generated product reviews in Malayalam. Figure
1 presents a schematic overview of our proposed
methodology. Detailed implementation and source
code for the system are available on GitHub4.

4.1 Machine Learning Approaches
We evaluated traditional ML models, including
Logistic Regression, Support Vector Machines
(SVM), Random Forest (RF), Naïve Bayes (NB),
Decision Trees (DT), Kernel SVM, and Stochas-
tic Gradient Descent (SGD), for product review
classification. Textual data was transformed into
high-dimensional vectors using TF-IDF (Takenobu,
1994) and CountVectorizer, with TF-IDF limited
to 1000 features for optimal performance. Logis-
tic regression used a maximum of 1000 iterations.
Both linear and kernel SVMs were tested, with the
RBF kernel applied for non-linear classification
and regularization parameter C = 0.80 for linear
SVM.

4.2 Deep Learning Approaches
We explored several deep learning models, in-
cluding CNN, BiLSTM, BiLSTM+Attention,

3https://codalab.org/
4https://github.com/zahid99hasan/

AI-Generated-Text-Detection
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Figure 1: Schematic process for product review detection.

Keras+CNN, GloVe+CNN, and GloVe+BiLSTM.
The CNN model utilized 128 filters with a kernel
size of 5 and 24 neurons in the dense layer. In
the BiLSTM+Attention model, ReLU was used in
the dense layer and Sigmoid in the output layer.
BiLSTM (Schuster and Paliwal, 1997) enhanced
performance by capturing bidirectional contextual
information. Keras+CNN and GloVe+CNN em-
ployed 1D convolutional layers for processing se-
quential data. GloVe+BiLSTM used an LSTM
architecture with 64 neurons to effectively capture
long-term dependencies in text sequences.

4.3 Transformer-Based Approaches

Several pre-trained transformer models from Hug-
ging Face were leveraged for product review classi-
fication, including mBERT (Devlin, 2018), XLM-R
(Conneau, 2019), MalayalamBERT (Joshi, 2022),
and IndicBERT (Kakwani et al., 2020). Before
passing data through the transformers, preprocess-
ing and tokenization were performed. All models
were trained using a learning rate of 5 × 10−5, a
batch size of 16 for both training and validation,
and 4 epochs to achieve optimal results.

4.4 LLM-Based Approaches

Large language models (LLMs) with efficient fine-
tuning via QLoRA (Quantized Low-Rank Adapta-
tion) (Dettmers et al., 2024) were utilized for classi-
fying product reviews in Dravidian languages (e.g.,
Malayalam) as Human-generated or AI-generated.
Pre-trained LLMs, including Llama-3.2-3B (AI,
2024), BharatGPT-3B-Indic5, Qwen2.5-3B (Yang

5https://huggingface.co/CoRover/
BharatGPT-3B-Indic

et al., 2024), sarvamai/sarvam-16, and Gemma-2-
2B (Team et al., 2024), were employed. QLoRA
preserves base model parameters while introduc-
ing trainable low-rank adapters, enabling efficient
task-specific adaptation. Figure 1 illustrates the
proposed approach. The classification pipeline
begins with tokenizing input reviews, which are
then processed through frozen LLM layers to gen-
erate contextual embeddings. These embeddings
are modified by QLoRA adapters, which introduce
trainable low-rank updates while keeping the base
model parameters unchanged. The adapted embed-
dings are then passed to a classification head, which
performs the final prediction to determine whether
the review is Human-generated or AI-generated.
This approach efficiently adapts pre-trained LLMs
for the classification task while maintaining com-
putational efficiency and robust performance. The
proposed model (Gemma-2-2B) was trained for 10
epochs with a batch size 16 and a learning rate of
1e-4, achieving the best overall performance. Q-
LoRA was applied with a rank of 4, alpha of 16, a
dropout rate of 0.1, and no bias.

5 Results and Analysis

Table 2 demonstrates the evaluation results large
language models on the test set.

Results revealed that Gemma-2-2B for Malay-
alam earned the most elevated macro F1-score
(89.99%) among the LLM approaches. On the
other hand, for Malayalam sarvam-1 with macro
F1-score (84.47%) surpasses all the models ex-
cept Gemma-2-2B among the models. For Malay-

6https://huggingface.co/sarvamai/sarvam-1
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alam, Llama-3.2-3B perform poorly with the low-
est macro F1 score.

ML Models
Classifier G-mean(%) F1(%) Ac(%)
LoR 64.00 66.00 67.00
SVM 63.00 66.00 67.00
RF 61.00 65.00 65.00
NB 59.00 62.00 62.00
DT 59.00 57.00 57.00
KerneL SVM 63.00 66.00 67.00
SGD 67.00 69.00 69.00

DL Models
Classifier G-mean(%) F1(%) Ac(%)
CNN 72.74 73.20 73.50
BiLSTM 64.99 66.66 68.00
BiLSTM + Attention 17.32 36.58 51.50
Keras + CNN 73.99 73.99 74.00
GloVe + CNN 66.11 68.32 70.00
GloVe + BiLSTM 74.00 74.00 74.00

Transformers
Classifier G-mean(%) F1(%) Ac(%)
mBERT 74.90 78.62 78.75
IndicBERT 64.95 74.08 75.00
XLM-R 54.56 63.16 64.37
MalayalamBERT 70.57 77.66 78.12

LLMs
Classifier G-mean(%) F1(%) Ac(%)
Gemma-2-2B 90.06 89.99 90.00
sarvam-1 84.63 84.47 84.50
Llama-3.2-3B 35.35 33.33 50.00
Qwen2.5-3B 25.97 37.60 40.50
BharatGPT-3B-
Indic

30.87 45.50 29.60

Table 2: Performance of the different methods on the
test set

LLMs perform well on the validation set, which
is splinted from train set. Over fitting can be a
reason for that. BhartGPT-3B-Indic expected to
perform really well, but in reality it shows an aver-
age performance. This encourage to explore more
models for better performance. To explore bet-
ter performance, this work explored Qwen2.5-3B,
Llama-3.2-3B models as well.

5.1 Error Analysis

A comprehensive error analysis is performed to
offer in-depth insights into the performance of the
proposed model.

Quantitative Analysis
Since the gold labels for the test set were disclosed,
Figure 2 presents the confusion matrix that cate-
gorizes product reviews into Human and AI pre-
dicted. The figure indicates that out of 200 reviews
, 180 were accurately predicted. Al reviews (13)
predicted more incorrectly compare to Human re-
views (7), this occurred because AI can generate

humanoid reviews. And for short-length data (less
than or equal to 10 words), our proposed model per-
form better than large length of data. The proposed
models only trained on the given dataset.

Figure 2: Confusion matrix of Gemma-2-2B model.

Qualitative Analysis

Table 3 presents some predicted outputs of the
tested model. In the first, second and fourth data,
the model successfully predicted the review of the
data. On the other hand, it failed to do so in the
third data. The Gemma-2-2B model for Malayalam,
which is fine-tuned in this work, is primarily trained
on given datasets from different sources; this could
be one of the reasons for these model’s failure in
some Malayalam data. Furthermore, incorrect pre-
dictions arose due to stylistic similarities between
formal human-authored text and AI-generated pat-
terns, insufficient diversity in the training dataset,
topical overlap with AI-prevalent themes, limita-
tions in model capacity from low-rank adaptation
and quantization, and loss of context from input
truncation.

Figure 3: Sample predictions with actual and predicted
reviews
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6 Conclusion

This study explored the effectiveness of several
large language models in detecting AI-generated
content within a Malayalam product review dataset.
Our findings indicate that the Gemma-2-2B model
excelled in this task, achieving a macro F1-score
of 89.99%. The results underscore the potential
of transformer-based approaches for this applica-
tion and motivate further exploration of alternative
transformer architectures and LLMs to enhance
performance.

Limitations

Despite the promising results, our study has several
limitations. First, the relatively small dataset may
not fully capture the diversity of both AI-generated
and human-written reviews, potentially limiting the
generalizability of our findings. Second, our study
focuses exclusively on Malayalam, restricting the
applicability of the approach to other Dravidian
and low-resource languages. Additionally, while
some large language models, such as Gemma-2B,
performed well, others underperformed, highlight-
ing the need for further investigation into model
selection and optimization for AI-generated text
detection. A key challenge observed is the multi-
lingual incapability of certain LLMs, which may
stem from insufficient training data in Dravidian
languages. Finally, the dataset may not encompass
the full spectrum of AI-generated writing styles,
which could affect the robustness of the classifi-
cation models in real-world scenarios. To address
these limitations, future work should explore more
extensive and diverse datasets, use models with
more parameters, extend the approach to other Dra-
vidian languages, and refine model architectures to
enhance performance in low-resource multilingual
settings.
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