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Introduction

Mental health remains a critical issue. Globally, mental health conditions rank among the top causes of
disability [4, 6], and the economic burden of mental health issues, including neurological and substance
use disorders, is expected to exceed $16 trillion from 2011 to 2030 [1]. In the United States alone, sui-
cide ranked among the top nine leading causes of death for individuals aged 10-64 in 2020, and was
the second leading cause of death for those aged 10-14 and 25-34 [3]. The COVID-19 pandemic has
further exacerbated these mental health challenges. Research by Sheridan et al. [5] indicates that suicide
attempts among children aged 10-12 have increased more than five-fold from 2010 to 2020. Recent ad-
vancements in large language models (LLMs) have demonstrated significant potential in mental health.
They are not only used for diagnostic purposes but have also been shown to provide valuable explana-
tions for prediction outcomes [2]. In light of this, for The Tenth Workshop on Computational Linguistics
and Clinical Psychology (CLPsych), we adopt the theme ”understanding the mental health state – going
beyond classification”.

CLPsych was a hybrid workshop that accommodated both in-person and remote participation. It was
collocated with NAACL’25, which took place in Albuquerque, New Mexico, USA on May 3rd, 2025.
Since 2014, CLPsych has been successful in bringing together people from different backgrounds (e.g.
mental health experts, clinicians, and computational linguists), to share and discuss their work and re-
sults. Its central goal is to build bridges so that these different disciplines can integrate to improve our
understanding of mental health issues, and to deliver better mental health treatments and diagnoses to
everybody.

The CLPsych 2025 Shared Task focused on capturing mental health dynamics from social media time-
lines, through a novel multi-task framework grounded in the transtheoretical MIND approach. Building
on CLPsych 2022’s longitudinal modeling approach, it combines monitoring mental states with evidence
and summary generation through four subtasks: (A.1) Evidence Extraction, highlighting text spans re-
flecting adaptive or maladaptive self-states; (A.2) Well-Being Score Prediction, assigning posts a 1 to
10 score based on social, occupational, and psychological functioning; (B) Post-level Summarization of
the interplay between adaptive and maladaptive states within individual posts; and (C) Timeline-level
Summarization capturing temporal dynamics of self-states over posts in a timeline. Overall, 14 teams
completed the shared task, proposing solutions from traditional machine learning methods with domain-
specific features to LLM pipelines with demonstration and retrieval. The results shed light on the com-
plexity of capturing mental health states beyond static classification and offer directions for future work.

Our program committee included mental health and technological experts, in order to provide all the
papers with more informative feedback that addresses both aspects. CLPsych’25 received a total of 31
papers for the main workshop, of which 15 were accepted; all 11 submitted shared task papers were also
accepted. The organizing committee, with the help of the program committee scores, and feedback chose
6 main workshop papers and 4 shared task papers as oral presentations, and the rest were presented in
the poster session.

CLPsych’25 also hosted excellent invited speakers and panelists. Our keynote speakers were Zac Imel
(University of Utah), and Zohar Elyoseph (University of Haifa). Additionally, we hosted a panel that in-
cluded short talks and discussion by Philip Resnik (University of Maryland, College Park), Sunny Tang
(Hofstra/Northwell University), and moderated by Steven Bedrick (Oregon Health & Science Univer-
sity).

The CLPsych organizing committee would like to extend special thanks to all the people that helped
make the workshop a success. This includes and is not limited to our authors, shared task participants
and organizers, program committee members. We also would like to thank the North American chapter
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of the Association for Computational Linguistics for making this workshop possible and to Philip Resnik
who assisted with general advice. Special thanks to our generous sponsors: Ariel University. Their funds
helped to support the workshop’s program, and provided support for attendees that don’t have the finan-
cial means to cover their registration costs.

Ayah Zirikly, Andrew Yates, Kfir Bar, Bart Desmet, Molly Ireland, Sean MacAvaney, Yaakov Ophir, and
Steven Bedrick.
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Abstract

Appraisal theories suggest that emotions arise
from subjective evaluations of events, referred
to as appraisals. The taxonomy of appraisals
is quite diverse, and they are usually given
ratings on a Likert scale to be annotated in
an experiencer-annotator or reader-annotator
paradigm. This paper studies GPT-4 as a reader-
annotator of 21 specific appraisal ratings in dif-
ferent prompt settings, aiming to evaluate and
improve its performance compared to human
annotators. We found that GPT-4 is an effective
reader-annotator that performs close to or even
slightly better than human annotators, and its
results can be significantly improved by using a
majority voting of five completions. GPT-4 also
effectively predicts appraisal ratings and emo-
tion labels using a single prompt, but adding
instruction complexity results in poorer perfor-
mance. We also found that longer event de-
scriptions lead to more accurate annotations for
both model and human annotator ratings. This
work contributes to the growing usage of LLMs
in psychology and the strategies for improving
GPT-4 performance in annotating appraisals.

1 Introduction

According to appraisal theories, emotions emerge
from the individual’s subjective appraisals of sig-
nificant events (Scherer, 2009). Appraisals are
the person’s evaluations of what situations mean
for their needs, goals, and other concerns (Moors
et al., 2013). Appraisals consist of values on ab-
stract dimensions representing key aspects of a
situation, such as how important, desirable, self-
caused, certain, and controllable it is. Appraisals
orchestrate changes in other components of an emo-
tional episode, including tendencies to act in some
way (motivational component), visceral prepara-
tions for these actions (somatic component), fa-
cial and bodily expressions (motor component),
and a conscious feeling (experiential component)

(Moors et al., 2013). Even as all of these compo-
nents can influence each other, appraisals are often
considered as pivotal for initiating and shaping the
dynamic interactions that underlie a person’s expe-
rience of emotion.

Despite their centrality in emotion theory, there
have been only few attempts to apply NLP meth-
ods to automatically extracting appraisals from text
(Hofmann et al., 2020, 2021; Troiano et al., 2023).
In those previous works, appraisals have been of in-
terest as a component of emotions, with the goal of
eventually predicting the emotion themselves (Hof-
mann et al., 2020; Troiano et al., 2023). These early
results are promising, but more research is needed
to further improve the precision and robustness of
appraisal prediction models.

Advancing the NLP research on appraisal re-
quires suitable annotated datasets. The most ac-
curate way to annotate appraisals is the so-called
experiencer-annotator paradigm, where a person
provides both a textual description of some emo-
tional event and ratings on appraisal dimensions.
However, the experiencer-annotator method can
only be used on texts collected specifically for
this purpose. In an alternative reader-annotator
paradigm, the appraisal ratings are provided by
another person reading the textual descriptions of
emotional events. The reader-annotator method is
more flexible, as it enables using existing datasets
of emotional event descriptions, even those that
have not been specifically collected for that pur-
pose but rather have been generated spontaneously
by people, for instance in social media.

Generating appraisal ratings with the reader-
annotator procedure requires human labor that
can become prohibitively expensive for large real-
world datasets such as social media and blog posts.
Therefore, we are interested whether this process
can be automated. Previously, Hofmann et al.
(2021) adopted a rule-based approach to assign
appraisal labels to texts, given that the emotion
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label of the text was known. However, this ap-
proach requires the emotion labels which are often
unavailable in real-world datasets. Also, Hofmann
et al. (2021) considered only six appraisals and
represented them as binary variables. Thus, the
deterministic rule-based approach is clearly not fea-
sible with a larger number of appraisal dimensions
assessed on Likert scales.

The goal of this work is to assess the suitabil-
ity of Large Language Models (LLMs) to act as
an annotator in the reader-annotator paradigm for
emotional appraisals. Several previous works have
shown the utility of using LLMs as a viable alterna-
tive for human annotators for labeling data for NLP
tasks using both the proprietary GPT models (Ding
et al., 2023) as well as open-source LLMs (Al-
izadeh et al., 2023). Other studies have found that
using GPT-4 is generally a more reliable annotator
than crowdworkers for social science related text
annotations (Gilardi et al., 2023), and it is better
than vocabulary-based methods for annotating sev-
eral psychological constructs (Rathje et al., 2024).
Although several studies have assessed the ability
of GPT-4 to detect discrete emotion labels (Niu
et al., 2024; Lian et al., 2024), Kocoń et al. (2023)
found that GPT-4 was performing worse than fine-
tuned classification models, especially on emotion
prediction tasks.

Our study focuses on adopting GPT-4 for anno-
tating emotion appraisals in the reader-annotator
paradigm to assess the viability of the generative
LLM to act as an alternative to human reader-
annotators. Few studies have explored the capa-
bilities of GPT-4 and similar LLMs in this con-
text. Tak and Gratch (2023) analyzed the emo-
tional reasoning abilities of GPT models, finding
that while they align well with human appraisals,
they struggled with predicting emotion intensity
and coping response. Yongsatianchot et al. (2023)
studied how LLMs perceive emotions using ap-
praisal theory, demonstrating that these models can
effectively generate context-specific emotional ap-
praisals. However, these studies focused more on
the rationales of LLMs than appraisal rating pre-
dictions and used a limited list of appraisal dimen-
sions. Zhan et al. (2023) evaluated annotating emo-
tion appraisals by multiple LLMs, showing that
they can produce human-like emotional appraisals.
However, the dataset used in this research was rela-
tively small and, more importantly, did not contain
original experience-annotator ratings, which pre-
vents comparison between the event experiencer

and reader annotations.
For our study, we use the crowd-enVent dataset

collected by Troiano et al. (2023), which consists of
crowd-sourced emotional event descriptions, sup-
plied by the appraisal rating of both the experi-
encers and readers. We formulate research ques-
tions about the reliability of GPT-4 in generating
appraisal ratings (Q1) and the accuracy of GPT-4
ratings compared to both experiencer-annotators
and human reader-annotators (Q2). In addition,
we test whether the application of a majority vot-
ing algorithm and a model confidence tiebreaker
improves accuracy (Q3). Also, we examine the
impact of adding the emotion prediction on the ac-
curacy of the appraisal ratings (Q4). Finally, we
study the impact of the event description length on
the accuracy of the ratings by both the GPT-4 and
human reader-annotators (Q5).

2 Research Questions

We pose two main research questions to evaluate
the reliability and accuracy of GPT-4 to act as
an annotator for emotion appraisals in the reader-
annotator paradigm. Also, we pose three additional
research questions that study the impact of a ma-
jority voting algorithm, the prediction of emotions,
and the length of the event description on the ac-
curacy of the appraisals. This section outlines our
research questions.

Q1: Is GPT-4 reliable in generating emotion
appraisal ratings? Reliability is a prerequisite
for validity. For the GPT-4 to act as a valid anno-
tator of the emotion appraisals, the reliability of
its ratings needs to be high in terms of good inter-
annotator agreement between several independent
GPT-4 runs. We assessed the reliability of the ap-
praisal ratings in a subsample of 108 randomly
sampled texts and measured the reliability using
Spearman correlation coefficients and root mean
squared errors (RMSE). For GPT-4 to be consid-
ered reliable, the ratings of different runs should
show at least the same level of agreement as differ-
ent human reader-annotators.

Q2: How accurate are the GPT-4 appraisal
ratings compared to the ratings given by the
human reader-annotators? To validate GPT-
4 as an accurate annotator of emotion appraisals
based on event descriptions, we examined the dif-
ference between the ratings assigned by GPT-4
and those assigned by experiencer-annotators. We
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compared these differences with the rating differ-
ences between experiencer-annotators and reader-
annotators. For GPT-4 to be considered a valid
emotion appraisal annotator, its ratings should re-
main at least close to those of the human reader-
annotators ratings.

Q3: Can majority voting with or without a con-
fidence tiebreaker improve GPT-4 accuracy?
Applying a majority voting algorithm on a human
reader-annotators dataset greatly affected the accu-
racy of reader guesses (Troiano et al., 2023). The
authors also noticed that a substantial number of
votes required tiebreakers and proposed breaking
the ties by assigning a higher weight to the anno-
tators with stronger confidence. We assumed that
majority voting might similarly impact GPT-4 per-
formance, and we can improve it with a model
confidence tiebreaker.

Q4: Does adding an emotion prediction task to
the prompt impact appraisal ratings accuracy?
During the crowd-enVent dataset collection pro-
cess, human reader-annotators were first asked
to select an emotion that the event experiencer-
annotator likely felt (anger, boredom, disgust, fear,
guilt, joy, pride, relief, sadness, shame, surprise
trust, no emotion) as well as to rate how confi-
dent they were about their chosen emotion (1-5)
and the intensity of emotion (1-5). This procedure
makes sense both intuitively and theoretically, as
different emotions are expected to have different
signature appraisal profiles (Moors et al., 2013).
Thus, knowing/guessing the emotion might help to
predict/guess also the appraisal ratings more accu-
rately. We tested if reproducing this exact sequence
of questions improves GPT-4 appraisal prediction
accuracy. We also attempted to use the newly gen-
erated confidence and intensity ratings as majority
voting tiebreakers.

Q5: How does the length of the event descrip-
tion affect the accuracy of the appraisal rat-
ings for both the GPT-4 and the human reader-
annotators? The length of the description of
the emotional event is one practical considera-
tion in the reader-annotator paradigm. While the
experiencer-annotator will have direct access to
the emotion and the related appraisals, the reader,
whether an LLM or a human, has to make infer-
ences based on the written text only. It seems in-
tuitive that longer descriptions would give rise to
more accurate appraisal ratings. In this research

question, we tested this intuition and sought to
identify a minimum required length of text to make
accurate predictions or guesses.

3 Method

3.1 Data
We use the crowd-enVent data collected by Troiano
et al. (2023)1 who explored the application of ap-
praisal theories to the analysis of emotions in the
text. They investigated whether human reader-
annotators and an automatic RoBERTa-based text
classifier can reproduce appraisal ratings of the
original event experiencers and whether these ap-
praisal ratings can assist in labeling emotions.

The data collection process included two phases.
During the first phase, the authors collected event
descriptions, appraisal ratings, and the categorical
emotion experienced in relation to the event from
the experiencer-annotators. In total, 6600 event
descriptions were collected via crowd-sourcing. In
the second phase, a subset of 1200 event descrip-
tions was subsequently annotated by five human
crowd-sourced reader-annotators. In addition to
guessing the appraisal ratings of the experiencers
of the event, the reader-annotators also were asked
to guess the emotion label related to the event, and
rate their confidence in the 5-point Likert scale
in that guess. Thus, the final appraisal-annotated
crowd-enVent corpus includes two datasets that
we call experiencer-annotator and reader-annotator
datasets, respectively. Both datasets are annotated
with the following 21 appraisal dimensions on a
1-5 Likert scale.

1. Suddenness: The event was sudden or abrupt.
2. Familiarity: The event was familiar.
3. Event Predictability: I could have predicted

the occurrence of the event.
4. Pleasantness: The event was pleasant.
5. Unpleasantness: The event was unpleasant.
6. Goal Relevance: I expected the event to have

important consequences for me.
7. Situational Responsibility: The event was

caused by chance, special circumstances, or
natural forces.

8. Own Responsibility: The event was caused
by my own behavior.

9. Others’ Responsibility: The event was caused
by someone else’s behavior.

1Available in https://github.com/sarnthil/
crowd-enVent-modeling
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10. Anticipated Consequences: I anticipated the
consequences of the event.

11. Goal Support: I expected positive conse-
quences for me.

12. Urgency: The event required an immediate
response.

13. Own Control: I was able to influence what
was going on during the event.

14. Others’ Control: Someone other than me was
influencing what was going on.

15. Situational Control: The situation was the
result of outside influences that no one had
control.

16. Accepted Consequences: I accepted that I
would easily live with the unavoidable conse-
quences of the event.

17. Internal Norms: The event clashed with my
standards and ideals.

18. External Norms: The actions that produced
the event violated laws or socially accepted
norms.

19. Attention: I had to pay attention to the situa-
tion.

20. Not consider: I tried to shut the situation out
of my mind.

21. Effort: The situation required me a great deal
of energy to deal with it.

In addition, the experiencer-annotators and the
reader-annotators had to choose one emotion they
or the experiencer felt from a list of 13 emotions:
anger, boredom, disgust, fear, guilt, joy, pride, re-
lief, sadness, shame, surprise, trust and no emotion.

3.2 Model Setup
To generate appraisal ratings, we used the GPT-42

via the Azure OpenAI REST API service.3 We
adopted the default parameters of temperature 0.7
and top_p 0.95, with both presence and frequency
penalty 0. For Q1, we conducted 5 independent
runs of a single prompt. For Q2, we performed
only 1 run. For research questions Q2, Q3, and Q4,
we set the number of completions GPT-4 parameter
to 5.

3.3 Prompt
Our prompt to the GPT-4 consists of three parts:
the general context C, more detailed instructions I
and the description of the event D.

2Model version: 0613
3API version: 2023-07-01-preview

Context: The context part of the prompt gives an
overall instruction to the model to act as an expert:

[C] “You are an expert in human psychol-
ogy. You will read descriptions people have written
about an event or situation eliciting an emotional
reaction. You will see a series of questions about
how people think about these events.”

Instruction: The instruction part of the prompt
asks the model to give integer ratings to the listed
questions and specifies the output format. We
used two versions of the instruction. The first
instruction, I1, used for Q1 and Q2, asks GPT-4
to assign ratings to appraisal dimensions. Q3
used the same instruction with one additional
question, "How confident is the model about
chosen ratings?". The second instruction, I2, used
for Q4, asks for the prediction of the emotion label
and the confidence and intensity ratings for the
emotion.

[I1] Instruction: Based on event descrip-
tions, assign integer ratings varying from 1 to 5 to
the list of questions.
Desired format: plain values in this order: <list of
appraisal titles>
List of questions: <list of appraisals>

[I2] Instruction: Based on descriptions, choose
one emotion from the list of emotions and assign
integer ratings varying from 1 to 5 to the list of
questions.
Desired format: plain values in this order: emotion,
confidence, intensity, <list of appraisal titles>
List of emotions: <list of emotion titles>
List of questions: How confident are you about
your emotion?, "How intense do you think the
emotion was?", <list of appraisals>

Description: For event descriptions, we used
the version of the dataset in which explicit words
of the target emotion were masked, to avoid the
model using these words as superficial heuristics
for predicting evaluation ratings. The same
masked version of the text was used by Troiano
et al. (2023) to collect the appraisal ratings by the
annotators.

[D] “People get under my skin. Like for ex-
ample if an entitled customer shows up at my
work and demands to speak to my manager for a
simple issue that I can resolve. This happens on
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almost a daily occurrence and it really makes me
<masked>.”

4 Results

4.1 Q1 Reliability of GPT-4

We studied the Q1 on a subsample of the reader-
annotator dataset. We aimed for a subsample of at
least 100 event descriptions stratified to match the
emotion category distribution in the full dataset. In
order to account for potential losses due to Azure
policy and other model and format generation er-
rors, we opted for taking a subsample of 9% of the
reader-annotator dataset. During appraisal rating
generation, we encountered no policy errors, nor
partial or empty outcomes, resulting in a subset on
108 event descriptions. To assess GPT-4 reliability
in generating appraisal ratings, we calculated Root
Mean Squared Errors (RMSE) and Spearman cor-
relation coefficients between all pairs of appraisal
rating vectors from five GPT-4 runs4 for each ap-
praisal dimension. We then averaged these metrics
across all pairs.

The average pairwise RMSE (APRMSE) val-
ues, macro-averaged over all appraisal dimensions,
were very close to each other, ranging from 0.6 to
0.63 over the five runs, with a mean of 0.61 (see
Table 1. Across individual appraisal dimensions,
the lowest (e.g., the most accurate) APRMSE value
was observed for External Norms, while the model
struggled the most with Anticipated Consequences,
for which it obtained the highest (e.g., the least
accurate) APRMSE score of 0.79.

Analyzing Spearman correlation coefficients, we
observed strong and very strong correlations be-
tween responses from different GPT-4 runs. Mean
Spearman coefficients ranged from 0.67 for Atten-
tion to 0.97 for Pleasantness, with a mean of 0.87
for the macro-average over all appraisal dimensions
(1). This compares favorably with common guide-
lines in psychometrics that consider test-retest cor-
relations above 0.8 to indicate good reliability and
above 0.90 to indicate excellent reliability.

Based on these results, we conclude that GPT-4
is reliable in generating appraisal ratings, showing
statistically significant Spearman correlations and
average pairwise RMSE scores falling into a small
tight range.

4In total n·(n−1)
2

= 5·4
2

= 10 pairs.

Appraisal APRMSE ρ

Suddenness 0.69 0.89
Familiarity 0.77 0.84
Event predictability 0.69 0.87
Pleasantness 0.38 0.97
Unpleasantness 0.42 0.96
Goal Relevance 0.58 0.89
Situational Responsibility 0.72 0.77
Own Responsibility 0.62 0.91
Others’ Responsibility 0.62 0.91
Anticipated Consequences 0.79 0.68
Goal Support 0.59 0.93
Urgency 0.69 0.86
Own Control 0.66 0.87
Others’ Control 0.66 0.92
Situational Control 0.76 0.81
Accepted Consequences 0.58 0.84
Internal Norms 0.57 0.93
External Norms 0.37 0.92
Attention 0.65 0.67
Not Consider 0.51 0.94
Effort 0.57 0.85

Macro average 0.61 0.87

Table 1: Average Pairwise RMSE (APRMSE) and
Spearman correlation coefficients (ρ) of 108 random
samples of five GPT-4 runs. All Spearman correlations
were statistically significant at the level of p < 0.001.

4.2 Q2 Accuracy of GPT-4

After we ensured that GPT-4’s responses were re-
liable on a small subset, we examined how well
GPT-4 performed compared to the experiencer-
annotators and human reader-annotators on more
extensive data. We prompted GPT-4, using the
prompt I1, to generate appraisal ratings to all 1200
event descriptions in the reader-annotator dataset.
Recall, that this data is a subset of the experiencer-
annotator dataset, so it has ratings from both the
original event experiencer-annotators as well as
human reader-annotators.

We calculated the RMSE between the GPT-
4 predictions and the experiencer-annotators’ re-
sponses, which shows how accurately the model
can predict the appraisal ratings as a model reader-
annotator. We also calculated the RMSE between
the experiencer-annotators’ responses and human
reader-annotators’ guesses, which enables to com-
pare how well the model reader-annotator com-
pares to human reader-annotators. Each text in
the reader-annotator dataset has five human-reader
annotations; therefore, we aggregated them by com-
puting the mean RMSE of five appraisal ratings.

The results of this experiment are shown in the
left-most section of Table 2. We found that the
GPT-4 predictions were slightly closer to the hu-
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Q2 - Accuracy Q3 - Majority Voting and Ties Q4 - Emotion

Appraisal GPT-4 Humanavg GPT-4avg GPT-4maj Humanmaj GPT-4conf Humanconf GPT-4emo

Suddenness 1.50 1.58 1.58 1.21 1.03 1.25 1.08 1.37
Familiarity 1.51 1.58 1.96 1.53 1.04 1.61 1.16 1.31
Event predictability 1.44 1.56 1.70 1.31 1.08 1.38 1.16 1.14
Pleasantness 1.11 1.23 1.15 0.59 0.57 0.61 0.63 0.59
Unpleasantness 1.20 1.33 1.32 0.73 0.68 0.72 0.71 0.69
Goal Relevance 1.54 1.63 1.61 1.19 1.08 1.22 1.14 1.20
Situational Responsibility 1.43 1.65 1.67 1.10 1.03 1.12 1.14 1.50
Own Responsibility 1.34 1.45 1.60 1.03 0.83 1.06 0.91 2.26
Others’ Responsibility 1.51 1.60 1.86 1.26 1.01 1.24 1.06 1.68
Anticipated Consequences 1.60 1.69 1.68 1.32 1.21 1.35 1.28 1.57
Goal Support 1.32 1.50 1.48 0.96 0.90 0.96 0.95 1.07
Urgency 1.56 1.76 1.75 1.33 1.28 1.32 1.25 1.32
Own Control 1.44 1.56 1.43 1.04 1.05 1.12 1.16 1.06
Others’ Control 1.61 1.63 2.01 1.54 1.04 1.52 1.13 1.46
Situational Control 1.58 1.65 1.66 1.10 0.99 1.12 1.14 1.10
Accepted Consequences 1.65 1.84 1.64 1.25 1.39 1.27 1.43 1.39
Internal Norms 1.45 1.57 1.60 1.14 0.92 1.29 0.96 0.89
External Norms 1.08 1.31 1.34 0.79 0.59 0.87 0.66 0.81
Attention 1.45 1.53 1.50 1.08 1.01 1.07 1.02 1.06
Not Consider 1.59 1.64 1.52 0.98 1.03 1.00 1.07 1.18
Effort 1.40 1.61 1.48 1.10 1.09 1.13 1.16 1.05

Macro average 1.45 1.57 1.61 1.12 0.99 1.15 1.06 1.22

Table 2: RMSE results for research questions Q2, Q3, and Q4. GPT-4 stands for the GPT-4 annotator, Human for
the human reader-annotator, avg: average of five GPT-4 completions/human guesses, maj: majority vote of five
GPT-4 completions/human guesses, conf : majority vote of five GPT-4 completions/human guesses with confidence
rating as a tiebreaker, emo: majority vote of five GPT-4 completions with the emotion prediction task in a prompt.
Bold/underline marks the appraisal dimensions that are consistently predicted better/worse than the macro average.

man experiencer-annotators’ guesses compared to
human reader-annotators with an average RMSE
over all appraisal dimension of 1.45 compared to
1.57. The results for all distinct appraisals (also in
Table 2) reveal that for all appraisal dimensions, the
model preditions were closer to human experiencer-
annotators compared to human reader-annotators.

We note that the accuracy of the GPT-4-
generated appraisal ratings is in the same range
to the results reported by Troiano et al. (2023) ob-
tained with a fine-tuned RoBERTa model (RMSE =
1.40), with a difference that our results in this sec-
tion are obtained from just one prediction, whereas
the results reported by Troiano et al. (2023) are
the average over five runs. Thus, we conclude that
GPT-4 is an effective tool for predicting appraisal
ratings, performing very close or even slightly bet-
ter than human reader-annotators.

4.3 Q3 Effect of Majority Voting

In previous work (Troiano et al., 2023), the ac-
curacy of human reader-annotators guesses was
considerably improved when their ratings were ag-
gregated using the majority voting over the guesses
of five annotators. Encouraged by this, we used
GPT-4 to generate five completions for each text

in the reader-annotator dataset, and tested whether
the majority voting has an impact on prediction
accuracy. If there was a clear majority vote, that
rating was selected as the final prediction. In case
of ties (e.g., either two ratings were predicted twice
or all five ratings were different), we adopted the
following essentially random procedure. While
each text had five independent predictions from the
GPT-4 model, we pretended to have done just a sin-
gle completion and chose the rating from the first
of the five runs. In total, we generated predictions
for 1200 × 5 data samples using a prompt I1 with
added question "How confident is the model about
chosen ratings?".

The application of the majority voting algorithm
improved the RMSE on average by about 30%
from 1.61 to 1.12 (columns GPT-4avg and GPT-
4maj in Table 2). However, compared to the results
shown in previous Section 4.2 (also shown in Ta-
ble 2), generating five runs and taking the average
increased the RMSE considerably, which is now
in the same range to the average over the human
reader-annotator ratings (1.61 vs 1.57; columns
GPT-4avg and Humanavg in Table 2). At the same
time, the RMSE obtained using the majority voting
is also considerably lower than the results shown
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in the previous subsection from just one run (1.12
vs 1.45; columns GPT-4maj and GPT-4 in Table 2).
Similar or even better results were obtained by ap-
plying majority voting to the guesses of the human
reader-annotators, showing an improvement from
1.57 to 0.99 (columns Humanavg and Humanmaj in
Table 2).

Next, we analyzed how often a tie needs to be
resolved in the ratings of human reader-annotators
and GPT-4. We found that on average, 22%
of human reader-annotators guesses required tie-
breaking, while for GPT-4, only 9% required that.
Since the number of ties was not negligible, we con-
sidered using a method similar to the one adopted
by Troiano et al. (2023) based on rating the con-
fidence. Specifically, we added to the prompt’s
questions list the question ”How confident is the
model about chosen ratings?” as an alternative to
the question posed to the human reader-annotator’s
by Troiano et al. (2023) "How confident are you
about your answer?”.5 Similar to other questions,
this question was rated on the 5-point Likert scale
with values ranging from 1-5. To break a tie, the
value with a highest average confidence rating was
chosen.

The results of this experiment are shown in Ta-
ble 2 columns GPT-4conf and Humanconf. We can
see that using the confidence rating to break the
ties did not improve the RSME neither for the
model nor for the human reader-annotators com-
pared to the random choice. The mean RMSE for
GPT-4 from 1.12 to 1.15 (columns GPT-4maj and
GPT-4conf in Table 2), and the mean RMSE for hu-
man reader-annotators increased from 0.99 to 1.06
(columns Humanmaj and Humanconf in Table 2).
When looking at individual appraisal dimensions,
we can see that the RMSE’s are in most cases lower
in the random tie-breaking setting compared to us-
ing the confidence rating, and that applies to both
the model and humans. Thus, we conclude that us-
ing the model-generated confidence rating is a not
a useful cue for breaking the ties when aggregating
several ratings via majority voting.

4.4 Q4 Effect of Adding Emotion Prediction

To study Q4, we again generated five appraisal rat-
ings for each of the 1200 event description in the
reader-annotator dataset, using the prompt I2 that
added the task of identifying the target emotion.
That means, the prompt asked to pick one emotion

5“Answer” refers to “emotion” used in the questionnaire

from a set of given list of 13 emotion categories
(including the no emotion category) most likely
felt by the author of the text. This addition made
the generation process more error-prone, requir-
ing significantly more runs for entries with shorter
descriptions.

In addition, while generating data for Q4, we
again generated ratings (confidence and inten-
sity) to be used as tiebreakers, but this time, we
prompted exactly the same questions that were
used by Troiano et al. (2023) in the human reader-
annotator questionnaire. Instead of “How confi-
dent is the model about chosen ratings?” we asked,
“How confident are you about your answer?”6 and
for the intensity rating, we asked, “How intense
do you think the emotion was?”. However, we
got almost identical results to the random choice
voting, which leaves open the question of how to
effectively break ties.

The results of adding emotion to a prompt are
shown in the last column of Table 2. The average
RMSE scores for five completions applying the
majority voting algorithm was 1.22 (see column
GPT-4emo), which is worse than the same task with-
out the emotion label prediction studied in relation
to research question Q3. Thus, we conclude that
simply adding the target emotion identification task
does not improve the appraisal rating predictions.
We note also that the emotion prediction accuracy
was ca 55%, and in 24 cases, GPT-4 generated
emotions not present in the predefined list.7

4.5 Q5 Impact of Event Description Length

From the beginning of the research, we noted that
GPT-4 struggled with shorter event descriptions by
often producing inconsistent or empty responses,
which suggests that the predictions can be less ac-
curate for shorter texts. Therefore, we analyzed the
correlations between event description length (in
characters) and the RMSE of the appraisal predic-
tions and examined if the correlation pattern is sim-
ilar between GPT-4 and human reader-annotators.

We split the reader-annotator dataset into ten
bins, each containing even descriptions grouped by
length of 100 character intervals and compared the
average RMSE scores of each bin for both GPT-4
predictions and human reader-annotator guesses.
For that experiment, we used that GPT-4 predic-
tions obtained for Q2 in Section 4.2.

6Referring to the emotion label prediction.
7anxiety, disappointment, embarrassment, frustration, jeal-

ousy, betrayal, pain, distraction, and indifference
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Figure 1: Average RMSE of texts with different lengths.
The x-axis labels show the end of the bin in characters:
the first bin contains texts with length up to 100 char-
acters, the second between 100 and 200 characters, etc.
The secondary y-axis plots the number of texts in each
bin, except for the first bin, where the number of texts
was ca 800 and thus did not fit to the plot.

We calculated Spearman’s correlation coeffi-
cients between the text length and the macro-
averaged RMSE for both the model predictions and
human reader-annotator guesses. The correlations
were negative and very close for the model and
humans on average: −0.79 for GPT-4 and −0.75
for human reader-annotators, indicating that for
both the model and humans, it is harder to predict
appraisal ratings for shorter texts. The relation be-
tween the text length and the RMSE plotted in Fig-
ure 1 show that while the human annotator scores
show consistently higher RMSE values, the shape
of both curves is similar.

We also looked at the correlations between the
text length and the RMSE of each appraisal dimen-
sion separately. Two appraisal dimensions indi-
cating the valence of the event (Pleasantness and
Unpleasantness) showed near perfect correlations
for both GPT-4 and human annotators. Few other
dimensions (Suddenness, Own responsibility, Oth-
ers’ responsibility, Situational control) also showed
very strong correlations (in the range of −0.99 –
−0.80). Most other dimensions fell into the strong
correlation range (−0.79 – −0.60), but some were
moderate (−0.59 – −0.40).

We also observed that GPT-4 and human anno-
tators had moderate coefficients for different ap-
praisals: Familiarity, Anticipated Consequences,
and Not Consider for GPT-4, and Goal Relevance,
Urgency, Internal and External Norms for human
reader-annotators. Finally we note that, with few
exceptions, the GPT-4 correlations for individual

appraisals tend to be stronger than for human anno-
tators, which means that the accuracy of the GPT-4
predictions is somewhat more dependent on the
text length.

Overall, we conclude that there is, on average,
a strong negative correlation between the event
description length and the accuracy of predicting
appraisal rating for both GPT-4 and human reader-
annotators. The sweet spot seems to be around 400-
500 characters where the RMSE starts to plateau
for both GPT-4 and humans.

5 Discussion

In analyzing appraisal dimensions across all ex-
periments, we looked for patterns by comparing
the RMSE of individual appraisal dimensions to
the macro-averaged RMSE. Appraisals consistently
showing better accuracy across both GPT-4 models
and human annotators include Pleasantness, Un-
pleasantness, Goal Support, and External Norms
(marked as bold in Table 2), suggesting that these
are the easiest to infer based on text. Own Respon-
sibility, Own Control, Not Consider, and Effort
also generally performed well, although Own Re-
sponsibility is predicted remarkably worse in the
GPT-4emo setting. In contrast, dimensions such
as Familiarity, Others’ Responsibility, Anticipated
Consequences, Urgency, Others’ Control, and Ac-
cepted Consequences consistently show RMSE val-
ues equal to or higher than the macro average for
both GPT-4 models and human reader-annotators
(marked with underscore in Table 2), meaning that
the rating of these dimensions were more difficult
to infer accurately.

In contrast to our expectations, asking the GPT-4
model to predict the emotion first and then the ap-
praisal ratings (Q4) did not improve the overall pre-
diction, although the emotion label was expected
give useful information about the appraisal values.
This might be due to the accuracy of the emotion
prediction task being moderate, only at 55%, and
incorrect emotion category predictions may have
confused the model. To check that, we split the
data into two groups by correctly and incorrectly
predicted emotion labels. Although texts with cor-
rectly predicted labels demonstrated better macro
average RMSE compared to the texts with incor-
rect labels (1.21 vs 1.24 RMSE), the difference
is not large. However, a closer look at individual
appraisal dimensions revealed that most appraisals
showed significantly better or comparable accuracy
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for correctly predicted emotions, with few excep-
tions of Situational Responsibility (1.57 vs 1.42),
Others’ Responsibility (1.70 vs 1.65), Anticipated
Consequences (1.65 vs 1.48), and Not Consider
(1.25 vs 1.10). A more fine-grained analysis of
why the predictions of these dimensions were more
accurate with incorrect emotion labels remains for
future research.

We also found that shorter event descriptions
generally exhibit lower RMSE values. This result
is expected as very short texts convey too little
information to predict various appraisal aspects ac-
curately. We found that the optimal event descrip-
tion length that appears to start from the range of
roughly 400 to 500 characters and although the im-
provement in prediction accuracy is more steep for
the GPT-4 model, a similar pattern can be observed
also for human-readers. This finding has impli-
cations for collecting data for emotion appraisal
research, as it suggests that researchers should aim
for eliciting event descriptions at least 500 charac-
ters long. Finally, throughout the research, we ob-
served that adding more complexity to a prompt re-
sulted in less consistent responses as well as higher
RMSE scores. This observation is in line with the
reports of other researchers (Herderich et al., 2024).

We conclude that GPT-4 is an effective tool for
annotating appraisals, though the reliability and
accuracy vary across different appraisal dimen-
sions. Our expenses of generating more than 14000
data points to test different strategies were around
C200, significantly lower than the £2188 reported
by Troiano et al. (2023) for 6000 entries annotated
by human readers. Thus, GPT-4 annotations can
be a viable alternative to the more costly human
reader-annotator ratings in studies requiring large
datasets or for generating enough synthetic data for
training smaller, local models.

6 Conclusions

In this paper, we studied the reliability and accuracy
of GPT-4 in annotating 21 emotion appraisals as an
alternative to human reader-annotators. The results
showed that GPT-4 annotations are highly reliable
across several independent runs and it can annotate
appraisals with near-human accuracy. Moreover,
these results can be considerably improved with
using majority voting algorithm over five model
completions, which increased the accuracy of both
GPT-4 and human reader-annotators by more than
30%. Although we tried using predicted confidence

rating to resolve the ties, it did not lead to lower
RMSE. Thus, there is room for further improve-
ments by finding a better way to resolve the ties.

Impact

In our research, GPT-4 predictions performed simi-
larly to human reader-annotators in annotating ap-
praisal ratings and thus could be applied in psy-
chological research and practice. Predicting user
appraisal profile of emotional events could help to
identify behavioral and emotional patterns, support
therapeutic interventions, or have other practical
applications.

Our study also contributes to the set of effec-
tive strategies in predicting appraisal ratings by
GPT-4 or potentially similar LLMs. We show that
adopting majority voting algorithm based on five
completions can considerably improve the perfor-
mance of this subjective task. Moreover, we empir-
ically establish an minimum optimal event descrip-
tion length below which both human readers and
GPT-4 model prediction accuracy starts to degrade,
thus providing a practical guideline for appraisal
researchers interested in using predictive models.

The results of this work can inform further re-
search in developing automated reappraisal self-
help systems or similar applications, offering prac-
tical tools for emotional reframing and appraisal
annotation. However, in those settings, the require-
ment to submit sensitive and private user content to
the GPT-4 API might not be desirable. An alterna-
tive would be to use GPT-4 predictions to augment
the training data to improve the accuracy of smaller,
local, models that could be subsequently applied in
more sensitive data settings.

Limitations

An important limitation of our research is the lim-
ited generalizability of the results. We used only
one model, GPT-4, and thus our results cannot be
generalized to other available LLMs, although we
anticipate that open-source models would proba-
bly show poorer results. We also used the specific
default configuration of the GPT-4 model. LLMs
are sensitive to hyperparameters tuning, and our
findings can be applicable only to the used settings.

Another significant limitation arises from the
dataset characteristics. The dataset used in this
study reflects limited demographic and socioeco-
nomic diversity, and the emotional events reported
by crowd-source participants may be synthetic, po-
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tentially reducing their relevance to real-world con-
texts.

Finally, GPT-4 and other LLM models can only
act as reader-annotators and are limited in the
experiencer-annotators roles. Thus, our results
might have limited impact in psychological re-
search aiming to study the role of appraisals in
emotional experiences, as this subjective informa-
tion can only be provided by human experiencers.

Ethical Considerations

Using GPT-4 in a reader-annotator context raises
ethical questions regarding the accuracy and bias
of the annotations. Therefore, GPT-4 annotations
should always be validated by both actual event
experiencers and human reader-annotators.

Another ethical aspect that has to be taken into
account is the privacy and sensitivity of the data.
Our research used an open and freely available
dataset that does not contain sensitive or private
content, collected by Troiano et al. (2023) for re-
search purposes.

However, the use this dataset raises some con-
siderations regarding its intended scope and lim-
itations. The dataset was crowd-sourced and as
such, we can assume that the participants were a
sample from a generally healthy population. This
constraint needs to be kept in mind when using
the results of our research in designing systems
for clinical domains, such as self-help systems in-
tended to aid in emotional reappraisal for people
with clinical issues.
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Abstract
Psychodynamic conflicts are persistent, often
unconscious themes that shape a person’s be-
haviour and experiences. Accurate diagnosis
of psychodynamic conflicts is crucial for effec-
tive patient treatment and is commonly done
via long, manually scored semi-structured inter-
views. Existing automated solutions for psychi-
atric diagnosis tend to focus on the recognition
of broad disorder categories such as depression,
and it is unclear to what extent psychodynamic
conflicts which even the patient themselves
may not have conscious access to could be auto-
matically recognised from conversation. In this
paper, we propose AutoPsyC, the first method
for recognising the presence and significance
of psychodynamic conflicts from full-length
Operationalized Psychodynamic Diagnostics
(OPD) interviews using Large Language Mod-
els (LLMs). Our approach combines recent
advances in parameter-efficient fine-tuning and
Retrieval-Augmented Generation (RAG) with
a summarisation strategy to effectively process
entire 90 minute long conversations. In evalua-
tions on a dataset of 141 diagnostic interviews
we show that AutoPsyC consistently outper-
forms all baselines and ablation conditions on
the recognition of four highly relevant psycho-
dynamic conflicts.

1 Introduction

Accurate and detailed analysis of clinical inter-
views is essential for effective psychodynamic di-
agnostics. In particular, Operationalized Psychody-
namic Diagnostics (OPD) interviews (Force, 2008)
serve as a cornerstone in psychodynamic assess-
ment. A key aspect of OPD is the assessment of
the patient’s life-determining, often unconscious
inner conflicts, such as conflicts relating to Domi-
nance or Submissiveness, or to Self-value/esteem.
Automated analysis of psychodynamic conflicts
from clinical interviews has the potential to sup-
port clinicians, reduce manual work, enhance ob-
jectivity, and may even lay the groundwork for

the delivery of diagnostic interviews by artificial
agents. However, due to their long duration, low
level of standardisation, and richness of informa-
tion, semi-structured interviews pose unique chal-
lenges (Adams, 2010; Magaldi and Berler, 2020).
Prior natural language processing (NLP) work has
often focused on short interview excerpts and broad
diagnostic categories (Low et al., 2020; Milintse-
vich et al., 2023). To the best of our knowledge,
no previous work has addressed the recognition of
fine-grained psychodynamic concepts from long
semi-structured diagnostic interviews.

In this work, we introduce a novel approach
for recognising the presence and significance of
psychodynamic conflicts as classified in the OPD
from full-length interviews. Our method combines
recent advancements in parameter-efficient fine-
tuning (Hu et al., 2022) and Retrieval-Augmented
Generation (RAG) (Lewis et al., 2020) with a sum-
marisation approach in order to process and classify
long (90 min) semi-structured psychodynamic di-
agnostic interviews. In particular, we make use
of a RAG framework to let the LLM access full-
length interviews. To allow the model to effectively
reason about the interview to be scored, we addi-
tionally prompt it with a summary of the interview.
The classification is performed by an ensemble of
four models, each of which was fine-tuned to anal-
yse a specific temporal portion of an interview. To
evaluate our approach, we make use of a dataset of
141 OPD interview recordings (Bock et al., 2016).
Our approach consistently improves over baselines
and ablation conditions. It is able to reach weighted
F1 scores of 0.78 and 0.81 for the conflicts Self-
dependency and Dependency on Others, and Domi-
nance or Submissiveness. For the more challenging
conflicts Self-sufficiency and Self-value/esteem, it
is able to reach 0.59 and 0.58 F1, respectively.

Our specific contributions are threefold:
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1. We present AutoPsyC1, the first LLM-based
method for the recognition of presence and
severity of psychodynamic conflicts from full-
length OPD interviews, thereby bridging the
fields of psychodynamic diagnostics and ad-
vanced NLP.

2. We evaluate AutoPsyC on a dataset of 141
90 minute long OPD interviews, showing that
AutoPsyC consistently outperforms all base-
lines and in-depth ablation comparisons.

3. We demonstrate that information contained in
the middle sections of interviews is particu-
larly informative for classifier training.

2 Related Work

2.1 Diagnostic Interviews in Psychotherapy
and Psychiatry

Structured interviews, using standardized questions
and scoring, improve psychiatric diagnosis relia-
bility by reducing clinician bias. Tools like the
Structured Clinical Interview for DSM-5 (SCID-
5, First et al. (2016)) ensure DSM-aligned accu-
racy but require extensive training, while the Mini-
International Neuropsychiatric Interview (MINI,
Sheehan et al. (1998)) offers efficient screening
at the cost of some diagnostic precision. The
Structured Interview of Personality Organization
(STIPO) is a structured interview designed to as-
sess personality functioning based on Kernberg’s
object relations theory (Clarkin et al., 2007).

Unstructured interviews emphasize patient narra-
tives and clinical intuition, enabling the exploration
of unique experiences (Nordgaard et al., 2013).
While fostering rapport and uncovering insights,
their lack of standardization introduces variabil-
ity and reduces reliability (Shea, 2016; Corbin
and Morse, 2003; O’Brien and Tabaczynski, 2007;
Widiger, 2008; Fava et al., 2024; Lenouvel et al.,
2022). In this context, the PDM-2 provides a multi-
dimensional diagnostic framework that emphasizes
psychological functioning and personality organi-
zation over categorical symptom-based diagnosis
(Lingiardi et al., 2015). Likewise, Malan’s trian-
gles offer a conceptual model for understanding
intrapsychic conflict and resistance, rather than a
formalized interview procedure (Malan, 1979).

Semi-structured interviews blend the structure
of standardized questions with the flexibility to

1Code available at https://git.opendfki.de/philipp.
mueller/autopsyc

address emergent themes (Fava et al., 2024; Lenou-
vel et al., 2022; Adams, 2010; Brinkmann, 2014;
Magaldi and Berler, 2020; Adeoye-Olatunde and
Olenik, 2021). They have been shown to be partic-
ularly useful in complex cases like major depres-
sive disorder (Dupuy et al., 2020). One example
for a sem-structured format is the Core Conflict-
ual Relationship Theme (CCRT) method to iden-
tify recurring interpersonal themes (Luborsky and
Crits-Christoph, 1998). Operationalized Psychody-
namic Diagnosis (OPD) uses semi-structured meth-
ods rooted in psychodynamic theory to assess self-
experience, interpersonal relationships, and uncon-
scious conflicts (Force, 2008; Cierpka et al., 2007).
Unlike symptom-focused tools, OPD provides in-
depth insights into personality organization and
internal dynamics, aiding personalized therapeu-
tic interventions. Research has demonstrated the
clinical relevance of OPD within therapeutic set-
tings (Cierpka et al., 2007; Benecke, 2024; Cierpka
et al., 2001; Rudolf et al., 2004). Despite their im-
portance, the automatic analysis of semi-structured
interviews remains under-explored. In particular
no previous work has attempted to automatically
score OPD interviews.

2.2 Large Language Models for Psychiatric
Diagnosis

The integration of NLP and machine learning in
different aspects of mental health is a rapidly grow-
ing field of research (Le Glaz et al., 2021; Lindsay
et al., 2021; Hossain et al., 2024). One particu-
lar focus of attention is the automated diagnosis
of conditions such as depression or schizophrenia
by analysing text, speech, and facial expressions
(Barzilay et al., 2019; Low et al., 2020; Kishimoto
et al., 2022; Oh et al., 2024; Milintsevich et al.,
2023; Ettore et al., 2023). Tools like Diagnos-
tisches Expertensystem für psychische Störungen
(DIA-X-5) are being tested for consistency (Hoyer
et al., 2020), while patient involvement is empha-
sized to ensure ethical use (Brederoo et al., 2021).

Recent work has shown that LLMs can be
utilised to analyse complex human affect expres-
sion in conversation (Broekens et al., 2023; Müller
et al., 2024), making them a promising candidate
for applications in psychiatric disorders. Indeed,
LLMs are increasingly applied in psychiatry, iden-
tifying linguistic markers of disorders from social
media posts and clinical transcripts (Farruque et al.,
2024; Lan et al., 2024; Zhang et al., 2024b). These
models also assist in parsing unstructured EHR
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notes for early diagnosis (Zhang et al., 2024b).
However, current automatic methods mainly de-

tect broad disorder categories without capturing
the more detailed and often unconscious factors
explored in psychodynamic assessments. In par-
ticular, we are not aware of any approach to auto-
matically recognise psychodynamic conflicts from
clinical interviews.

2.3 Integrating Domain Knowledge in Large
Language Models

The integration of domain-specific knowledge
into LLMs, particularly through techniques like
Retrieval-Augmented Generation (RAG), is trans-
forming psychiatric applications by enabling mod-
els to access and apply current, relevant external
information in real time (Lewis et al., 2020). Build-
ing on RAG, RAFT (Retrieval-Augmented Facili-
tation for Text) further optimizes domain-specific
knowledge integration by prioritizing the most rel-
evant medical literature and clinical guidelines
(Zhang et al., 2024a). Other methods, such as
parameter-efficient domain knowledge integration
and the use of human-annotated features, also im-
prove LLM performance in biomedical contexts
(Ke et al., 2021; Kim et al., 2024). In our work, we
utilise RAG techniques to present the first LLM-
based system able to recognise psychodynamic con-
flicts expressed in full-length OPD interviews.

3 Method

A schematic overview of our method is shown in
Figure 1. The classification of a test interview con-

sists of three steps. In the first step, we employ
LLaMA 3.1 (8B) (Grattafiori et al., 2024) to gener-
ate a summary of the interview. In the second step,
we use this summary to build a prompt for the final
classification, which is performed by an ensem-
ble of LLaMa 3.1 (8B) models that are fine-tuned
to different interview segments. The prompts for
these specialised models contain 5 interview sum-
maries from the training set, including ground truth
(few-shot examples). Via a RAG framework (Lewis
et al., 2020), each specialised model also has access
to relevant sections of the OPD manual, as well as
to the full test interview and all full interviews from
the training set. In the third step, we combine the
individual classifications obtained from the spe-
cialised models using a weighted voting scheme
driven by a multinomial logistic regression.

3.1 Summarization Method
To obtain a focused representation of each inter-
view, we first generate a summary using a LLaMA
3.1 8b model (Grattafiori et al., 2024). The sum-
marization prompt includes an example summary
excerpted from the OPD Manual, instructing the
model to adhere to a consistent style that reflects
the diagnostic criteria. In this way, the generated
summaries capture the diagnostically relevant in-
formation while filtering out extraneous details.

3.2 Training Data Integration and RAG Setup
In addition to the test interview summary, the clas-
sification prompt also includes few-shot examples
in the form of summaries of interviews from the
training set with associated ground truth labels. We
include one interview summary per ground truth
class. To further ground the classification in a
domain-specific context, we employ a Retrieval-
Augmented Generation (RAG) framework. In par-
ticular, we upload the following information into
the RAG vector database.

1. Training Interviews: We upload the full tran-
scripts of all interviews from the training set
without ground truth into the RAG knowledge
base, pointing the model to them for retrieval.
Adding ground truth information did not lead
to improvements in preliminary experiments.

2. Test Interview: We also upload the full tran-
script of the test interview.

3. OPD Manual: The OPD-2 manual (Force,
2008) is organized into chapters correspond-
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ing to its axes, providing detailed descrip-
tions and examples of OPD tasks and clas-
sifications. For our purposes, we included ex-
cerpts from the chapter on conflicts (Axis III)
and the introductory section where the axes
are defined and explained. Preliminary tests
showed that incorporating the entire OPD-2
manual into the retrieval-augmented genera-
tion (RAG) system did not improve model
performance compared to using only the rele-
vant excerpts.

This integration ensures that the classification
model benefits from exemplars of each diagnostic
class and explicit domain knowledge. The model is
also able to access detailed information present in
the full interview transcripts in case the summaries
are inconclusive.

3.3 Classification Stage: Interview
Segmentation and Finetuning

Given that OPD interviews are semi-
structured—with diagnostic cues distributed
throughout—we split each interview (or its
summary) into k segments, where in our imple-
mentation k = 4 (each segment being roughly
5,000 words). In this way, each segments rep-
resents one quarter of the interview. For each
segment, we fine-tune a separate Llama 3.1 (8B)
model using LoRA (Hu et al., 2022), which allows
for parameter-efficient adaptation. During training,
we provide the model with a prompt including
the segment summary, the RAG-augmented
context (i.e., training interview summaries and
manual excerpts), and an example for each of
the five classes. The model is trained to output
a probability distribution over the diagnostic
classes. This process allows each fine-tuned model
to capture the specific semantic and contextual
nuances present in its corresponding interview
segment.

3.4 Result Aggregation

After obtaining classification probabilities from
each of the four fine-tuned models, we combine
their outputs using a weighted voting scheme.
Specifically, we train a multinomial logistic regres-
sion model that assigns a weight wi to the predic-
tion pi(c) of the i-th segment for class c. The final

predicted class ŷ is computed as:

ŷ = argmax
c

k∑

i=1

wi pi(c) (1)

where k = 4 in our implementation.

4 Dataset

The Kassel dataset (Bock et al., 2016), utilized in
this study, comprises 141 participants recorded dur-
ing Operationalized Psychodynamic Diagnostics
(OPD) interviews.

4.1 Participants
The dataset includes both male (n = 21) and female
(n = 120) participants, aged between 18 and 57
years. Among them, 64 were inpatients diagnosed
with at least one DSM-IV (Association, 2000) dis-
order, while 20 were healthy controls. The remain-
ing participants had diverse diagnostic categories,
including somatoform disorders (n = 22), border-
line personality disorder (n = 19), depression (n
= 18), and eating disorders such as anorexia (n =
14) and bulimia (n = 14). Anxiety disorders were
observed in 13 participants. The inclusion criteria
required informed consent, age above 18 years, and
the absence of acute psychosis or schizophrenia.

4.2 Data Collection
Each participant underwent a clinical interview
based on the framework of Operationalized Psycho-
dynamic Diagnostics (Force, 2008). The interviews
were carried out by a team of two male and two fe-
male interviewers (Bock et al., 2016), all of whom
were certified and trained in OPD application. The
sessions, with an average duration of approximately
90 minutes, were recorded using split-screen tech-
nology to capture both the participants and inter-
viewers. Both the interviewer and the interviewee
were equipped with microphones to ensure clear
audio capture. The audio from each session was
transcribed verbatim into text by research staff or
trained transcribers (Bock et al., 2016; Vierl et al.,
2023). These recordings provided the foundational
data for subsequent analyses of behavioural and
contextual elements.

4.3 Clinical Ground Truth
The dataset includes scores for Axes I-V of the
OPD system. In the scope of this paper, we
focus on Axis III, which captures the patient’s
life-determining (un)conscious inner conflicts. In

15



not
assessable

not
present

of little
significance

significant very
significant

25
50
75

Fr
eq

ue
nc

y
Self-dependency and Dependency on Others

not
assessable

not
present

of little
significance

significant very
significant

25
50
75

Fr
eq

ue
nc

y

Dominance or Submissiveness

not
assessable

not
present

of little
significance

significant very
significant

25
50
75

Fr
eq

ue
nc

y

Self-sufficiency

not
assessable

not
present

of little
significance

significant very
significant

25
50
75

Fr
eq

ue
nc

y

Self-value/esteem

Figure 2: Class distributions for the psychodynamic conflicts investigated in this study.

particular, these are: Conflicts related to self-
dependency and dependency on others, Conflicts
associated with dominance or submissiveness,
Conflicts revolving around self-sufficiency, Self-
value and self-esteem conflicts, Oedipal conflicts,
Identity-related conflicts. Each of these conflicts is
rated with a five-class classification scheme. The
classes are Not assessable, Not present, Of little
significance, Significant, Very significant. Their
detailed description can be found in A.3.

We decided to omit the conflicts Oedipal Con-
flict and Conflicts Related to Identity from further
analysis, as these conflicts were diagnosed in only
a few instances, making a robust evaluation of pre-
dictions infeasible. For instance, in the case of
Oedipal Conflict, 120 out of 141 instances were
labeled as not present (see Appendix for further
details). Figure 2 illustrates the class distribution
of the remaining conflicts. While not present is
the most prevalent class for every conflict except
Self-sufficiency, in all cases a significant portion of
participants exist for whom the respective conflict
is at least present with little significance. In the
following we provide a concise explanation of the
four conflicts included in our analysis.

Conflicts related to self-dependency and depen-
dency on others refer to the tension between striv-
ing for autonomy and seeking support from others,
often leading to struggles between independence
and fear of isolation. Conflicts associated with
dominance or submissiveness involve power dy-
namics in interpersonal relationships, where indi-
viduals may oscillate between asserting control and
yielding to authority, potentially resulting in power
struggles or passivity. Conflicts revolving around
self-sufficiency pertain to the balance between the

need for care and the desire for independence, with
individuals experiencing inner turmoil when their
reliance on others contradicts their self-reliance.
Self-value and self-esteem conflicts center on an in-
dividual’s sense of worth, encompassing struggles
with feelings of inadequacy or inferiority, often
manifesting in compensatory behaviours aimed at
reinforcing self-image. The conflicts were classi-
fied based on the overall interview. When binariz-
ing the conflicts by treating not assessable and not
present as “No,” and all other categories as “Yes,”
only three cases did not present with any of the
conflicts.

5 Experiments

In this section, we describe the evaluation protocol
and baselines.

5.1 Evaluation Protocol

The dataset was partitioned into five fixed folds
using stratified 5-fold cross-validation to maintain
the proportional representation of key demographic
and diagnostic variables. This was achieved by
utilizing the StratifiedKFold module from the
scikit-learn library (Pedregosa et al., 2011),
with stratification based on Gender and Diagno-
sis. The stratification process guarantees a fair
distribution of these attributes across all folds. This
consistency was preserved across all experiments
involving the 5-fold cross-validation framework.

To evaluate all models and baselines, we make
use of the weighted F1 score. The weighted F1
score accounts for class imbalance by weighting
classes proportionally to their prevalence, ensuring
robust evaluation of both frequent and rare diagnos-
tic categories. It balances precision (avoiding over-
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Self-dep.
&

others-dep.

Dom.
or

sub.
Self-suff.

Self-val.
&

self-est.

Naive Baselines
Demographic 0.31 (±0.01) 0.46 (±0.02) 0.31 (±0.03) 0.26 (±0.01)
Random 0.30 (±0.00) 0.33 (±0.00) 0.20 (±0.00) 0.23 (±0.00)

No Training Data in VDB, No Fine-tuning
w/o Manual 0.51 (±0.01) 0.63 (±0.01) 0.39 (±0.02) 0.43 (±0.03)
w/o Test Interv. in VDB 0.46 (±0.01) 0.60 (±0.01) 0.46 (±0.02) 0.48 (±0.01)
w/o Test Interv. Summary 0.53 (±0.01) 0.64 (±0.01) 0.42 (±0.02) 0.46 (±0.01)
w/o Few-shot Examples 0.65 (±0.01) 0.68 (±0.01) 0.53 (±0.03) 0.48 (±0.02)
AutoPsyC 0.68 (±0.01) 0.70 (±0.02) 0.55 (±0.01) 0.48 (±0.02)

Training Data in VDB (Unlabelled), No Fine-tuning
w/o Manual 0.48 (±0.03) 0.61 (±0.02) 0.43 (±0.02) 0.49 (±0.02)
w/o Test Interv. in VDB 0.50 (±0.01) 0.60 (±0.01) 0.45 (±0.01) 0.50 (±0.01)
w/o Test Interv. Summary 0.62 (±0.01) 0.69 (±0.02) 0.47 (±0.01) 0.52 (±0.02)
w/o Few-shot Examples 0.68 (±0.02) 0.73 (±0.01) 0.57 (±0.01) 0.50 (±0.04)
AutoPsyC 0.70 (±0.01) 0.74 (±0.02) 0.58 (±0.01) 0.50 (±0.02)

Training Data in VDB (Unlabelled), Fine-tuning
w/o Test Interv. Summary & Manual & Train Interv. in VDB 0.65 (±0.04) 0.68 (±0.01) 0.49 (±0.02) 0.47 (±0.02)
w/o Test Interv. Summary & Manual 0.69 (±0.02) 0.72 (±0.03) 0.50 (±0.01) 0.49 (±0.01)
w/o Test Interv. Summary & Weighted Voting 0.73 (±0.01) 0.75 (±0.02) 0.56 (±0.01) 0.53 (±0.02)
w/o Test Interv. Summary & Ensemble 0.72 (±0.02) 0.74 (±0.01) 0.55 (±0.02) 0.52 (±0.01)
w/o Manual & Train Interv. in VDB 0.68 (±0.02) 0.72 (±0.01) 0.51 (±0.02) 0.49 (±0.01)
w/o Weighted Voting 0.75 (±0.02) 0.78 (±0.01) 0.55 (±0.02) 0.57 (±0.01)
w/o Ensemble 0.71 (±0.02) 0.74 (±0.01) 0.56 (±0.02) 0.55 (±0.01)
w/o Train Interv. in VDB 0.74 (±0.02) 0.77 (±0.01) 0.56 (±0.02) 0.55 (±0.01)
w/o Manual 0.72 (±0.01) 0.74 (±0.02) 0.54 (±0.01) 0.52 (±0.02)
w/o Test Interv. in VDB 0.70 (±0.02) 0.73 (±0.01) 0.53 (±0.02) 0.50 (±0.01)
w/o Test Interv. Summary 0.75 (±0.01) 0.80 (±0.02) 0.57 (±0.01) 0.57 (±0.02)
w/o Few-shot Examples 0.73 (±0.01) 0.74 (±0.02) 0.55 (±0.01) 0.51 (±0.02)
AutoPsyC 0.78 (±0.02) 0.81 (±0.01) 0.59 (±0.02) 0.58 (±0.01)

Table 1: Average Weighted F1-Scores with 95% Confidence Intervals.

pathologizing) and recall (preventing missed con-
flicts), aligning with clinical priorities. To robustly
estimate performance, we repeated all experiments
several times and report the average weighted F1
score across all runs. In the case of experiments
involving LLMs, we average across 100 runs, and
in the case of the computationally less expensive
baseline experiments, we average across 1000 runs.
In addition to the averages, we also report their
95% confidence interval.

5.2 Baselines

We implement two simple baselines: a Demo-
graphic Baseline and a Random Baseline.

Demographic Baseline. This baseline employs
a neural network classifier using demographic at-
tributes such as gender, clincial diagnosis group,
and binned age as input features. Numerical fea-
tures were normalized by subtracting the mean and
dividing by the standard deviation, while categor-
ical features were converted into numerical repre-
sentations. The neural network, implemented in
PyTorch (Paszke et al., 2019), consists of three
fully connected layers with ReLU activations. It

was trained for 30 epochs using cross-entropy loss
and the Adam optimizer.

Random Baseline. The random baseline
leverages the DummyClassifier module from
scikit-learn, configured with the stratified
strategy. This classifier generates predictions
by randomly assigning labels based on the class
distribution of the training set. This random
classifier serves as a naive baseline, highlighting
the minimum expected performance for the
classification task.

6 Results and Discussion

6.1 Overview
Table 1 summarises our weighted F1 scores across
the four psychodynamic conflicts. To more easily
navigate the table, we partition the different abla-
tion conditions into three cases, based on whether
unlabelled training data is encorporated in the RAG
framework and based on whether fine-tuning is per-
formed with labelled training data. Ablations are
always named relative to the partition their are in.
For example, the ablation w/o Manual in the par-
tition No Training Data in VDB, No Fine-tuning
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describes an ablation condition without training
data integration into the RAG framework, without
fine-tuning, and without integration of the OPD
Manual in the RAG framework.

We observe that our full method (AutoPsyC),
which combines our summarisation strategy with
weighted voting across fine-tuned, temporally spe-
cialised models, as well as domain knowledge in-
tegration into the RAG framework, consistently
outperforms all baselines and ablation conditions.
As illustrated in Figure 3, models fine-tuned on the
middle segments of the interviews consistently out-
perform those focusing on earlier or later sections.
Moreover, Figure 4 indicates that deviating from
four total models or partitioning the interviews into
fewer or more than four segments leads to a no-
ticeable drop in overall performance. Finally, we
present an analysis of gender fairness of our model.
Overall low values of Conditional Demographic
Disparity (CDD) indicate no major gender-related
biases (Table 2).

6.2 Which Model Configuration Works Best?
Our experimental results demonstrate the effective-
ness of combining our summarisation strategy with
Retrieval-Augmented Generation (RAG), instruc-
tion tuning and section-wise model specialization
for psychodynamic conflict classification in clin-
ical interviews. As can be seen in (Table 1), Au-
toPsyC achieves superior performance across all
four conflict categories, with weighted F1-scores
ranging from 0.58 to 0.81. This represents a sub-
stantial improvement over both naive baselines (De-
mographic: 0.26–0.46; Dummy: 0.20–0.33) and
non-instruction-tuned variants (0.50–0.74).

Our detailed ablation experiments indicates that
AutoPsyC effectively integrates all available in-
formation. We can observe a large decrease in
performance when the test interview transcript is
removed from the vector database (0.50-0.73 F1).
This indicates that our model indeed makes use of
the full test interview transcript that is provided via
the RAG framework to fill in information missing
in the interview summary. At the same time, we see
that it does profit from the test interview summary,
with losses of up to 0.04 F1 when the summary
is removed. We furthermore observe a clear loss
in performance when the OPD manual is removed
from the vector data base (0.52-0.74 F1), and a
slightly lower loss in performance when the train-
ing set interviews are removed from the database
(0.55-0.77 F1). This indicates that even when using

fine-tuned classification model, domain knowledge
integration via the RAG setup is still helpful. The
weighted voting mechanism using multinomial lo-
gistic regression provides moderate but consistent
performance gains (0.58–0.81 F1 vs. 0.55–0.78
for unweighted aggregation), suggesting that differ-
ent interview sections contribute asymmetrically to
conflict identification.

One general observation we can make is that fine-
tuning leads to greater robustness w.r.t. other abla-
tion conditions. E.g. removing the OPD Manual
from the vector database leads only to a moderate
loss in performance when fine-tuned classification
models are used (0.58-0.81 F1 vs. 0.52-0.74 F1).
In contrast, for the case of no fine-tuning, the losses
are more dramatic (0.50-0.74 F1 vs. 0.43-0.61 F1).

6.3 Which Interview Section is most useful?

To further investigate which sections of the inter-
views are most informative fine-tuning classifica-
tion models, we investigate the performance of our
four pretrained models singled out across all con-
flicts (see Figure 3). The results indicate that the
models fine-tuned using the middle sections of the
interviews outperform those tuned with other sec-
tions. After a careful examination of the interviews,
we observed that, in the quarter 2 & 3, the intervie-
wees often share information more closely related
to their condition and situation. An excerpt of the
interview can be found in Appendix A.1.

Self-dep.
&

others-dep.

Dom.
or

sub.

Self-suff. Self-val.
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self-est.
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Figure 3: Performance of the four models across all
classes.

6.4 Additional Experiments: How Fair is the
Model?

Fairness concerning gender is a critical issue in psy-
chiatric diagnoses when using machine learning al-
gorithms, as biases in training data or model predic-
tions can lead to systematic disparities in diagnostic
outcomes. For instance, a study by Mosteiro et al.
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Self-dep. & others-dep. Dom. or sub. Self-suff. Self-val. & self-est.

not assessable 0.0031 0.0008 0.0053 0.0044
not present 0.0042 0.0023 0.0034 0.0014
of little significance 0.0018 0.0011 0.0019 0.0020
significant 0.0025 0.0021 0.0054 0.0009
very significant 0.0029 0.0015 0.0010 0.0027

Table 2: One-vs.-rest CDD values for each class across four conflicts.
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Figure 4: Performance of Different Number of Models

(2022) found that gender played an unexpected role
in predictions related to benzodiazepine adminis-
tration, potentially biasing the model’s decisions.

We evaluate fairness with respect to the gender
attribute using Conditional Demographic Dispar-
ity (CDD) (Wachter et al., 2021). CDD quantifies
the difference in expected outcomes across demo-
graphic groups, with values closer to zero indicat-
ing fairer conditions.

CDD = E[ŷ | male, y]− E[ŷ | female, y] (2)

Since we have more than two classes we com-
pute CDD in one-vs.-rest fashion. We compute

CDDk = E
[
p̂k | male, y

]
− E

[
p̂k | female, y

]

(3)
for class k. This formulation reduces the multi-
class problem to a “one vs. rest” scenario by focus-
ing on a single predicted probability p̂k. If class
k is deemed the “positive” class, the binary-based
fairness thresholds from (Wachter et al., 2020) can
be applied to CDDk.

Overall, the CDD values reported in Table 2
are relatively low (all below 0.006), as indicated
by prior studies (Wachter et al., 2021; Koumeri
et al., 2023; Wachter et al., 2020), suggesting min-
imal gender-based disparity across the different
classes. Wachter et al. (2021) suggest that CDD
values below 0.01 indicate minimal demographic
disparity, while Koumeri et al. (2023) and Wachter

et al. (2020) provide empirical evidence that values
above 0.02-0.05 often indicate fairness concerns.
It is important to note that this fairness evaluation
is not able to account for potential biases that are
already present in the ground truth annotations on
the dataset.

6.5 Ethical Considerations and Impact

The automation of psychodynamic diagnostics us-
ing NLP and machine learning presents both oppor-
tunities and ethical challenges. While enhancing
objectivity, efficiency, and accessibility, its imple-
mentation requires careful ethical scrutiny to en-
sure responsible use in mental health care. Psycho-
dynamic interviews contain sensitive data, necessi-
tating strong anonymization and compliance with
privacy regulations such as GDPR and HIPAA. Ad-
ditionally, automated diagnostics may reflect biases
present in training data, leading to disparities across
demographic groups. Continuous bias auditing and
fairness assessments are essential to mitigate these
risks and ensure equitable model performance.

Automated tools should complement, not re-
place, human expertise. AutoPsyC could serve
as a supplementary tool for therapists during psy-
chodynamic interviews, acting as a "second-eye"
to enhance clinical decision-making (American
Psychological Association, 2025). Additionally,
AutoPsyC could be integrated into social inter-
active agents, chat applications, and telepsychia-
try platforms, providing complementary therapeu-
tic support (Smith et al., 2019). Furthermore, it
could be utilized in psychological training tools to
enhance the proficiency of conducting psychody-
namic interviews (American Psychological Associ-
ation, 2023).

Psychodynamic diagnostics involve complex in-
terpretations that extend beyond text-based pattern
recognition. Thus, model outputs must be inter-
pretable, allowing clinicians to integrate them into
their assessments. Future research should priori-
tize explainability and transparency in AI-driven
diagnostics. As AI applications in mental health
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expand, concerns arise regarding consent, misuse,
and potential stigmatization in non-clinical settings.
Interdisciplinary collaboration among clinicians,
ethicists, and policymakers is needed to safeguard
patient autonomy and well-being.

7 Conclusion

We present a novel framework for automated con-
flict classification in psychodynamic interviews,
achieving clinically relevant performance through
three key innovations: (1) domain-adapted instruc-
tion tuning using segmented interview data, (2)
RAG-enhanced contextual understanding through
OPD Manual and other interview integration, and
(3) confidence-weighted aggregation of specialized
section models.

These results suggest that LLMs can be effec-
tively adapted for complex psychiatric coding tasks
when combined with domain-specific knowledge
retrieval and structured interview analysis. The
demonstrated technique for identifying diagnosti-
cally salient interview segments (quarters 2 & 3)
offers methodological insights for computational
psychiatry research. Future work should explore
applications to other OPD Axes and integration
with multimodal clinical data.

8 Limitations

While promising, our approach has several limi-
tations. First, the dataset size (n=141 interviews)
may limit generalizability, particularly for rare con-
flict subtypes. Second, the complex pipeline (RAG,
summarization, 4 specialized models) incurs sig-
nificant computational costs compared to mono-
lithic models. Third, performance variation across
conflict categories (0.58–0.81 F1) suggests task-
specific optimization needs, particularly for Self-
sufficiency classification.

The reliance on manual OPD Manual examples
for summarization introduces potential annotation
bias, and the gender fairness analysis does not ac-
count for non-binary identities. Additionally, our
stratified sampling based on diagnosis and gender
may not fully capture all confounding demographic
factors. We focus on a single summarization ap-
proach, as our primary goal is to establish a proof
of concept for automated OPD scoring. While alter-
native summarization methods could be explored
in future work, this choice allows us to maintain
methodological consistency and provide a clear
baseline for comparison.

We split the interview into four parts based on
word counts, which does not fully account for the
semi-structured nature of our interviews. Future
work could focus on automatically detecting inter-
view segments for the fine-tuning process.

Our fairness analysis showed minimal gender-
based disparity in predictions. There are however
many other ways in which our model may be biased.
On the interview dataset we utilised, we did not
have access to e.g. information on socioeconomic
status or education. Further variations are such as
cultural background are not sufficiently covered
by the dataset as it was recorded with German-
speaking people in Europe. This geographic and
cultural constraint represents another key limita-
tion of our study. It remains unclear, whether our
approach would also work in very different cultural
contexts.

Future research should address these limitations
through larger multicentre datasets (König et al.,
2022), lightweight model architectures, and ex-
plicit modeling of clinician raters’ variance. The
current implementation also requires further vali-
dation for real-time clinical deployment, including
robustness testing against speech recognition er-
rors and patient dialect variations. A more detailed
investigation of how AutoPsyC handles defensive
processes (Freud, 1936) remains an area for future
research.
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A Appendix

A.1 Excerpt from the Interview Transcript
Beginning

Interviewer: So, let us begin with the
second part. I will ask you various
questions from different areas.

Interviewee: Hmm.

Interviewer: About your present life,
your past, relationships, work life, etc.
Yes. I would like to start by asking you
to describe what is currently the most
burdensome for you.

Interviewee: At the moment?

Interviewer: Yes, it can be anything.

Interviewee: (Exhales) Ahm. (-) In
general, I am actually doing quite well.
However, I must say that things that have
burdened me in the past, especially over
the past three years, have now become
less significant. What currently affects
me the most is the situation at home. My
parents are about to get divorced, and
that has been the most difficult thing in
my life so far. I must say, it has also
been very stressful for me, but I am
slowly managing it quite well.

Middle
Interviewee: The period was simply
long. I was 20 when it all started, and
I would say that only in the last few
months have I truly felt lighter inside.
For about a year, things have been
steadily improving, but before that, I felt
terrible. At home, it was a crisis. My
mother was struggling—she barely ate,
she was just existing. That made me very
sad because I am someone who tries
to keep everyone together. Given my
age, I was able to grasp everything more
clearly. I always spoke with everyone,
tried to mediate, and made sure we
somehow lived through it. But it was
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simply too much. (Claps hands on the
table.)

I do not regret anything, or at least
not much, except for the lingering
aftereffects, which sometimes scare me.
But otherwise, I would do it all over
again. It just went too far. There were
long periods where I barely met anyone
or made any plans. If someone invited
me out, I would always say no because I
had to check on my mother to see if she
was alone.

It was a responsibility that suddenly fell
upon me. I would not say that it was
forced upon me—I took it on willingly.
That is simply the kind of person I am.
If I see someone struggling, I cannot
ignore it. I am very attached to my
family.

There were times, for example, at Easter,
when my mother just drove off. I could
see in her eyes that she did not want
to live anymore. She says the same
thing even now. Back then, it was even
stronger—she simply did not want to go
on. She just got into the car and drove
away. (Shocked and saddened.) It was
simply terrible.

At first, I wanted to prevent the separa-
tion, of course. As a child, you never
want your parents to separate. But later,
it was just about minimizing the damage.
I lost count of how many times I sat
there listening, trying to mediate. I took
on the role of always being there. But at
some point, it was just too much.

I still managed to get through it, though
sometimes I look back and wonder how
I did it. I held up well, except for my
university studies, where I had some
setbacks. That was where the burden re-
ally showed. The emotional toll and the
time commitment were simply too much.

End
Interviewee: I actually feel much better
now. I have accepted everything as it
is. I am a realistic person. I do not try
to convince myself of things that do not
exist. I walk through life with open eyes.
I see what is happening around me. I
know the divorce statistics.

Interviewer: But until recently, they did
not matter to you.

Interviewee: No.

Interviewer: (Laughs.)

Interviewee: (Laughs as well.) Yes, be-
cause within those four walls, everything
was fine. That was my foundation, my
roots, where I came from. It was intact.

Interviewer: But now that has changed.

Interviewee: Yes. And I know that
no matter how well things may seem
to be going, there is always the risk
that it could fall apart. That belief, that
certainty I once had, is gone. I used
to truly believe in lasting relationships.
But now, if you ask me whether I think
a relationship will last a lifetime, I no
longer believe that. It is a sad realization.

Interviewer: It sounds as if a vision or
a dream has been lost.

Interviewee: Yes, definitely. No doubt
about it.

A.2 Example Prompt for Self-dependency and
Dependency on Others

Context: Relationships and attachments are of ex-
istential importance in every person’s life. They
span the opposing poles of striving for close rela-
tionships and symbiotic proximity (dependency)
and striving for well-developed independence and
clear distance (powerful individuation). Individu-
ation and dependency are fundamental elements
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of human life and experience, present in all areas
of life. A life-defining conflict arises when this
fundamental bipolar tension turns into a conflictual
polarization. An individuation-dependency conflict
is present only if this constellation is of existen-
tial importance and formative for a person’s life
history: This conflict involves the activation of ex-
periences that either seek or avoid closeness, not
the shaping of relationships in terms of caregiving
or avoiding caregiving. The theme of individuation-
dependency deals with the question of being alone
or the ability to be with others. In its patholog-
ical conflict version, it concerns the necessity of
being alone or being with others as an existential
requirement.

Task: Based on this context, classify the fol-
lowing interview excerpt regarding the theme of
"autonomy-dependency" into one of the following
categories: "not present", "not assessable", "of lit-
tle significance", "significant", "very significant".
For tasks where the interviews were summarized
prior to classification, the model was first instructed
to generate a summary of the interview based on a
provided example. This example was derived from
the OPD Manual.

A.3 Classification Classes

• Not assessable – The category cannot be de-
termined due to insufficient or ambiguous in-
formation. There may be a lack of relevant
content, unclear statements, or methodolog-
ical limitations preventing a reliable assess-
ment.

• Not present – There is no indication of the
characteristic or phenomenon being evaluated.
The available information does not support its
existence or relevance in the given context.

• Of little significance – The characteristic or
phenomenon is present but plays only a minor
role. It appears occasionally but does not have
a substantial influence on behavior, emotions,
or interactions.

• Significant – The characteristic or phe-
nomenon is clearly identifiable and has a no-
table impact. It influences thoughts, emotions,
or interactions and is relevant to the overall
assessment.

• Very significant – The characteristic or phe-
nomenon is a dominant feature. It strongly

shapes experiences, interactions, or coping
mechanisms and is central to the evaluation.

A.4 Extra Plots

Figure 5: Class distributions for Oedipal Conflict and
Conflicts related to Identity
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Abstract

The increasing demand for mental health ser-
vices has highlighted the need for innovative
solutions, particularly in the realm of psycho-
logical conversational AI, where the availabil-
ity of sensitive data is scarce. In this work,
we explored the development of a system tai-
lored for mental health support with a novel
approach to psychological assessment based on
explainable emotional profiles in combination
with empathetic conversational models, offer-
ing a promising tool for augmenting traditional
care, particularly where immediate expertise is
unavailable. Our work can be divided into two
main parts, intrinsecaly connected to each other.
First, we present RACLETTE, a conversational
system that demonstrates superior emotional ac-
curacy compared to considered benchmarks in
both understanding users’ emotional states and
generating empathetic responses during conver-
sations, while progressively building an emo-
tional profile of the user through their interac-
tions. Second, we show how the emotional pro-
files of a user can be used as interpretable mark-
ers for mental health assessment. These profiles
can be compared with characteristic emotional
patterns associated with different mental disor-
ders, providing a novel approach to preliminary
screening and support.

1 Introduction

Empathetic chatbots represent a significant evolu-
tion in the field of conversational AI, designed not
just to understand commands or queries, but to
perceive and interpret the emotional states of their
users. These advanced agents leverage Natural Lan-
guage Processing (NLP) approaches to analyze text
for emotional content, enabling them to engage in
interactions that feel more human-like. By recog-
nizing and responding to a wide range of emotions,
empathetic chatbots can tailor their responses to

*The first two authors contributed equally to this work.

Predicted Emotion: (excited: 3, anticipating: 7) à anticipating

Predicted Response:  Which Concert?

         <|prompter|> I couldn’t wait to go to to the concert. <|endoftext|>

Target Emotion: <|emotion|> excited <|endoftext|>

Target Response:  Which Concert?

   <|prompter|> The U2 concert. Tickets were really expensive and I never 
thought we would be able to go, but somehow we did!!! <|endoftext|>

Target Emotion: <|emotion|> excited <|endoftext|>

Target Response:  Wow, that's awesome! I have never been to an actual concert.

Predicted Emotion: (excited: 8, joyful: 1, anticipating: 1) à excited

Predicted Response:  Wow, that's awesome! I've always wanted to go to a U2 concert!

Figure 1: An example of how our 3-turns coversation
structure has been implemented.

provide comfort, advice, or support, thereby en-
hancing the user experience. This capability is
particularly valuable in applications ranging from
customer service and mental health support to per-
sonal assistants and social companions, where un-
derstanding and addressing the emotional needs
of users can significantly impact satisfaction and
outcomes (Crestani et al., 2022; Cena et al., 2023).

With the advent of advanced large language mod-
els (LLMs), the interaction experience with conver-
sational agents has seen remarkable improvements.
These new models exhibit enhanced understanding
of natural language, greater contextual awareness,
and the ability to generate more coherent and con-
textually appropriate responses. This technological
leap has not only transformed how conversational
agents interact with users but has also opened new
avenues for analyzing and understanding human
emotional expressions (Sekulić et al., 2021).

The motivation behind this research is rooted in
the understanding that mental health support can be
augmented through the use of empathetic conver-
sational AI. For this purpose, we developed a con-
versational system called RACLETTE (Responsive
Analysis with Chatbot LLMs for Emotional and
Therapeutical Tracking and Evaluation).

The key highlights of this paper include the de-
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velopment of a conversational model capable of
detecting, understanding, and responding to emo-
tional cues similar to human empathy (see Fig-
ure 1 for a visual example). This model is based
on a novel approach to create emotion embed-
dings, which allows for the gradual construction
of a user’s emotional profile through interaction
with the empathetic conversational model. We
show how the user’s emotional profile can be com-
pared with known, pre-computed emotional pro-
files extracted from specialized datasets where in-
dividuals discuss their own experiences on specific
mental health issues, with the rationale of poten-
tially obtaining an explainable assessment of the
mental state of the user engaging with the system.
The contributions and findings of this work are
twofold: (1.) We define a method to tailor a chat-
bot, RACLETTE, for reacting empathetically to
a specific user. RACLETTE uses an unconven-
tional 3-turn structure where the model is trained
to predict the user’s emotion as a next-token predic-
tion, leveraging the generative capabilities of the
underlying Mistral 7B model, and responds empa-
thetically based on the predicted emotion. During
the conversation, the user’s emotional profile is
updated, making the chatbot aware of the user’s
emotional condition in real-time. This updating
allows the system to refine its understanding of the
user’s emotional state, enabling more precise and
empathetic responses. (2.) We demonstrate how
different mental disorders can be viewed as mix-
tures of specific emotions, guided by psychological
theory.

This framework suggests that emotional states
are interconnected components forming distinct
patterns linked to various mental health conditions.
Emotional profiles for specific disorders can be
pre-calculated and compared with users’ emotional
profiles to differentiate between conditions, poten-
tially aiding in early detection and diagnosis. These
emotional profiles can be viewed as markers for
identifying different groups of mental disorders.

The paper is structured as follows. Section 2
discusses the Related Work. Section 3 presents
the methodology, data, and provides a psycholog-
ical rationale supporting our approach. Section
4 presents the results of our model on the task of
correct emotion classification and the quality of em-
pathetic response generation. Section 5 discusses
the explainable method for generating embeddings
associated with various mental disorders and shows
qualitative results. In Section 6 we present the re-

sults of an experiment using emotional profiles to
discriminate users from different subreddit commu-
nities. Finally, Section 7 presents the conclusions.

2 Related Works

Significant research efforts have been devoted to de-
veloping sophisticated conversational models capa-
ble of understanding human emotions and generat-
ing empathic responses. The detection of sentiment
and emotions has been recognized as crucial for the
development of empathetic chatbots, as highlighted
in (Felbo et al., 2017; Xu et al., 2018; Shin et al.,
2019; Zhou et al., 2020). These works underline
the importance of integrating emotional understand-
ing capabilities into automatic dialogue systems to
enhance human-computer interaction. In (Morris
et al., 2018), authors demonstrated the feasibility
of using corpus-based approaches to enable conver-
sational agents to simulate subtle empathy. Recent
research has focused on developing personalized
conversational systems that can maintain coher-
ence and user engagement throughout interactions
(Madotto et al., 2019; Cho et al., 2022). These sys-
tems aim to create more natural and personalized
dialogue experiences by adapting their responses
to specific user characteristics and conversation
contexts. Furthermore, the comprehensive scoping
review by (Abd-Alrazaq et al., 2021) sheds light
on patient perceptions of mental health chatbots,
revealing a positive outlook but emphasizing the
need for enhanced linguistic capabilities and per-
sonalized interactions.

Recently, there has been a significant rise in the
application of NLP techniques within the field of
psychology (Le Glaz et al., 2021). This growing
interest stems from the ability of NLP to extract
valuable linguistic markers from both spoken and
written communication, offering crucial insights
into various mental health disorders (Agurto et al.,
2023; Corcoran et al., 2020; Corona Hernández
et al., 2023; He et al., 2024).

Research has shown, for example, that measures
of language coherence can serve as strong predic-
tors of psychotic symptoms in individuals at high
clinical risk (Just et al., 2020). Clearer language
production deficits are typically observed during
the first episode of psychosis (Gargano et al., 2022).
One of the core symptoms, language disorganiza-
tion, can be evaluated by analyzing the coherence
and logical consistency of speech. For example,
topic models (Blei et al., 2003) have been used
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to assess psychotic symptoms during patient inter-
views. In this context, the use of markers proves
valuable for identifying differences within patient
groups in an interpretable way. Our method aligns
with the trend of leveraging the representational
power of large language models to create useful
markers for identifying trends within populations.
This approach extends the current research in NLP
applications for mental health, where language pat-
terns serve as indicators of psychological states. By
using emotion embeddings as markers, our method
offers a novel way to quantify and analyze the
emotional content of language, offering a computa-
tional framework for understanding mental health
through affective patterns. Similar to how language
coherence and organization have been used to pre-
dict psychotic symptoms, these emotional markers
could potentially serve as early indicators or diag-
nostic aids for a range of mental disorders.

Building upon these foundational works, this
study draws inspiration from CAiRE’s empathetic
neural chatbot model by (Lin et al., 2020), and the
innovative approach of using grayscale labels for
emotion recognition as suggested by “The Emotion
is Not One-hot Encoding” by (Lee, 2022).

3 Methodology

This work proposes a novel methodology, guided
by the intuition that one of the fundamental quali-
ties of a therapist is empathy. This direction aims to
synthesize empathetic responses based on a broader
understanding of affective language, circumvent-
ing the need for sensitive, real-world conversational
data, enabling the model to detect emotions, and
create explainable emotional profiles that can be
useful for mental health assessment.

3.1 A Psychological Rationale for our
Approach

Empathy has two main components:
(1.) Cognitive Empathy, the intellectual ability to
understand another person’s emotions, thoughts,
and motives. It involves the ability to comprehend
someone else’s mental state and why they might be
feeling a certain way, which is essential for effec-
tive communication and social interaction.
(2.) Affective Empathy, the ability to physically feel
another person’s emotions, often leads to emotional
responses such as compassion or concern. For a
more detailed discussion, see (Decety, 2005).

This research focuses on Cognitive Empathy,
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😱
IMPRESSED

Predict Emotion with 
Top-K sampling: 

0.90 Surprised, 0.10 Impressed

Conversation 2: Then I came back to the office 
and I felt isolated in a crowded room <|emotion|>

Predict Emotion with 
Top-K sampling: 

0.60 Lonely, 0.30 Sad, 0,10 AnxiousLONELY

😰
ANXIOUS

Conversation C: It feels like every little setback just hits me 
harder than usual.  <|emotion|>

😔
SAD

Density areas where probability of 
sampling these emotions tokens 
is high, according to the sentence 
reported

🫠
DEVASTATED

Predict Emotion with 
Top-K sampling: 

0.70 Sad, 0.30 Devastated

Ac
cu

m
ul

at
in

g 
Em

ot
io

ns
…

Emotion Embedding
as mixture of discrete 
emotions

Figure 2: A visual explanation of how the emotional
profile of a user is updated across a conversation and
how to extract the final emotion embedding.

aiming to classify the emotional state of a patient
and enable the system to respond appropriately.
Teaching machines to physically feel the emotions
of others raises deep ethical and philosophical ques-
tions about the nature of consciousness and emo-
tion in artificial systems, a topic that will likely
remain at the forefront of futuristic research.

The approach aims to leverage and enhance the
capabilities of empathetic LLMs by integrating
emotion embeddings into their framework, guided
by the intuition that the emotional spectrum is com-
plex, and many emotions may coexist in a single
sentence or piece of text.

We define an emotion embedding as a high-
dimensional vector representing an emotional state.
Unlike word embeddings (Allen and Hospedales,
2019), which capture semantic meaning, emotion
embeddings synthesize an individual’s emotional
state within a conversation by encoding affective
information. A distribution is generated by sam-
pling and normalizing multiple predictions from
a probabilistic classifier. These distributions can
also be interpreted as embeddings, enabling mean-
ingful algebraic operations. Complex emotions are
encoded and represented by sequentially accumu-
lating through the summation of many emotion
embeddings, e.g., by accumulating over the many
interactions that occur over an entire conversation
(see Figure 2 for a visual explanation).

An emotion embedding can be defined as:

Emotion Embedding =

K∑

j

αjej

∑K
j αj = 1, K is the total number of all the differ-

ent type of emotions considered and ej is a specific
emotion.
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The use of emotional profiles to assess whether
patients suffer from mental disorders is not en-
tirely new in psychometrics. This approach aligns
with established psychological assessment meth-
ods, such as the Beck Depression Inventory-II
(BDI-II) (Beck et al., 1996), a widely used tool
for measuring depression severity. The BDI-II in-
cludes items evaluating various emotional states
and symptoms, like sadness, pessimism, guilt, ag-
itation, irritability, and indecisiveness. Each item
contributes to an overall score, aiding in the formu-
lation of a final diagnosis.

For example, in the BDI-II, a patient might score
high on sadness and pessimism, while moderate
on guilty feelings and irritability. Similarly, our
approach creates an emotional profile capturing the
interplay of various emotions, offering a compre-
hensive view of an individual’s mental state.

Thus, our work reveals a key insight: emotions
act as indicators of deeper, complex mental states.

This study aims to demonstrate that mental states
can be represented as collections of different emo-
tions. Therefore, explainable emotion embeddings
can be useful not only in identifying individuals in
need of assistance but also as a potentially effective
tool for automated diagnosis.

This multidimensional approach to emotional as-
sessment acknowledges the complexity of human
psychology, where a single emotional label cannot
fully capture an individual’s experience. By analyz-
ing the emotional distribution, our system provides
insights that align with the subtle understanding
of mental states in clinical psychology, potentially
enabling more accurate and personalized mental
health support.

3.2 Datasets
In this work, three main sources of open-source
data were used:
Empathetic Dialogues Dataset (Rashkin et al.,
2018): it has been used to train the RACLETTE
model to identify emotions and respond empathi-
cally. This dataset is a large-scale multi-turn em-
pathetic dialogue dataset collected on the Amazon
Mechanical Turk, containing 24,850 one-to-one
open-domain conversations. This dataset was se-
lected for this task because, other than its high qual-
ity and appropriate size, it considers a much wider
range of emotions compared to all other available
datasets, which usually consider only a very lim-
ited subset (5-8) of fundamental emotions (Zahiri
and Choi, 2017; Li et al., 2017).

Empathetic 
Dialogues

Fine Tuning

Pre-Trained 
Model

RACLETTE 
 MODEL

User Chat

User 
Emotion
Embeddings

Other 
Datasets

Class 
Emotion
Embeddings

≠
Explainable 
Detection

…based on Reddit 
Mental Health Dataset

…based on DailyDialog 
dataset

Depression 
Emedding Healthy 

Emedding

Figure 3: Overview of the main steps of RACLETTE
pipeline.

Reddit Mental Health Dataset (Low et al., 2020):
a collection of posts from specific Reddit forums
(also called subreddits, Table 3 shows all the sub-
reddits considered) have been used to construct the
discrete distributions associated with each mental
disorder to extract emotion embeddings.
DailyDialog Dataset (Li et al., 2017): a collection
of posts used to establish a control group for the
emotional profiles assessment. It contains 13,118
dialogues split into a training set with 11,118 dia-
logues and validation and test sets with 1,000 dia-
logues each.

Figure 3 illustrates the RACLETTE workflow
pipeline, highlighting the specific use of each
dataset at various stages of the process. This visual
representation provides a clear overview of how the
different datasets are integrated into the system’s
architecture, from training the empathetic model
to extracting emotion embeddings and conducting
comparative analyses.

3.3 Tailoring an LLM to React
Empathetically

For this study, we chose to fine-tune the Mis-
tral 7B model (Jiang et al., 2023), a 7-billion-
parameters state-of-the-art LLM, known for its
great performance combined with both computa-
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tional and memory efficiency. This approach aligns
with recent findings from (Sekulić et al., 2024),
which demonstrate that fine-tuning LLMs on task-
oriented dialogue data can reduce hallucinations.

The Empathetic Dialogues Dataset is purpose-
fully formatted using a specific structure that al-
lows to fully leverage the causal attention mask of
the transformer decoder model to generate tokens
for both the empathic response prediction and di-
alogue emotion detection tasks. Placing prompts
before emotion labels enforces the autoregressive
property of the model during training and infer-
ence (Sun et al., 2023), allowing the generative
model to be used both as a classifier and a conver-
sational agent. The model learns to predict the next
tokens by only attending to previous positions in
the sequence in order to generate predictions se-
quentially. Let P (y<emotion>|y1, y2, . . . , yN ) be
the probability of the model predicting the emotion
token y<emotion> given the sequence of previous
tokens y1, y2, . . . , yN , then the model’s objective
can be defined as:

max

N∑

t=1

logP (y<emotion>|y1, y2, . . . , yN )

where N is the length of the sequence.
When generating the prediction of an emotion,

the model iteratively produces the tokens that are
more likely, given the previous tokens (see Figure
2). Unlike deterministic methods, this process can
be guided to generate a diverse set of emotions by
iteratively sampling over the predicted probability
distribution of all tokens in the vocabulary. In this
implementation, Top-K Sampling is used (Holtz-
man et al., 2019), which limits the sampling pool
to the top-K most probable tokens, in this case,
top-10, balancing diversity with relevance. Then to
generate multiple emotions, this process is repeated
10 times independently for each prompt. Let V be
the vocabulary and K be the sampling parameter:

TopK(P (yt|y<t),K) = yi ∈ V : P (yi|y<t)

is among top-k probabilities.
These empirical distributions are aggregated

across the entire conversation to obtain the emo-
tional profile of the speaker. Let C be the set of
all prompts in a conversation and ei,k the sampled
emotion (K = 10 samples in total) for prompt i :

EmotionalProfile =
1

|C|
∑

i∈C

1

K

K∑

k=1

ei,k

For this study, an unconventional 3-turns struc-
ture was implemented (see Figure 1 for an exam-
ple). It can be summarized as Prompt, Emotion,
and Response, separated by the special tokens: <
|prompter| >,< |emotion| >,< |assistant| >
and < endoftext >.

When predicting empathetic responses, the
model will attend to the previous tokens in its con-
text, (1) the whole history of the conversation, (2)
the current prompt followed by the emotion, and
learn to generate the appropriate reply as seen in
the training dataset.

4 Emotion Recognition and Empathetic
Response

Table 1 shows the results of RACLETTE in detect-
ing the correct emotion for each conversation both
at prompt and conversation levels. The results re-
lated to individual prompts refer to the correct clas-
sification of emotions for single conversation turns.
Regarding the conversation, this approach progres-
sively concatenates each prompt, its predicted emo-
tion, and subsequent response, thus enriching the
model’s contextual awareness with each conversa-
tional turn. The accumulated emotion distributions
for each prompt contribute to a more precise clas-
sification, resulting in a 3% increase in accuracy
(from 56% to 59%). Notably, this methodology en-
hances accuracy, as the expanding conversational
context provides more information for discerning
the speaker’s emotional profile.

Out of approximately 10.9k utterances present
in the test set, the report categorizes 5,242, as the
classification is made solely on the speaker’s contri-
butions. In addition, to evaluate empathic replies to
each of the speaker prompts, this table includes the
BERTSCORE (Zhang et al., 2019), an automatic
evaluation metric for text generation. Unlike tra-
ditional metrics that rely on exact word matches
or n-grams, BERTSCORE evaluates the similar-
ity between predicted and target replies by ana-
lyzing contextual embeddings of tokens obtained
with the BERT model. This approach allows for
a semantical understanding of the model’s perfor-
mance, capturing the comparison of empathetic re-
sponses beyond mere lexical matching. Notably, a
BERTSCORE of 0.87 indicates high semantic sim-
ilarity between the responses given by the model
and the target replies contained in the test set that
were given by the human listeners.

Table 2 compares the overall emotional accuracy
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Emotion Precision Recall F1-Score Support
Individual Prompts (5,242 Prompts)

Macro avg 0.56 0.56 0.55
Weighted avg 0.56 0.56 0.55
BERTSCORE 0.873 0.865 0.869 0.87
Accuracy 0.56

Conversations (2,472 Conversations)
Macro avg 0.59 0.59 0.58
Weighted avg 0.59 0.59 0.58
Accuracy 0.59

Table 1: Emotion Classification Report: Evaluated on
Individual prompts and Conversations from the Empa-
thetic Dialogues test set.

Model Emotional Accuracy
(Gao et al., 2021) 0.42
(Li et al., 2022) 0.46
(Chen et al., 2024) 0.53
CAiRE 0.51
RACLETTE 0.59

Table 2: Emotional accuracy comparison between
RACLETTE and other benchmarks (best results high-
lighted in green).

of RACLETTE with the accuracy of CAiRE, as
reported by (Lin et al., 2020). For completeness,
in addition to CAiRE, we present other baselines
from the literature that have used the same dataset
to evaluate their performance. As benchmarks for
emotion classification accuracy, we consider the
following approaches: (1.) In (Chen et al., 2024),
authors propose a cause-aware empathetic gener-
ation method using Chain-of-Thought fine-tuning
on Large Language Models. (2.) In (Li et al.,
2022), authors introduced a knowledge-enhanced
empathetic dialogue generation method incorpo-
rating external knowledge and emotional signals.
(3.) The approach from (Gao et al., 2021), who pro-
posed incorporating emotion cause recognition into
empathetic response generation using an emotion
reasoner and gated attention mechanism.

We report the accuracy value as presented in
works that have used the same dataset, as shown in
their respective manuscripts.

Table 2 shows how RACLETTE outperforms the
benchmarks considered. Also in this case, it can be
observed that the choice of fine-tuning a generative
model, leveraging its autoregressive characteristics
for classification, leads to the best results.

5 Mental State as Mixtures of Emotions

This experiment shows a possible novel approach
to create explainable mental state embeddings
based on emotions, expanding the conversational
model’s role from empathetic response generation

to emotion analysis and diagnostic tool. The ap-
proach involves leveraging the fine-tuned model
from the previous experiment, primarily as an emo-
tion classifier. The idea is to extract emotional
embeddings, used as markers that are indicative
of specific mental disorders from specialized cor-
pora, in this case from social media interactions
in mental health forums. The goal is to later com-
pare the distinctive emotional profiles obtained in
this experiment to the profiles obtained from users
interacting with the model in a conversation.

For this experiment, considering the lack of pro-
fessionally labeled data, various datasets are gath-
ered from Reddit, a social news website and forum
where content is socially curated and promoted by
site members through voting. It must be acknowl-
edged that the data obtained from Reddit or other
social media platforms may not accurately repre-
sent the broader population with mental illnesses,
as it only captures those who choose to discuss
their experiences online.

Reddit is organized into forums known as “sub-
reddits”. Each subreddit focuses on a specific topic,
interest, or theme, creating a unique community
within the broader Reddit platform. In Table 3 all
the considered subreddits obtained from (Low et al.,
2020) are reported (for a more in-depth discus-
sion we refer to Section E in Appendix), together
with a graphical visualization in Figures 5 and 6 in
Appendix of the relative mental state embeddings
based on emotions obtained by processing 1,000
posts from each subreddit.

In the approach described in this section, em-
beddings for each mental disorders were generated
by processing posts from the respective subreddits.
The methodology involves the empathetic conver-
sational model obtained in the previous experiment.
However, rather than responding with both emotion
and a reply, the posts are segmented into individ-
ual phrases. For each phrase, the model predicts a
set of 10 emotions. These predicted emotions are
then aggregated across all posts by summation and
subsequently normalized. This process results in
a characteristic emotional distribution profile for
each mental disorder.

This experiment yielded interesting results: the
obtained emotion embeddings show significant dif-
ferences across a spectrum of Reddit communities.
Also, similarities across related disorders were to
be expected. For instance, depression and suicide,
or addiction and alcoholism, show consistent sim-
ilarities. Overall, these distributions can provide
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insights into how individuals discussing their ex-
periences with similar conditions might perceive
and express their feelings. In Figure 4(A), we ob-
serve the mental disorder representations in a two-
dimensional reduced space after applying t-SNE
on top of the emotional embeddings. We can ob-
serve how mental disorders such as alcoholism,
addiction, and eating disorder are close in the em-
bedding space, as are depression and loneliness or
schizophrenia and post-traumatic stress disorder
(PTSD). We can also observe interesting properties
of our representations, for example, by summing
the depression and schizophrenia’s embeddings, a
new representation can be obtained, that is very
close, in the embedding space, to bipolar.

The assumption that mentally distressed individ-
uals show identifiable skewed patterns of emotions
must be addressed, by first establishing a normal
distribution for comparison. For this, the Daily
Dialogue Dataset (Li et al., 2017), a high-quality
multi-turn open-domain English dialogue dataset,
was chosen as a control group. On average there are
around 8 speakers turns per dialogue with around
15 tokens per turn where people discuss their daily
lives, the whole training set was used to extract the
embedding for this dataset.

The order of the emotional features in the em-
beddings can be arbitrary. But as an example, for
clarity and visual comparison, the control group
embeddings and the depression embeddings can
be ordered according to what are most commonly
considered positive and negative emotions: Figure
4(B-C) clearly shows the contrast in emotional pro-
files, emphasizing the marked disparities in how
emotions are manifested and experienced by those
within the reddit depression community, exhibit-
ing an extremely skewed distribution towards neg-
ative emotions, compared to individuals engaging
in daily dialogues.

6 Reddit’s Emotion embeddings applied
to the Detection of Suicide Risk

This experiment aims to evaluate the use of emotion
to create mental state embedding as a mechanism
for diagnosing the potential risk of suicide. For lack
of a professionally labeled dataset, this experiment,
like the previous one, focuses on Reddit’s users. To
compare our approach with other related tasks and
methods, we have built a dataset for binary classifi-
cation of general conversation text versus suicidal
text. We used the two subreddits CasualConversa-

tion and SuicideWatch, where CasualConversation
is a subreddit for general conversation, and has
generally been used by other methods as data for a
clinically healthy class in other works (Haque et al.,
2021; Shen and Rudzicz, 2017). This dataset is part
of a larger collection available on Kaggle1, which
has been carefully cleaned to ensure the reliability
of the data. We select 5% of the initial samples
at random as a test set (≈ 10,585 samples). After
inspecting posts for anomalous length deviations
from the average, those lacking informative content
are removed.

To compute the sample embeddings, each post is
divided into sentences, with 10 emotions predicted
per sentence. The final embedding aggregates these
emotions across all sentences in the post, following
a similar approach as used in Section 5 to extract
reference embeddings.

The methodology encompasses the use of
three metrics for comparing embeddings: Kull-
back–Leibler (KL) divergence, Jensen–Shannon
(JS) divergence, and Cosine Similarity (CS). Our
approach is based on the use of emotional profiles
embeddings that are most closely associated with
an elevated risk of suicide and match them against
the user’s emotional profile. Table 3 compares
various emotion embeddings, focusing on their dif-
ferences from the suicide embedding, measured by
KL, JS, and CS. The results show emotional prox-
imity between Suicide and Depression, as well as
Borderline Personality Disorder, followed by Bipo-
lar Disorder, Addiction, PTSD, and Schizophrenia.
This pattern aligns with psychological insights that
these mental disorders are often linked to a risk of
suicidal tendencies (Song et al., 2020).

For these reasons, this experiment will focus on
the use of these specific emotion embeddings, con-
sidering the embedding that is most similar to what
is obtained by processing the sample post, and map-
ping it to the predicted label, in an unsupervised
fashion, as follows:

Positive labels: suicide, depression, border-
line personality disorder (BPD), bipolar disorder,
PTSD, addiction, and schizophrenia. By combin-
ing these particular embeddings, the study aims to
capture a spectrum of characteristic emotional pat-
terns that are potentially indicative of an elevated
risk of suicide.

Negative labels: normal and uniform distribu-
tions, where normal is obtained from the Daily

1https://www.kaggle.com/datasets/suicide-watch
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Figure 4: (A) 2-Dimensional representation of mental disorders distribution after applying t-SNE dimensionality
reduction. (B) Sorted emotion embedding of depression. (C.) Sorted emotion embedding of DailyDialog.

Emotion KL JS CS
suicide 0.000 0.000 1.000
depression 0.062 0.124 0.969
bpd 0.201 0.226 0.852
bipolar 0.451 0.332 0.637
addiction 0.519 0.349 0.592
ptsd 0.545 0.355 0.594
alcoholism 0.567 0.355 0.586
schizophrenia 0.745 0.407 0.519
eatingDisorder 0.822 0.409 0.496
socialAnxiety 0.830 0.432 0.463
uniform 0.850 0.449 0.540
autism 0.855 0.435 0.467
adhd 1.016 0.454 0.428
anxiety inf 0.481 0.303
lonely inf 0.429 0.579
healthAnxiety inf 0.591 0.260

Table 3: Comparison of Emotion Embeddings: KL Di-
vergence (KL), JS Divergence (JS), and Cosine Similar-
ity (CS) w.r.t. suicide embedding.

Dialogue dataset, and embedding obtained from
Casual Conversation’s subreddit are also used as
the control group.

6.1 Results for Mental Health Classification
Table 4 shows the performance metrics: preci-
sion, recall, F1 score and accuracy. For each
similarity metrics — Kullback–Leibler divergence,
Jensen–Shannon divergence, and Cosine Similarity
— we also introduce a combined method, where
if any of these methods detect a risk of suicide,
the label is assigned as positive. This experiment
is designed to maximize recall, a critical metric
in scenarios where missing a positive instance has
severe consequences, thus reducing the emphasis
on precision and false positives. As the results
show, this approach achieves high recall at the cost
of other metrics. Additionally, these methods are
compared with state-of-the-art unsupervised ap-
proaches based on RoBERTa (Liu et al., 2019) and
BERT’s (Devlin et al., 2019) embedding representa-

Models Prec Rec F1 ACC
RACLETTE

KL Divergence 0.71 0.90 0.79 0.77
JS Divergence 0.67 0.93 0.78 0.76
Cosine Similarity 0.65 0.93 0.77 0.74
Combined 0.63 0.95 0.76 0.72

Benchmark Models
RoBERTa + KM 0.72 0.84 0.78 0.77
BERT + KM 0.65 0.80 0.71 0.69

Table 4: Classification results for different methods of
comparing embeddings to detect risk of suicide. The
higher the score (a.k.a. the greener), the better.

tions, before grouping them into two classes using
a K-Means clustering approach, as done in (Sub-
akti et al., 2022). The results show RACLETTE’s
Combined method achieving the highest recall of
0.95, indicating superior ability to identify rele-
vant cases, though this comes with a trade-off in
precision at 0.63. Conversely, RoBERTa leads in
precision at 0.72, but with lower recall at 0.84. The
KL Divergence variant of RACLETTE stands out
for its balanced performance, maintaining strong
scores across all metrics (precision: 0.71, recall:
0.90, F1: 0.79, accuracy: 0.77). Both JS Diver-
gence and Cosine Similarity methods show similar
patterns, with high recall (0.93) but lower precision.
The color intensity (green shading) in Table 4 indi-
cates better performance, visually highlighting that
RACLETTE’s approaches generally outperform
the benchmark models.

A key advantage of this method is that it gener-
ates explainable representations and emotion em-
beddings, which can be visually inspected, provid-
ing insights into an individual’s emotional profile.

7 Conclusions and Future Works

This paper introduces the RACLETTE system,
which addresses two critical challenges in mental
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health support: the need for empathetic conversa-
tional system and reliable assessment tools. By
fine-tuning a LLM, we demonstrate that it’s possi-
ble to create effective conversational agents that can
accurately recognize users’ emotional states while
generating high-quality empathetic responses, all
while avoiding the use of sensitive clinical data.
The system not only achieves state-of-the-art per-
formance in emotion recognition, but also intro-
duces a novel methodology for creating emotional
profiles. These profiles, generated by aggregat-
ing emotion distributions from user interactions,
serve as interpretable markers that can be com-
pared with characteristic patterns associated with
various mental health conditions. Our experimental
results demonstrate both the system’s effectiveness
in maintaining empathetic conversations and its po-
tential as a preliminary screening tool through the
analysis of emotional embeddings.

Future work should extend RACLETTE’s ca-
pabilities beyond purely supportive interactions
to incorporate a broader range of therapeutic ap-
proaches. While RACLETTE currently focuses on
emotional markers, a more comprehensive model
would incorporate cognitive symptoms (memory,
attention, perception, etc.) alongside affective com-
ponents. Our framework can be adapted to such
extensions, potentially offering a more holistic as-
sessment that better reflects the complex nature
of mental health conditions. By expanding our
emotional embeddings to include markers of cogni-
tive functioning, future works could provide more
comprehensive profiles that better align with the
multifaceted nature of mental health assessment in
clinical practice.

8 Limitations

One of the main critical point of this work is rep-
resented by the quality and reliability of the emo-
tional data used for training. Emotional data must
be diverse and accurately labeled to ensure the
model can understand and respond to a wide range
of emotional expressions. This data collection pro-
cess is complex and time-consuming, often requir-
ing manual annotation by experts to maintain high
standards.

Furthermore, findings have revealed that indi-
viduals affected by mental disorders commonly
turn to social media to share their personal expe-
riences, seek out information about mental health
and treatment options, and either offer or gain sup-

port from others who are dealing with similar chal-
lenges (Naslund et al., 2020; Dodemaide et al.,
2022). However, noise in the data is another signifi-
cant limitation. For example, individuals may seek
advice on behalf of others, such as family members,
which can introduce inaccuracies. Self-reported in-
formation, while valuable, may not always be as
reliable or accurate as clinically diagnosed condi-
tions due to personal biases, misunderstandings, or
intentional misreporting. Additionally, online self-
expression can vary greatly between individuals,
influenced by factors such as cultural differences,
personal communication styles, and the specific
context of the interaction.

Confounding factors, such as comorbidities,
must also be taken into account. Individuals with
multiple overlapping conditions may exhibit com-
plex emotional and psychological profiles that are
difficult for the model to parse accurately. Also, the
authenticity and accuracy of self-reported condi-
tions cannot be verified, as users may misattribute
symptoms or self-diagnose without professional
confirmation. Moreover, the way individuals ex-
press themselves online can differ significantly
from in-person interactions, adding another layer of
complexity to the model’s ability to interpret and re-
spond appropriately. These limitations necessitate
caution when generalizing findings to clinical con-
texts and highlight the need for validation against
professionally assessed populations.

Despite these challenges, the methodology ad-
dresses crucial privacy and confidentiality issues
that are particularly important in the mental health
domain. However, it does not fully address the
ethical implications of using AI as a clinical tool,
including the potential for misuse and the need for
safeguards against harmful or biased behaviors in
the conversational model. Continuous improve-
ments and validation against clinical standards are
essential to ensure that these tools effectively in-
tegrate into traditional care pathways, enhancing
rather than disrupting the therapeutic process.

9 Ethical Considerations

The proposed methodology for mental health sup-
port and assessment, while innovative, brings sev-
eral ethical considerations to the forefront that must
be addressed to ensure responsible deployment.

There is a potential for AI to be misused as a clin-
ical tool. Without proper safeguards, these models
could exhibit harmful or biased behaviors, leading
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to adverse outcomes for users.
Implementing ethical safeguards is crucial to mit-

igate the risks associated with AI in mental health.
Developing clear guidelines on the appropriate use
of AI, managing sensitive data protocols, and ensur-
ing transparency in operations are essential steps.
Involving ethicists, and clinicians in the develop-
ment process will help create a balanced and ethical
approach.

It is also crucial to clearly communicate the sup-
plementary nature of these tools and the necessity
of professional evaluation and treatment. There
is a risk that users may become overly reliant on
automated mental health support, potentially ne-
glecting the importance of seeking help from quali-
fied professionals. By ensuring that these tools are
integrated into traditional care pathways, they can
enhance the therapeutic process, providing addi-
tional support while maintaining the central role of
professional mental health care providers.
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A Finetuning Details

For finetuning, this study employed SFTTrainer
and QLoRa, implemented in the respective Hug-
gingFace libraries (Wolf et al., 2019; Dettmers
et al., 2023). The model parameters are quan-
tized to the 4-bit NormalFloat(nf-4) datatype and

the computations are performed in 16-bit Brain-
Float (bFloat16). For reproducibility purposes,
the following LoRa hyperparameters were used:
scaling factor lora_alpha = 16, dropout proba-
bility lora_dropout = 0.1 and the rank of the
update matrices lora_r = 64. The training hyper-
parameters: batch_size = 1, gradient accumula-
tion steps = 16, warmup_ratio = 0.3, cosine
learning rate scheduler with an initial l_r = 2e−5,
the model was trained for 3 epochs, using AdamW
optimizer.

B Error Analysis

This section presents the model’s performance in
predicting correct emotions from the Empathetic
Dialogues dataset, analyzing results at both individ-
ual prompt level (Table 5) and conversation level
(Table 6). While our model demonstrates over-
all good emotional accuracy, certain metrics for
specific emotions exhibit suboptimal performance.
This is particularly evident with emotions that are
closely related but vary in intensity, such as ‘angry’
and ‘furious’. These emotions, while technically
distinct, can be challenging to differentiate even in
human evaluation, as they often share similar under-
lying sentiments and can sometimes be considered
interchangeable.

C Beyond the 32 Emotion Classes

Even though having 32 emotion classes may seem
difficult enough for the classification task, ideally
an empathic conversational agent should be able
to understand and recognize the broadest possible
range of emotions. Table 7 shows that RACLETTE
also correctly predicts emotions that are not part
of the dataset used for fine-tuning, especially when
prompts contain explicit references to these new
emotions, showing a great understanding of the
task. This phenomenon is indicative of our model’s
ability to generalize beyond its explicitly taught
categories, showing that the model has effectively
generalized the concept of emotion beyond its train-
ing examples, which is particularly fascinating
in the context of emotion recognition. The base
model already had some semantic understanding
of the words associated with the concept of emo-
tion, which are likely used in similar contexts and
are similar to each other in the input embedding
space. The fine-tuning process further enforced
the similarity in the learned representations, while
the generative method used for the classification
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Emotion Precision Recall F1-Score Support
afraid 0.45 0.23 0.30 152
angry 0.29 0.25 0.27 170
annoyed 0.61 0.63 0.62 186
anticipating 0.43 0.32 0.37 152
anxious 0.50 0.48 0.49 159
apprehensive 0.42 0.40 0.41 146
ashamed 0.47 0.33 0.39 135
caring 0.62 0.71 0.66 164
confident 0.53 0.52 0.53 156
content 0.61 0.65 0.63 162
devastated 0.48 0.57 0.52 139
disappointed 0.56 0.53 0.54 165
disgusted 0.72 0.75 0.73 175
embarrassed 0.82 0.76 0.78 164
excited 0.43 0.37 0.39 186
faithful 0.71 0.72 0.71 103
furious 0.42 0.33 0.37 141
grateful 0.64 0.67 0.65 203
guilty 0.61 0.72 0.66 135
hopeful 0.50 0.52 0.51 163
impressed 0.57 0.70 0.63 165
jealous 0.88 0.75 0.81 167
joyful 0.24 0.31 0.27 168
lonely 0.73 0.86 0.79 159
nostalgic 0.61 0.77 0.68 159
prepared 0.64 0.71 0.67 157
proud 0.57 0.60 0.59 200
sad 0.46 0.40 0.43 179
sentimental 0.68 0.36 0.47 189
surprised 0.64 0.64 0.64 266
terrified 0.42 0.72 0.53 143
trusting 0.60 0.63 0.62 134
TOTAL 5242

Table 5: Emotion Classification Report: Evaluated on
individual prompts from the Empathetic Dialogues test
set.

task allows for more flexibility compared to con-
ventional classification approaches.

In summary, this feature is a consequence of
an unconventional use of a generative pre-trained
transformer decoder model as a classifier. It allows
the fine-tuned model to sometimes “think outside
the box” of the constrained range of emotions typi-
cal of conventional classification approaches (Table
7 shows examples of “out-of-training-labels” pre-
dictions). For consistency in the experiments, these
new emotions are discarded as outliers but serve
as an interesting example to show the potential of
generative models used for classification tasks.

D Qualitative results and analysis

The following examples show the inputs, targets,
and prediction outputs, qualitatively comparing the
predictions with the targets used to evaluate the
model on the Empathetic Dialogues dataset. These
example conversations are taken from the test set,
during the quantitative evaluation of the fine-tuned
model.

D.1 Dealing with coexisting emotions
This example aims to show how the model deals
with coexisting emotions, adjusting its prediction
as the conversation goes along:

INPUT PROMPT: <|prompter|>I

Emotion Precision Recall F1-Score Support
afraid 0.49 0.24 0.32 70
angry 0.33 0.27 0.30 82
annoyed 0.64 0.68 0.66 88
anticipating 0.47 0.32 0.38 69
anxious 0.51 0.49 0.50 76
apprehensive 0.46 0.45 0.45 67
ashamed 0.52 0.35 0.42 63
caring 0.64 0.70 0.67 77
confident 0.59 0.57 0.58 70
content 0.62 0.68 0.65 74
devastated 0.51 0.56 0.54 66
disappointed 0.66 0.59 0.62 81
disgusted 0.72 0.81 0.76 84
embarrassed 0.82 0.81 0.82 80
excited 0.45 0.42 0.43 89
faithful 0.78 0.72 0.75 50
furious 0.44 0.33 0.38 67
grateful 0.64 0.69 0.66 91
guilty 0.61 0.75 0.67 63
hopeful 0.59 0.58 0.58 78
impressed 0.60 0.69 0.64 81
jealous 0.89 0.82 0.85 78
joyful 0.25 0.27 0.26 81
lonely 0.76 0.88 0.81 75
nostalgic 0.62 0.81 0.71 74
prepared 0.68 0.77 0.72 75
proud 0.60 0.67 0.63 95
sad 0.51 0.48 0.49 86
sentimental 0.72 0.36 0.48 87
surprised 0.66 0.68 0.67 124
terrified 0.43 0.73 0.54 71
trusting 0.58 0.63 0.61 60
TOTAL 2472

Table 6: Emotion Classification Report: Evaluated on
conversations from the Empathetic Dialogues test set.

couldn’t wait to go to the con-
cert.<|endoftext|><|emotion|>

TARGET EMOTION: excited
TARGET RESPONSE: Which Concert?
PREDICTED EMOTION: (excited: 3, antici-

pating: 7)→ anticipating
PREDICTED RESPONSE: What concert was

it?

For the first prompt in this example conversation,
the target emotion is ‘excited’, and it will be the
same for the whole conversation, as the dataset is
structured this way. The 10 emotions predicted are
3 “excited” and 7 “anticipating”. Given the prompt:
“I couldn’t wait to go to the concert.”, both emotions
classified by the model seem to be correct. Even
though the target is “excited” the model decided
that “anticipating” is more likely, which actually
seem appropriate, if not more accurate than the
target emotion.

Regarding the response, the model predicts a
very similar response as the target, semantically
the same. The conversation goes on, appending
the predicted emotion to the conversation history,
during evaluation the target response is appended
instead of the predicted response, otherwise, the
conversations might not make sense. Because,
obviously, the following prompt in the dataset is
responding to the target reply of the previous one.
So the conversation continues:
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Dialogue 1 Dialogue 2 Dialogue 3

Prompt: I have four hours of
boredom I’m currently bored
out of mind waiting for ferry
and then 2 hours on the ferry.
Can anyone recommend mobile
or two long films?

Prompt: I can’t feel anything, I
feel detached to everyone and
everything (even my mom and
my sister).

Prompt: I’m so confused and
barely even know what’s real
anymore.

New emotion: bored New emotion: disconnected New emotion: confused

Dialogue 4 Dialogue 5 Dialogue 6

Prompt: wondering why
frisbees get bigger as they get
closer.

Prompt: Then I get trapped
into multiple situations, that I
see no escape.

Prompt: If you don’t have an
age flair You are hella sus.

New emotion: confused New emotions: trapped New emotions: suspicious

Table 7: Examples of dialogues in which new emotions, not present in the training dataset, are predicted by our
empathetic model.

INPUT PROMPT: <|prompter|>I couldn’t
wait to go to the concert.<|endoftext|>
<|emotion|>anticipating<|endoftext|>
<|assistant|>What concert was
it?<|endoftext|>
<|prompter|>The U2 concert. Tickets
were really expensive and I never
thought we would be able to go, but
somehow we did!!!<|endoftext|>

TARGET EMOTION: excited
TARGET RESPONSE: Wow, that’s awesome!

I have never been to an actual concert.
PREDICTED EMOTION: (excited: 8, joyful:

1, anticipating: 1)→ excited
PREDICTED RESPONSE: Wow, that’s awe-

some! I’ve always wanted to go to a U2
concert!

The final prediction is computed by aggregat-
ing all the emotions across the entire conversation,
establishing ‘exited’ as the prominent emotion, in
this example:

CONVERSATION TARGET EMOTION:
excited

CONVERSATION PREDICTED EMOTIONS:
(‘excited’: 11, ‘anticipating’: 8, ‘joyful’:
1)→ excited

This example also provides an interesting
insight on empathy, occasionaly the model seems
to mimic the emotions of the prompter, in this
conversation, the speaker expresses excitement and
the model reacts by also expressing excitement.
This behavior has been inferred from the data by
imitating humans. Sometimes when emotions
resonate to others, they become contagious, and
the involountary empathic response is to feel and

express this shared emotion, it is a natural way of
showing understanding of how the other is feeling
and helps people relate to each other. It is notably
interesting to observe the model pick up on this
subtle but fundamental aspect of empathy.

D.2 Dealing with different intensities of the
same emotion

The following is another simple example from
the evaluation on the test set, in this case, the
response from the model is qualitatively more
empathic than the target response. The model
correctly identifies that the prompter is afraid,
and more likely terrified, a correct prediction. It
also responds accordingly, by acknowledging the
implied feeling and its intensity:

INPUT PROMPT: <|prompter|>I’m so
scared of bugs! I found one
in my hair yesterday and almost
died.<|endoftext|><|emotion|>

TARGET EMOTION: terrified
TARGET RESPONSE: ok
PREDICTED EMOTION: (afraid: 3, terrified:

7)→ terrified
PREDICTED RESPONSE: Oh no! That’s so

scary! What kind of bug was it?

D.3 Dealing with uncertainty
The following example shows how one prompt is
usually not enough to assess the emotional state
of the speaker, it might be too short or ambiguous.
The way the 10 predicted emotions are distributed
across the 32 possibilities can provide insight into
the uncertainty of the model:
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(The structure of the prompts and the conversa-
tion history are omitted for clarity)

INPUT PROMPT: The other day I had a deep
craving for Chik-Fil-A.

TARGET EMOTION: disappointed
TARGET RESPONSE: I understand that

one,they are my favorite place to eat
PREDICTED EMOTION: (’disappointed’: 2,

’content’: 2, ’anticipating’: 2, ’jealous’:
1, ’disgusted’: 2, ’hopeful’:1)→ disap-
pointed

PREDICTED RESPONSE: I love Chik-Fil-A!
What did you get?

Without more context, it is impossible to iden-
tify if the prompter was content, anticipating, dis-
appointed, or maybe disgusted about having an in-
tense craving for fast food. The model predictions
reflect this uncertainty. Many different emotions
are predicted, with a low count, so the overall pre-
diction was a lucky one, as in the case of a tie, the
first emotion inserted in the list is selected. The
conversation continues:

INPUT PROMPT: Mine too. So I drive there
and pull in the parking lot and it’s com-
pletely empty. I then realized it was Sun-
day.

TARGET EMOTION: disappointed
TARGET RESPONSE: That has happened to

me too many times to count
PREDICTED EMOTION: (’disappointed’: 9,

’sad’: 1)→ disappointed
PREDICTED RESPONSE: Oh no! That’s a

bummer. What did you end up getting
instead?

Given more context, it becomes clear that the
speaker is disappointed about not getting the food
he wanted. And the model prediction adapts to
that:

CONVERSATION TARGET EMOTION:
disappointed

CONVERSATION PREDICTED EMOTIONS:
(’disappointed’: 11, ’content’: 2, ’antici-
pating’: 2, ’jealous’: 1, ’disgusted’: 2,
’hopeful’:1, ’sad’: 1)→ disappointed

Even though uncertainty introduces noise, the
correct emotion has the highest weight by far, thus
it is correctly selected as the final prediction for
this conversation.

E Reddit’s Subreddits

Following we discuss the reddit communities
whose issues are related to the risk factors for
suicide:

r/suicidewatch: A support forum for indi-
viduals experiencing suicidal thoughts, or those
concerned about others, offering compassionate
responses and sharing feelings. Suicide is closely
related to depression, being depression one
of the most common disorders among people
who die by suicide according to Suicide Risk
and Mental Disorders by (Brådvik, 2018). As
expected the embeddings for r/suicidewatch 5a
and r/depression 5b are very similar, the emotional
profile is characterized by a disproportionate
frequency of extremely negative emotions like
‘devastated’, ‘sad’, ‘lonely’, and ‘afraid’.

r/depression: A supportive forum for people
struggling with depression, where users share their
experiences and offer mutual support. According
to core symptoms of major depressive disorder
by (Kennedy, 2008), depression is a common and
serious mood disorder that affects a person’s feel-
ings, thoughts, and behaviors. It’s characterized
by persistent feelings of sadness, hopelessness,
and a lack of interest or pleasure in activities.
Frequent thoughts about death, suicidal ideation,
or suicide attempts are also common symptoms in
more severe cases. Figure 5b is a visualization of
the emotion embedding for depression obtained
from the r/depression subreddit. This is indeed
characterized by a disproportionate frequency of
extremely negative emotions and a lack of positive
feelings, the most prominent characteristical
emotions are ‘sad’, ‘lonely’, ‘devastated’ and
‘ashamed’.

r/bpd: A subreddit focusing on Borderline
Personality Disorder, providing a space for sharing
experiences, seeking advice, and finding support.
According to Borderline Personality Disorder
(BPD): In the Midst of Vulnerability, Chaos, and
Awe by (Kulacaoglu and Kose, 2018), Borderline
Personality Disorder (BPD) is a complex mental
health condition characterized by a pattern of
varying moods, self-image, and behavior, marked
suicidality and affective instability. These symp-
toms often result in impulsive actions and problems
in relationships with others. Figure 5c shows that
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the emotional embedding is varied across the
classified emotional spectrum. Nonetheless the
most prominent emotions are ‘lonely’ ,‘devastated’,
‘apprehensive’, and ‘anxious’.

r/addiction: Focuses on various forms of
addiction. And r/alcoholism: A community
dedicated to discussing alcoholism. According
to (Song et al., 2020) in comparison of Suicide
Risk by Mental Illness, addiction, and substance
abuse are significant risk factors of suicide. The
two embeddings are very similar, Figures 5g
and 5h show consistent emotions across the two
communities that discuss similar issues, with high
frequencies of ‘ashamed’ and ‘apprehensive’.

r/schizophrenia: Dedicated to individuals
with schizophrenia, a primary psychotic disorder.
People with schizophrenia experience chronic
and significant psychotic symptoms, such as
hallucinations (seeing or hearing things that are
not there) and delusions (false beliefs).

r/ptsd: A space for individuals suffering from
Post-Traumatic Stress Disorder, a disorder that
usually arises after experiencing or witnessing
a traumatic event. Related to psychosis and
schizophrenia, according to (OConghaile and
DeLisi, 2015), in distinguishing schizophrenia
from posttraumatic stress disorder with psychosis.
In this case, also the embeddings obtained from the
two subreddits are similar, with high frequencies
of ‘anxious’, ‘afraid’, and ‘terrified’, Figures 5e
and 5f.

r/bipolarreddit: Dedicated to discussions
about bipolar disorder. This is primarily a mood
disorder characterized by extreme shifts in mood,
energy, and activity levels, ranging from manic or
hypomanic episodes to depressive episodes. It can
have psychotic features, especially during manic
or, less commonly, depressive episodes. Figure
5d shows the emotional profile of this disorder,
characterized by ‘apprehensive’ and ‘anxious’
feelings.

r/socialanxiety, r/anxiety and r/healthanxiety:
Various subreddits related to anxiety. Indeed
Figures 6a, 6c and 6b show that the emotions
expressed in these communities are dominated
by ‘anxiety’. With the difference that social
anxiety also has high frequencies of ‘lonely’ and

‘apprehensive’, and health anxiety ‘afraid’ and
‘terrified’.

r/lonely: A community for those feeling
loneliness or isolation. Figure 6d show consistent
detection of ‘lonely’.

r/adhd: Centered around Attention Deficit
Hyperactivity Disorder. Figure 6e.

r/autism: A community for those affected by
autism. 6f.
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(a) r/suicidewatch (1000 samples)
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(b) r/depression (1000 samples)
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(c) r/bpd (1000 samples)
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(d) r/bipolar (1000 samples)
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(e) r/schizophrenia (1000 samples)
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(f) r/ptsd (1000 samples)
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(g) r/addiction (1000 samples)
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(h) r/alcoholism (1000 samples)

Figure 5: Emotional embeddings of subreddits related to high risk of suicide.
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Figure 6: Emotional embeddings of different subreddits.
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Abstract

Depression is a highly prevalent and disabling
condition that incurs substantial personal and
societal costs. Current depression diagnosis in-
volves determining the depression severity of
a person through self-reported questionnaires
or interviews conducted by clinicians. This
often leads to delayed treatment and involves
substantial human resources. Thus, several
works try to automate the process using mul-
timodal data. However, they usually overlook
the following: i) The variable contribution of
each modality for each question in the ques-
tionnaire and ii) Using ordinal classification
for the task. This results in sub-optimal fusion
and training methods. In this work, we pro-
pose a novel Question-wise Modality Fusion
(QuestMF) framework trained with a novel Im-
balanced Ordinal Log-Loss (ImbOLL) function
to tackle these issues. The performance of our
framework is comparable to the current state-
of-the-art models on the E-DAIC dataset and
enhances interpretability by predicting scores
for each question. This will help clinicians
identify an individual’s symptoms, allowing
them to customise their interventions accord-
ingly. We also make the code1 for the QuestMF
framework publicly available.

1 Introduction

Depression is a major cause of disability globally
2. Its personal and societal impact makes optimis-
ing mental health care practices crucial. Existing
diagnostic systems of depression are heavily de-
pendent on clinicians’ proficiency in attending to
patients’ verbal and non-verbal cues, but achiev-
ing this expertise requires extensive training (Atzil-
Slonim et al., 2024). The growing demand for men-
tal health care services, coupled with a shortage
of qualified providers, means that many individu-
als with depression go undiagnosed and untreated

1 QuestMF code
2WHO (2023, March 31). Depressive disorder.

(Kazdin, 2021). Detection of depression severity is
crucial, as it can prevent deterioration and enable
adequate and effective treatment. Current diagnos-
tic systems have faced criticism for failing to cap-
ture the significant heterogeneity and variability of
symptoms between individuals (Bickman, 2020).
Understanding how different symptoms vary be-
tween individuals could lead to more personalised
and effective interventions.

A common way to assess depression or track
depression throughout a treatment program is
based on self-reported questionnaires like PHQ-
8 (Kroenke et al., 2009) or BDI-II (Beck et al.,
1996). These questionnaires contain questions re-
garding depression symptoms, and patients need
to score each question based on how frequently
they encounter these symptoms. The sum of the
scores from each question gives the patient’s de-
pression severity score. However, such methods
burden patients, especially when they are required
to complete the questionnaires repeatedly as part
of ongoing treatment monitoring (Kazdin, 2008).
Thus, to improve the speed and convenience of
diagnosing and monitoring depression, efforts are
devoted to building depression severity prediction
methods through machine learning. Initial works
on automatic depression detection focused on us-
ing social media data (De Choudhury et al., 2013)
for binary depression classification. However, due
to the lack of predicting depression severity, such
a method is unable to prioritise people with higher
levels of depression. So, the task was reformu-
lated as classification among four depression levels
(Naseem et al., 2022). However, models trained on
social media data are unsuitable for clinical settings
(Wongkoblap et al., 2017).

Also, social media data lacks multimodal cues,
which are often used by therapists to infer the de-
pression severity of a patient. Depression has iden-
tifiable verbal and nonverbal characteristics, such
as facial expression (Slonim et al., 2024), prosodic
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information (Cummins et al., 2015; Cohn et al.,
2009; Scherer et al., 2014; Paz et al., 2024) and
semantic features (Chim et al., 2024). To utilise
these cues for depression assessment, the AVEC
challenges (Ringeval et al., 2017, 2019) released
semi-clinical datasets, DAIC-WOZ (Gratch et al.,
2014) and E-DAIC (DeVault et al., 2014), contain-
ing recorded interviews and self-reported PHQ-8
questionnaires. These questionnaires help detect
symptoms and give more fine-grained depression
severity levels.

Various works have tried to utilise the text, audio
and video modality from the AVEC datasets and
improve the fusion between them (Rodrigues Mak-
iuchi et al., 2019; Sun et al., 2021, 2022; Zhao and
Wang, 2022; Ray et al., 2019; Yuan et al., 2024) to
predict the depression severity score obtained from
PHQ-8 questionnaires. However, these approaches
only use one fusion module to fuse text, audio, and
video information to predict the depression sever-
ity score (the sum of the scores for each question
in the questionnaire). This design choice results
in a failure to model the variable contributions of
each modality depending on the questions in the
questionnaire, leading to sub-optimal fusion. For
example, a question on being fidgety may require
more attention to audio-visual modalities. On the
other hand, text transcripts may contribute more
significantly to a question regarding a person’s ap-
petite. While Van Steijn et al. (2022) also perform
question-wise modeling, they mainly use text fea-
tures concatenated with a few hand-crafted audio
features. So, they do not utilise the audio and video
modalities effectively. Another issue is that the
current multimodal methods frame the depression
severity score prediction as a regression task, re-
sulting in sub-optimal training. Humans score each
question in the questionnaire as 0, 1, 2, or 3, de-
pending on the frequency of the symptoms expe-
rienced. Thus, the depression severity prediction
task should be framed as a question-wise ordinal
classification task.

Contributions: We propose a novel Question-
wise Modality Fusion (QuestMF) framework for
depression severity prediction. This framework
contains question-wise fusion modules to ensure
different contributions from modalities based on
the question. In addition, we propose a novel Im-
balanced Ordinal Log-Loss (ImbOLL) function to
train our models for ordinal classification. We find
that our method matches the performance of the
current state-of-the-art methods on the E-DAIC

dataset and enhances interpretability for clinicians
by identifying an individual’s specific symptoms.
We also analyse the importance of each modality
for each question and find that a fusion of text and
video modalities performs best in most questions.

2 Background & Related Work

2.1 Single Modality Methods

Earlier works in depression severity prediction fo-
cused on the text modality like the use of linguistic
feature extraction based on LIWC (De Choudhury
et al., 2013), Bag-of-word models (Nadeem, 2016),
word2vec embeddings (Husseini Orabi et al., 2018)
or using emotion features (Aragón et al., 2019).
With pre-trained language models like BERT (De-
vlin et al., 2019) improving performances on text-
based tasks, depression severity prediction works
also utilised them (Rodrigues Makiuchi et al., 2019;
Fan et al., 2019; Sun et al., 2022). Van Steijn et al.
(2022) introduces a framework to predict scores
of each question of a PHQ-8 questionnaire to add
interpretability, which is missing in the prior works.
These methods also ignore the multi-turn dialogue
present in therapy sessions. Thus, Milintsevich
et al. (2023) introduces a turn-based method that
encodes each dialogue turn using a sentence trans-
former (Reimers and Gurevych, 2019). We use a
similar turn-based model to encode the multi-turn
dialogue data in each modality. We, however, use
multihead self-attention instead of additive atten-
tion to improve the model.

With the advent of LLMs in recent times,
Sadeghi et al. (2023) uses GPT-3.5-Turbo3 with
encoder models for depression severity prediction.
However, its performance falls short of the state-
of-the-art models. Moreover, data privacy require-
ments do not allow data to be sent to proprietary
LLMs. These issues motivate us to only explore
encoder models.

The AVEC challenges introduced the potential
to use audio features for depression detection. This
resulted in works utilising low-level audio features
(Eyben et al., 2016) extracted by OpenSmile (Ey-
ben et al., 2010). Fan et al. (2019) uses CNNs over
the low-level features, while Yin et al. (2019) and
Sun et al. (2022) use LSTMs to capture the tem-
poral relation among them. However, LSTMs are
sub-optimal at processing long sequences. Thus,
Sun et al. (2021) uses transformers to process long

3https://platform.openai.com/docs/models/
gpt-3-5-turbo
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sequences of audio features. There are also other
methods that do not use OpenSmile features but
rather use spectrograms (Rodrigues Makiuchi et al.,
2019) or audio recordings directly (Han et al., 2024;
Chen et al., 2023). However, they are computation-
ally expensive, making them difficult to use for
multimodal fusion. Here, we use LSTM over low-
level features. We break the session into turns and
aggregate features at the turn level to make shorter
sequences that can be processed using LSTMs.

2.2 Multimodal Fusion Methods

Multimodal methods focus on improving the fu-
sion of the modalities for depression severity pre-
diction. Initial multimodal works used simple con-
catenation (Rodrigues Makiuchi et al., 2019) or
weighted concatenation (Sun et al., 2021) for the
fusion of text, audio, and video encodings. Ray
et al. (2019) uses attention modules to improve fu-
sion. Some works also use hierarchical fusion at
frame level (Yin et al., 2019), word level (Rohanian
et al., 2019), or topic level (Guo et al., 2022) to cap-
ture the interaction between the modalities at fine-
grained levels. For further improvement in fusion,
MMFF (Yuan et al., 2024) exploits the high-order
interaction between different modalities. However,
it is computationally expensive. CubeMLP (Sun
et al., 2022) uses MLPs to mix information among
modalities to enhance the computational efficiency
of fusion. However, it results in lower performance.
Zhao and Wang (2022) uses Self-Attention GAN
to augment training data to reduce the issue of data
shortage. They use a cross-attention based fusion
strategy (Tsai et al., 2019). We use the same cross-
attention-based fusion. However, these works use
a single fusion module, thus ignoring the variable
contribution of each modality according to the ques-
tion. We use question-wise fusion modules to miti-
gate this issue.

2.3 Ordinal Classification Methods

Ordinal classification has been explored in tasks
like sentiment analysis in Twitter (Nakov et al.,
2016; Rosenthal et al., 2017). While depression
severity score prediction is also an ordinal clas-
sification task, prior multimodal methods (Ro-
drigues Makiuchi et al., 2019; Milintsevich et al.,
2023; Ray et al., 2019; Yuan et al., 2024; Zhao and
Wang, 2022) treat it as a regression task. As a re-
sult, ordinal classification has been rarely explored
in depression severity score prediction (Van Steijn
et al., 2022). Ordinal classification methods include

ordinal binary classification methods (Frank and
Hall, 2001; Allwein et al., 2000), threshold meth-
ods (Lin and Li, 2006; Verwaeren et al., 2012; Cao
et al., 2020) and loss-sensitive classification meth-
ods (Rennie and Srebro, 2005; Diaz and Marathe,
2019; Bertinetto et al., 2020; Cao et al., 2020;
Castagnos et al., 2022). However, these methods
are not suitable for imbalanced datasets. Since
very few patients feel a specific symptom very fre-
quently, the distribution of question-wise scores
(labels) in depression severity prediction datasets
is imbalanced. Thus, we propose Imbalanced Ordi-
nal Log-Loss (ImbOLL), a modified version of the
OLL function (Castagnos et al., 2022) to handle
the data imbalance

In summary, our work is the first to perform
question-wise modality fusion and present a loss
function for imbalanced ordinal classification of
depression severity prediction task. Moreover, we
are the first to analyse the contribution of each
modality towards the score of each question, thus
improving interpretability.

3 Dataset

Multimodal clinical data collection for depression
detection is difficult due to privacy issues, thus re-
sulting in small datasets. In this work, we use the E-
DAIC dataset from the AVEC 2019 DDS (Ringeval
et al., 2019) challenge. While the E-DAIC dataset
is also small, to the best of our knowledge, it is the
only dataset with more than 200 data points avail-
able for research on depression severity prediction.
We do not use the DAIC-WoZ dataset since it is
a subset of the E-DAIC dataset. Other available
datasets are either smaller (Zou et al., 2023) or are
not clinically grounded with self-reported question-
naires (Yoon et al., 2022). The E-DAIC dataset
collected recorded interview sessions with a virtual
agent and filled out self-reported PHQ-8 question-
naires for each participant. All the interviews were
conducted in English. The dataset provides text
transcripts of participant dialogues, recorded audio
clips, and visual features like ResNet, VGG, and
OpenFace for each interview session. The recorded
videos have not been released due to privacy con-
cerns. The dataset contains 275 sessions. The train-
ing set includes 163 sessions, and the validation
and test sets each contain 56 sessions. However,
one session from the validation and one from the
test set have incomplete video feature files. Thus,
we do not use them in the evaluation. The dataset
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also provides the PHQ-8 scores of all participants.
The PHQ-8 score ranges from 0 to 24. While the
training and validation sets contain scores for each
of the eight PHQ-8 questions (0 to 3), the test split
only contains the total PHQ-8 scores. More de-
tails on the PHQ-8 questionnaire are provided in
Appendix A.

4 QuestMF Framework

In this section, we present our novel Question-wise
Modality Fusion (QuestMF) framework. In this
framework, we use n different single modality en-
coders for each modality and n different modality
fusion models corresponding to n questions (thus
question-wise modality fusion) in a questionnaire.
Each of the n fused models outputs the score for
its corresponding question (0, 1, 2, or 3), ensuring
different contributions from each modality depend-
ing on the question, which was lacking in previous
works. These question-wise scores are added to
get the total questionnaire score (0 to 3n). Figure
1 shows the proposed framework. Moreover, the
QuestMF framework improves interpretability by
predicting the score of each question. This allows
clinicians to understand the symptoms affecting a
patient and create interventions accordingly. This
framework will also enable clinicians to track the
progression of each symptom through the question-
wise scores throughout the multiple therapy ses-
sions during the treatment.

Moreover, current multimodal methods (Ro-
drigues Makiuchi et al., 2019; Milintsevich et al.,
2023; Ray et al., 2019; Yuan et al., 2024; Zhao
and Wang, 2022) train the multimodal methods
to predict the total depression severity score as
a regression task treating it as a continuous vari-
able. However, the question-wise scores belong
to 4 classes: 0, 1, 2, 3 depending on the frequency
of the symptoms experienced, thus making it an
ordinal classification task. Additionally, treating
question-wise scores as continuous variables also
reduces interpretability as fractional scores like 1.5
can mean experiencing a symptom at the frequency
of either score 1 or score 2. Thus, framing the
question-wise score prediction as an ordinal clas-
sification task ensures improved interpretability as
we get the predicted probabilities of the 4 classes:
0, 1, 2, 3 and choose the class with the highest prob-
ability. This is also more similar to how humans
fill out the questionnaires.

Next, we discuss the single modality encoders

Data

Text
Model 1

Audio
Model 1

Video
Model 1

Fusion
1

MLP 1

Q1 Score
(0/1/2/3)

Data

Text
Model n

Audio
Model n

Video
Model n

Fusion
n

MLP n

Qn Score
(0/1/2/3)

Total Score 
(0 to 3n)

Sum

Figure 1: Proposed QuestMF framework to predict
depression severity score. Here, Qx denotes Ques-
tion number x in the questionnaire. MLP denotes
Multilayer Perceptron, which is used as the classifi-
cation head. Each question is scored among classes
{0, 1, 2, 3}. These scores are then added to get the total
score ∈ {0, 1, 2, ..., 3n}.

used in the framework in Section 4.1 and the fu-
sion methods used to combine the single modality
encodings in Section 4.2. Finally, we introduce the
novel ImbOLL function used to train the models
for ordinal classification in Section 4.3.

4.1 Single Modality Encoder Models

All the single modality encoder models follow a
turn-based method similar to Milintsevich et al.
(2023) to better encode the interviews containing
multi-turn dialogues. We start by encoding the
dialogue turns and then use these turn encodings to
generate an encoding for the whole session. The
overall structure is uniform across all modalities, as
shown in Figure 2. Now, we describe each single
modality encoder in detail.

4.1.1 Text Encoder Model
For text, we use the textual transcripts from in-
terview sessions. We break the transcripts into
dialogue turns and only consider the dialogue
turns from participants. We encode the turns us-
ing a pre-trained sentence transformer (Reimers
and Gurevych, 2019). Now, we get turn encod-
ing, Xi ∈ Rtokensi×Dmodel , where i ∈ (1, 2, ..,m)
for m turns, tokensi is the number of tokens in
turn i and Dmodel is the model output dimension.
Next, we use mean pooling over the tokens and
normalise them to get Xmean,i ∈ RDmodel (fol-
lowing Reimers and Gurevych (2019)). Then, we
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Figure 2: Architecture of single modality encoder mod-
els. We use a turn-based architecture to encode multi-
turn dialogue data.

pass these turn encodings through a Bidirectional
LSTM layer. The Bidirectional LSTM layer en-
sures that the turns can interact among themselves.
This gives us Xlstm,i ∈ R2·Dlstm . Next, we use a
multihead attention layer to determine the impor-
tance of each turn and get an updated encoding
Xatt,i ∈ R2·Dlstm . We do not add positional em-
beddings to Xlstm,i as the attention layer is only
used to get the importance of each turn based on
only the turn contents. Next, we concatenate and
flatten the turn encodings obtained after the multi-
head attention layer to get a session-level encoding
representation of Xsession ∈ R(2m·Dlstm). Finally,
we pass this session-level encoding through a mul-
tilayer perceptron (MLP) to get the score probabili-
ties.

4.1.2 Audio Encoder Model
For audio, we use the low-level features (a set of
basic acoustic parameters used for voice research
and affective computing suggested by Eyben et al.
(2016)) extracted by OpenSmile. Details on the
low-level features extracted using OpenSmile are
provided in Appendix C. These features are ex-
tracted at every 0.01 seconds. Like the text model,
we process the information at the turn level. For
each dialogue turn i, the dataset contains a starting
time tstart,i and an ending time tend,i. We get the
features extracted from time tstart,i to tend,i and ap-
ply mean pooling to get the aggregated features in
a turn, Xmean,i ∈ RDFeatures . Here, DFeatures is
the number of the features extracted by OpenSmile.
After this, we pass them through a Bi-LSTM layer
and two attention layers to get updated turn encod-

ings. These are concatenated, flattened, and passed
through an MLP to get the score probabilities.

4.1.3 Video Encoder Model
For the video encoder model, we use ResNet (He
et al., 2016) features. Similar to text and audio, we
aggregate information at turn level. For this, we
get the ResNet features for the frames in a dialogue
turn, i.e., frames in tstart,i ∗ sr : tend,i ∗ sr, where
tstart,i is the starting time and tend,i is the ending
time of the dialogue turn and sr is the frames rate at
which the video is recorded. We pass these ResNet
features in a dialogue turn through a mean pooling
layer and normalise them to get turn-level encoding
Xmean,i ∈ RDResNet where DResNet is the output
dimension of the ResNet model. After this, we
follow the same architecture as the audio encoder
to get the score probabilities.

4.2 Modality Fused Models
For modality fusion, we use cross-attention based
late fusion method introduced by Tsai et al. (2019).
We do not explore early fusion since late fusion is
shown to be better in fusion of text, audio and video
modality (Snoek et al., 2005) and also more com-
monly used over early fusion. The cross-attention
layers are sometimes accompanied by X→ Y. This
denotes that the encoding of the Y modality is used
as the query, and the encoding of the X modality
is used as the key and value in the cross-attention
layer. Next, we describe the modality fused models
in detail.

4.2.1 Two-Modality Fused Models
Figure 3 shows our two-modality fused models.
We use the output from the multihead attention
layers of the trained single modality encoders as
the modality encoding. We use multihead cross-
attention layers over these encodings to exchange
information among the modalities. Considering
modality encodings M1 and M2, we use two cross-
attention layers M1 → M2 and M2 → M1 for
interaction among the modalities. This is followed
by a multihead self-attention layer for each cross-
attention layer. Finally, we concatenate the encod-
ings from the self-attention layers to get a fused
encoding. We flatten this fused encoding and pass
it through an MLP to get the score probabilities.

4.2.2 Three-Modality Fused Models
Figure 4 shows our three-modality fused model.
We use the output from the multihead attention
layers of the trained single modality encoders as
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M1 Encoding M2 Encoding

Multihead Cross-
Attention (M2 → M1)

Multihead Cross-
Attention (M1→M2)

Multihead  
Self-Attention Layer

Multihead 
Self-Attention Layer

Concat

Flatten

MLP

Output Probs
(0/1/2/3)

Figure 3: Architecture of two-modality fused models.
We use cross-attention layers for interaction among
modalities M1 and M2. In cross-attention, X→ Y de-
notes that the Y modality encoding is used as the query
and the X modality encoding as the key and value.

the modality encoding. Then, we use multihead
cross-attention layers to pass information among
the modalities. In this case, we have six combi-
nations of query and (key, value) pairs. Now, we
accumulate the encoding for each modality with
information from the other two modalities. We per-
form this by concatenating the outputs from two
cross-attention layers using the same modality as
the query. For example, the audio encoding with in-
formation from text and video modalities will con-
catenate encodings obtained from cross-attention
layers T→A and V→A. We pass these encodings
for each modality with the information from other
modalities through a multihead self-attention layer.
Next, we concatenate them to get a combined en-
coding of all three modalities. Finally, we flatten
the combined encoding and pass it through an MLP
to get the score probabilities.

4.3 ImbOLL Function
Now, we introduce the novel ImbOLL function we
use to train our models. The ImbOLL function is
a modified version of the OLL (Castagnos et al.,
2022) function. The OLL function is used to train
models for ordinal classification. The OLL func-
tion for N classes is defined as:

LOLL−α(P, y) = −
N∑

i=1

log(1− pi)d(y, i)
α (1)

where y is the actual class, pi is the predicted
probability of class i, α is a hyperparameter and

Text Encoding (T) Audio Encoding (A) Video Encoding (V)

Multihead
Cross-

Attention
(A → T)

Multihead
Cross-

Attention
(V → T)

Multihead
Cross-

Attention
(V → A)

Multihead
Cross-

Attention
(T → A)

Multihead
Cross-

Attention
(T → V)

Multihead
Cross-

Attention
(A → V)

Concat Concat Concat

Multihead Self-Attention Multihead Self-Attention Multihead Self-Attention

Concat

Flatten

MLP

Output Probs
(0/1/2/3)

Figure 4: Architecture of the three-modality fused
model. In cross-attention, X → Y denotes that the
Y modality encoding is used as the query and the X
modality encoding as the key and value.

d(y, i) is the distance between the classes y and i
which is defined as:

d(y, i) = |y − i| (2)

The OLL function is based on the principle of pe-
nalising a model for bad decisions instead of re-
warding good decisions. However, the OLL func-
tion is not suitable for imbalanced datasets. The
questions of the PHQ-8 questionnaire consist of
4 possible classes according to the frequency of
symptoms: 0, 1, 2, and 3. However, very few par-
ticipants give a score of 2 or 3 to a question as very
few patients feel a particular symptom so often.
This results in an imbalanced score distribution. To
consider this, we introduce weights w(y), which
gives a harsher punishment to a model when it
makes a wrong decision for a rarer ground truth
score. This is inspired by the use of weighted cross-
entropy loss in imbalanced classification tasks (Au-
relio et al., 2019). The weights are defined as:

w(y) =
nT

ny
(3)

Where nT is the total number of data points in
the training set, and ny is the number of data points
in the training set belonging to class y. Our novel
loss function, ImbOLL, is defined as follows:

LImbOLL−α,β = −
N∑

i=1

log(1− pi)d(y, i)
αw(y)β

(4)
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Model Modalities CCC(↑) RMSE(↓) MAE(↓)
Ray et al. (2019) Text, Audio, Video 0.67 4.73 4.02
Sun et al. (2022) Text, Audio, Video 0.583 - 4.37
Zhao and Wang (2022) Text, Audio, Video - 4.14 3.56
Yuan et al. (2024) Text, Audio, Video 0.676 4.91 3.98
Van Steijn et al. (2022) Text, Audio 0.62 6.06 -

Total Text, Audio, Video 0.618 4.99 4.03
QuestMF (MSE) Text, Audio, Video 0.620 5.31 4.16
QuestMF (OLL) Text, Audio, Video 0.656 5.17 3.89
QuestMF (ImbOLL) Text, Audio, Video 0.685 5.32 4.11

Table 1: Results of QuestMF trained with ImbOLL function compared with ablation frameworks and prior works.

where α and β are hyperparameters.

5 Experiments

In this section, we describe the experiments with
QuestMF and its ablation frameworks. We use the
following ablation frameworks:

Total: We train the models with the MSE loss
function to predict the total questionnaire score.
This framework consists of a single modality en-
coder for each modality and a single fused model.

QuestMF (MSE): We train the QuestMF frame-
work with the MSE loss function.

QuestMF (OLL): We train the QuestMF frame-
work with OLL function.

QuestMF (ImbOLL): We train the QuestMF
framework with ImbOLL function. This is our pro-
posed framework.

To evaluate the performance of the methods in
the depression severity prediction task, we use the
standard metrics used in prior works: Concordance
Correlation Coefficient (CCC), Root Mean Squared
Error (RMSE), and Mean Absolute Error (MAE).
CCC is defined as:

ρc =
2ρσxσy

σ2
x + σ2

y + (µx − µy)2
(5)

Where ρ is the Pearson correlation between vari-
ables x and y. σx and σy are the standard deviations
of variables x and y. µx and µy are the means of
variables x and y. We use CCC as the primary
metric because it is unbiased by changes in scale
and location (Lin, 1989). Psychologists use CCC
to assess the agreement between test scores from
different raters. It was also used as the evalua-
tion metric for the AVEC 2019 challenge. We also
report RMSE and MAE. A higher CCC score is de-
sirable to show that the predicted and actual outputs

correlate well. For RMSE and MAE, a lower value
is desired, as it shows a smaller difference between
the predicted and the actual output. More details
on the metrics are provided in Appendix B. For the
ImbOLL function, we empirically find the parame-
ters α = 1 and β = 0.5 to be the best. For the OLL
function, we find α = 1 to give the best results.
The detailed results of the experiments with hyper-
parameters of ImbOLL and OLL are presented in
Appendix D. To show the robustness of our model,
we run our experiments on three different seeds:
42, 100, and 1234. We are the first in this domain
to run experiments on multiple seeds. The training
strategy, checkpoint selection, and hyperparameter
details of the models are provided in Appendix E.

6 Results & Analysis

The results comparing our proposed QuestMF (Im-
bOLL) framework with its ablations and current
state-of-the-art methods are presented in Table 1.
Since the prior works only show their best results
on a single run, we also pick our best results on
CCC for a fair comparison. As we can see, our pro-
posed QuestMF (ImbOLL) framework matches the
performance of state-of-the-art models in CCC, the
primary metric used to evaluate depression severity
prediction tasks. In addition to comparable per-
formance, QuestMF framework provides question-
wise scores, improving interpretability over current
methods, thus allowing clinicians to design person-
alised interventions. We also show the robustness
of our frameworks over multiple runs, which is not
done by the previous works. The mean and stan-
dard deviation of the performance over 3 runs are
presented in Table 2. We observe that Total and
QuestMF (MSE) perform similarly. However, train-
ing with ordinal classification objective improves
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Model CCC(↑) RMSE(↓) MAE(↓)
Total 0.602± 0.015 5.10± 0.08 3.99± 0.05
QuestMF (MSE) 0.602± 0.024 5.36± 0.24 4.21± 0.12
QuestMF (OLL) 0.640± 0.018 5.14± 0.05 3.88± 0.01
QuestMF (ImbOLL) 0.662± 0.022 5.25± 0.08 3.95± 0.13

Table 2: Results of QuestMF (ImbOLL) framework over 3 different seed runs compared with ablation frameworks.

the performance, as we can see from the results
of QuestMF (OLL). This shows the effectiveness
of combining QuestMF with ordinal classification
training. Training with our novel ImbOLL func-
tion further improves the results on CCC. It is also
robust, with a standard deviation of 0.022.

Next, we present an ablation study to observe
the performance of single modality models, two-
modality fused models, and the three-modality
fused model with the different frameworks. We
present the results in Table 3. For all single modal-
ity models and two-modality fused models, we
observe that QuestMF (OLL) and QuestMF (Im-
bOLL) frameworks show better performance than
the other frameworks. All the frameworks except
QuestMF (ImbOLL) and QuestMF (OLL) show
the best performance with only text and video fu-
sion, while the performance drops when all three
modalities are fused. This shows that training with
an ordinal classification task gives a better opti-
misation objective. Moreover, we also see that
QuestMF (ImbOLL) and QuestMF (OLL) show the
best performance gains when adding more modali-
ties. Comparing the results of Text + Audio + Video
with the Text models, we observe that QuestMF
(ImbOLL) achieves an improvement of 0.047 (Text
+ Audio + Video (0.662) − Text (0.615)) on CCC
and QuestMF (OLL) achieves an improvement
of 0.048 (Text + Audio + Video (0.640) − Text
(0.592)). Among the regression methods, Total
achieves the best improvement when comparing
the results of Text + Audio + Video with the Text
models. However, it only achieves an improve-
ment of 0.011 (Text + Audio + Video (0.602) −
Text(0.591)). This further shows that the QuestMF
(ImbOLL) framework improves fusion. Appendix
F provides more detailed results for this ablation.

Finally, we analyse the importance of each
modality toward predicting the score for each ques-
tion in the framework. Since we lack fine-grained
labels in the test split, we use the validation set
CCC for each question in this analysis. A higher

Modalities Model CCC(↑)

T

Total 0.591
QuestMF(MSE) 0.593
QuestMF(OLL) 0.592
QuestMF(ImbOLL) 0.615

A

Total 0.212
QuestMF(MSE) 0.239
QuestMF(OLL) 0.264
QuestMF(ImbOLL) 0.273

V

Total −0.067
QuestMF(MSE) −0.075
QuestMF(OLL) -0.041
QuestMF (ImbOLL) −0.052

T+A

Total 0.607
QuestMF(MSE) 0.618
QuestMF(OLL) 0.628
QuestMF(ImbOLL) 0.643

T+V

Total 0.610
QuestMF(MSE) 0.627
QuestMF(OLL) 0.628
QuestMF(ImbOLL) 0.659

A+V

Total 0.058
QuestMF(MSE) 0.070
QuestMF(OLL) 0.139
QuestMF(ImbOLL) 0.159

T+A+V

Total 0.602
QuestMF(MSE) 0.602
QuestMF(OLL) 0.640
QuestMF(ImbOLL) 0.662

Table 3: Ablation results for using different combina-
tions of modalities with different frameworks. Here, T
refers to Text, A refers to Audio, and V refers to Video.
An addition between the modalities denotes using a fu-
sion of them. The CCC scores presented are the mean
over 3 different seed runs.

CCC shows greater importance. The CCC for each
question with different modality combinations is
shown in Figure 5. From them, we observe:
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Q1: No Interest
Q2: Depressed

Q3: Sleep
Q4: Tired

Q5: Appetite
Q6: Failure

Q7: Concentrating
Q8: Moving

Questions in PHQ-8
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Figure 5: Validation CCC for each question with different modality models. Here, T refers to Text, A refers to
Audio, and V refers to Video. An addition between the modalities denotes using a fusion of them. The video model
for question 8 gives the same scores to all data points. Thus, its CCC is not valid and is not shown in the graph.

Q1: Feeling no interest. Text modality gives the
best results. This may be because the content of the
conversation in the interview is the best indicator
to determine loss of interest in hobbies.

Q2: Feeling depressed. Text + Audio gives
the best results with very close results from Text +
Video and Text + Audio + Video. Audio cues like
flat speech and visual cues like sadness or blunted
facial expressions might help predict this score.
However, a fusion of all three struggles to train due
to a small number of training data.

Q3: Irregular sleep. Text + Video gives the
best results. Sleep disturbances are often directly
reported by individuals, which explains the con-
tribution of the text modality. The video modality
contributes since sleep issues can often be observed
from posture and general demeanour.

Q4: Feeling tired. Text + Audio + Video gives
the best results as tiredness is often visible in a
person’s face, body language, and way of speaking.

Q5: Irregular appetite. Text + Video gives the
best results. A person’s appetite can be determined
by directly asking them, so the text has the highest
importance here. The video also contributes as
physical appearance may influence the prediction.

Q6: Feeling like a failure. Text + Audio +
Video gives the best results. Acoustic cues like a
disappointed voice and visual cues like a saddened
face help in the prediction.

Q7: Trouble concentrating. Text + video gives
the best results. Visual cues like gaze can be an
important factor. Looking away and not making

eye contact may indicate concentration problems.
Q8: Irregularities in moving and speaking. In

this case, Text + Video gives the best results, with
Text + Audio + Video closely following. Move-
ment can be captured through the video, and irregu-
larities in a speech can be captured from transcripts
and audio recordings.

7 Conclusions & Future Work

In this work, we show that our Question-wise
Modality Fusion (QuestMF) framework trained
with Imbalanced Ordinal Log-Loss (ImbOLL) func-
tion improves the interpretability in depression
severity score prediction by predicting scores of
specific questions. This can help clinicians iden-
tify particular symptoms or symptom combinations,
enabling them to tailor their interventions to the in-
dividual’s specific needs. The QuestMF (ImbOLL)
framework also shows performance comparable
to current state-of-the-art models on the E-DAIC
dataset. We also show its robustness over differ-
ent seeds. Our framework can assist clinicians in
diagnosing and monitoring depression and reduce
the burden placed on patients in filling out self-
reported questionnaires. Additionally, we perform
an extensive analysis to understand the importance
of each modality for each question in the question-
naire. By releasing the code, we hope to enable
future research of this framework on other ques-
tionnaires for mental health assessment and on real
world longitudinal therapy data.
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Limitations

While the question-wise modality fusion frame-
work trained with ImbOLL function offers a solu-
tion to considering the variable contribution from
modalities based on questions and framing the prob-
lem as an ordinal classification task, the data used
for training and evaluation are not ideal. While
the E-DAIC dataset was released to improve mul-
timodal research in depression severity prediction,
the training split only contains 163 sessions. As a
result, the trained models are prone to overfitting
and high bias and are unlikely to perform well in
out-of-distribution data. The validation and test
splits also contain only 56 sessions each. As a
result, they are far from representing the general
population. Moreover, bigger and more diverse
datasets are unavailable due to privacy issues. Thus,
the QuestMF (ImbOLL) framework is only tested
on the E-DAIC dataset, which further constrains
testing the generalisability of the model. Thus, the
results and analysis obtained in this work need to be
verified with bigger and more diverse datasets in the
future. Also, the E-DAIC dataset only contains first
time interviews of participants with a virtual agent
similar to enrolling interviews for therapy and does
not contain real therapy session interviews. Real
world depression tracking also requires longitudi-
nal data, i.e., multiple therapy sessions with the
same participant and tracking changes in depres-
sion severity throughout their treatment. Since the
E-DAIC dataset does not contain such data, we
cannot test the effectiveness of our model in such
real world situations.

Another limitation is the language and culture
coverage. In this work, we only cover the English
language, and the dataset is collected in the US.
However, people use different languages to express
themselves, and people from different cultures ex-
press themselves differently, thus affecting therapy.
However, QuestMF (ImbOLL) could not be devel-
oped and tested for such generalisation due to the
lack of suitable datasets.

Our focus in this work is to present a more intu-
itive methodology that considers the variable con-
tribution from modalities according to the question
in a questionnaire, frames the task in its true nature
of ordinal classification task, gives question-wise
scores that can help clinicians design more person-
alised interventions and analyse the results to un-
derstand the contribution of each modality towards
the score of each question.

Ethical Considerations

While this work is focused on presenting a method-
ology and analysis for automatic depression de-
tection, the methods need to be trained on larger
datasets to ensure the method’s generalisation ca-
pabilities. The method should also be assessed
for generalisability through clinical trials. Deploy-
ing these methods without proper training and as-
sessment through clinical trials could lead to in-
troducing harmful biases in real world situation.
Therefore, the framework trained with the E-DAIC
dataset may not be used in clinical practice. It re-
quires a broader evaluation and clinical validation
before being used in real-world clinical settings.
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A PHQ-8 Questionnaire

In this section, we provide more details regarding
the PHQ-8 questionnaire. The PHQ-8 question-
naire consists of the following questions:

• Question 1: Little interest or pleasure in do-
ing things.

• Question 2: Feeling down, depressed, irrita-
ble or hopeless.

• Question 3: Trouble falling or staying asleep,
or sleeping too much.

• Question 4: Feeling tired or having little en-
ergy.

• Question 5: Poor appetite or overeating.

• Question 6: Feeling bad about yourself – or
that you are a failure or have let yourself or
your family down.

• Question 7: Trouble concentrating on things,
such as school work, reading or watching tele-
vision.

• Question 8: Moving or speaking so slowly
that other people could have noticed? Or the
opposite – being so fidgety or restless that
you have been moving around a lot more than
usual.

These questions are scored from 0 to 3 based
on how frequently the patients encounter them in
the last two weeks. The scoring is based on the
following:

• Score 0: Not at all

• Score 1: Several Days

• Score 2: More than Half Days

• Score 3: Nearly Everyday

The total score from all the questions is used to
determine the depression severity of a patient. A
higher score denotes higher depression severity.

B Evaluation Metrics

We use three different evaluation metrics for evalu-
ation in this paper, which are elaborated below:

• Concordance Correlation Coefficient
(CCC): CCC is a correlation based metric. It
varies from −1 to 1. A CCC of −1 between
predicted values and actual values means
the two variables are opposite. A CCC of 1
means they are identical, and 0 means they
are not correlated. Thus, a higher CCC is
desirable. CCC is defined as follows:

ρc =
2ρσxσy

σ2
x + σ2

y + (µx − µy)2
(6)

where ρ is the pearson correlation between
variables x and y. σx and σy are the standard
deviations of variables x and y. µx and µy are
the means of variables x and y.

• Root Mean Squared Error (RMSE): RMSE
is a standard metric used in regression prob-
lems. It varies from 0 to∞. A lower RMSE
is desirable. It is defined as follows:

RMSE =

√√√√ 1

N

N∑

i=1

∥y(i)− x(i)∥2 (7)

• Mean Absolute Error (MAE): Mean Ab-
solute error is another standard metric used
in the evaluation of regression problems. It
varies from 0 to∞. It is defined as follows:

MAE =
1

N

N∑

i=1

∥y(i)− x(i)∥ (8)

C OpenSmile Low-level Features

Here, we provide more details about the low-level
features extracted by OpenSmile, which are used
in our experiments.

C.1 Frequency related parameters
Pitch: Logarithmic F0 on a semitone frequency
scale, starting at 27.5 Hz. A semitone is the small-
est music interval and is considered the most disso-
nant when sounded harmonically.

Jitter: Jitter measures the cycle-to-cycle varia-
tions of the fundamental frequency. It is a measure
of frequency variability compared to the person’s
fundamental frequency.

Formant 1, 2, and 3 frequency: Centre fre-
quency of first, second, and third formant. For-
mants are distinctive frequency components of the
acoustic signal produced by speech. They are used
to identify vowels.
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Formant 1 Bandwidth: Bandwidth of the first
formant. The formant bandwidth affects the identi-
fication of vowels in competition with other vowels.

C.2 Energy/Amplitude related parameters

Shimmer: Shimmer measures the cycle-to-cycle
variations of fundamental amplitude. The shimmer
changes with the reduction of glottal resistance and
mass lesions on the vocal cords and is correlated
with the presence of noise emission and breathi-
ness.

Loudness: an estimate of perceived signal inten-
sity from an auditory spectrum.

Harmonics-to-noise ratio: Relation of energy
in harmonic components to energy in noise-like
components. HNR quantifies the relative amount
of additive noise.

C.3 Spectral Parameters

Alpha Ratio: Ratio of the summed energy from
50-1000 Hz and 1-5 kHz.

Hammarberg Index: Ratio of the strongest en-
ergy peak in the 0-2 kHz region to the strongest
peak in the 2–5 kHz region.

Spectral Slope 0-500 Hz and 500-1500 Hz: Lin-
ear regression slope of the logarithmic power spec-
trum within the two given bands.

Formant 1, 2, and 3 relative energy: The ratio
of the energy of the spectral harmonic peak at the
first, second, and third formant’s centre frequency
to the energy of the spectral peak at F0.

MFCC 1-4: Mel-Frequency Cepstral Coeffi-
cients 1-4.

Spectral flux: Difference of the spectra of two
consecutive frames.

D ImbOLL and OLL parameters

Here, we show the experiments conducted to de-
termine the optimal values for α and β for our
ImbOLL function presented in equation 4. We ex-
periment with α ∈ {1, 1.5, 2} and β ∈ {0.5, 1}.
The results are shown in Table 4.

From Table 4, we see that α = 1 gives the best re-
sults. Both β = 0.5 and β = 1 give similar results
on mean performance. However, β = 0.5 gives
a lower standard deviation. Thus, we choose the
value of α = 1 and β = 0.5 for training QuestMF.

We also experiment with the hyperparameters
of the OLL function presented in equation 1. We
experiment with α ∈ {1, 1.5, 2}, and the results
are presented in Table 5. From the table, we see

α β Validation CCC(↑)

1
0.5 0.654± 0.014
1 0.653± 0.022

1.5
0.5 0.639± 0.026
1 0.516± 0.024

2
0.5 0.610± 0.038
1 0.422± 0.024

Table 4: ImbOLL experiments

α Validation CCC(↑)
1 0.659± 0.024
1.5 0.655± 0.012
2 0.645± 0.014

Table 5: OLL experiments

that α = 1 and α = 1.5 give good results. While
α = 1 gives slightly better mean performance,
α = 1.5 gives a lower standard deviation. So, we
train QuestMF with both α = 1 and α = 1.5. The
results are presented in Appendix F. From that, we
observe that OLL with α = 1 gives the best result
on the three-modality fused model. Thus, only this
result is presented in Section 6.

E Hyperparameter Details and Training
Setup

This section presents the hyperparameters used in
the single modality and fused two-modality and
three-modality models. We use a maximum of 120
participant dialogue turns for all our experiments.

Single Modality Encoder Models: For the sin-
gle modality models, we first experiment to find
the best Bi-LSTM output dimensions. We exper-
iment with hidden dimensions of d ∈ 30, 50, 100.
Due to the computational expenses, we only ex-
perimented with the text encoder model and ex-
tended the same output dimensions to audio and
video encoder models. The results of this exper-
iment are presented in Table 6 for the QuestMF
framework trained with the ImbOLL function. The
results of QuestMF framework trained with OLL
with α = 1 are presented in Table 7 and with OLL
with α = 1.5 are shown in Table 8. The results
of QuestMF framework trained with the MSE loss
function are presented in Table 9 and results of the
Total framework are presented in Table 10. The
tables show that a Bi-LSTM hidden dimension of
50 works best for all frameworks. For the multi-
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Output Dimension Validation CCC(↑)
30 0.639± 0.027
50 0.654± 0.014
100 0.647± 0.004

Table 6: Results of experiments with LSTM output di-
mension for QuestMF Framework trained with ImbOLL
function

Output Dimension Validation CCC(↑)
30 0.622± 0.047
50 0.659± 0.024
100 0.639± 0.038

Table 7: Results of experiments with LSTM output
dimension for QuestMF Framework trained with OLL
function with α = 1

head attention layer, we use 4 attention heads and
a dropout of 0.5 for the text encoder model for all
frameworks. For the audio and video encoder mod-
els, we use two multihead attention layers with 4
attention heads and a dropout of 0.2 in all frame-
works. The MLP in all single modality encoder
models and frameworks consists of two linear lay-
ers with a hidden dimension of 256, and the ReLU
activation function connects the linear layers. A
dropout of 0.2 is applied before each linear layer.

For the training of the single modality encoders,
we use a learning rate of 5 × 10−4 with AdamW
optimiser and a batch size of 10 for all modali-
ties. During training, we freeze the turn encoders
and only train the Bi-LSTM layer, attention layer,
and MLP. Since the text models fit faster, we train
them for 20 epochs. Meanwhile, we train the audio
and video models for 50 epochs. We select the
model checkpoint with the lowest validation loss
for further modality fusion training. To evaluate
the models on the depression severity score predic-
tion task, we select the checkpoint with the best
validation CCC.

Two-Modality Fused Models: We follow the
architecture shown in Figure 3 for the fusion of two
modalities. We use 4 heads and a dropout of 0.8 for
multihead cross-attention and self-attention layers.
We use the very high dropout to reduce overfitting
due to the small size of the training dataset. The
MLP consists of two linear layers with a hidden
dimension of 256. The linear layers are connected
through the ReLU activation function. We apply
a dropout of 0.8 before the first linear layer and a
dropout of 0.5 before the last linear layer. We use a

Output Dimension Validation CCC(↑)
30 0.609± 0.028
50 0.655± 0.012
100 0.616± 0.015

Table 8: Results of experiments with LSTM output
dimension for QuestMF Framework trained with OLL
function with α = 1.5

Output Dimension Validation CCC(↑)
30 0.554± 0.022
50 0.632± 0.024
100 0.602± 0.008

Table 9: Results of experiments with LSTM output
dimension for QuestMF Framework trained with MSE
loss function

Output Dimension Validation CCC(↑)
30 0.588± 0.015
50 0.614± 0.010
100 0.610± 0.012

Table 10: Results of experiments with LSTM output
dimension for Total Framework

smaller dropout before the last linear layer to avoid
underfitting.

For the training of a two-modality fusion en-
coder, we use a learning rate of 5 × 10−4 with
AdamW optimiser and a batch size of 10. If the
text modality is involved in the two-modality fu-
sion model, we freeze the weights from the text
encoder model while we train the weights in the
audio or video encoder models during the fusion.
This is because the text model fits the data quickly,
so training the weights of the other model with
the frozen text model helps information alignment
across the modalities and improves their encodings.
Another reason is that training the parameters of
all single modality encoder models with the small
training set would increase the chances of overfit-
ting. In addition to this, we train the cross-attention
layers and self-attention layers used for fusion and
the MLP. We train the models for 20 epochs. We
select the model checkpoint with the best validation
CCC.

Three-Modality Fused Models: We follow the
architecture shown in Figure 4 for the fusion of
three modalities. We use 4 heads and a dropout of
0.8 in multihead cross-attention and self-attention
layers. We use an MLP of two linear layers with
a hidden dimension of 256. The linear layers are
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connected through the ReLU activation function.
We apply a dropout of 0.8 before the first linear
layer and a dropout of 0.5 before the last linear
layer.

For the training of the three-modality fused
model, we use a learning rate of 5 × 10−4 with
AdamW optimiser and a batch size of 10. While
training three-modality fused models, we freeze the
weights from the text model and train the weights
of the audio and video models along with the cross-
attention and self-attention layers used for fusion,
and the MLP. We train the fusion for 20 epochs. We
select the model checkpoint with the best validation
CCC.

F Ablation Details

Here, we show more detailed results of our ablation
study to observe the performance of single modal-
ity models, two-modality fused models, and the
three-modality fused model with the frameworks.
Here, we show the RMSE and MAE along with
CCC results. We also show the standard deviation
along with the mean for the three different seed
runs. For QuestMF (OLL), we have two different
frameworks here:

QuestMF (OLL-1): We train the QuestMF
framework with OLL function with α = 1.

QuestMF (OLL-1.5): We train the QuestMF
framework with OLL function with α = 1.5.

We present the results in Table 11.
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Modalities Framework CCC(↑) RMSE(↓) MAE(↓)

Text

Total 0.591± 0.031 5.51± 0.38 4.37± 0.30
QuestMF (MSE) 0.593± 0.020 5.52± 0.09 4.33± 0.06
QuestMF (OLL-1) 0.592± 0.025 5.77± 0.31 4.53± 0.22
QuestMF (OLL-1.5) 0.616± 0.019 5.22± 0.07 4.02± 0.07
QuestMF (ImbOLL) 0.615± 0.031 5.71± 0.25 4.36± 0.26

Audio

Total 0.212± 0.017 6.41± 0.15 5.27± 0.09
QuestMF (MSE) 0.239± 0.012 6.35± 0.09 5.14± 0.03
QuestMF (OLL-1) 0.264± 0.008 6.96± 0.46 5.42± 0.20
QuestMF (OLL-1.5) 0.256± 0.023 6.90± 0.21 5.36± 0.14
QuestMF (ImbOLL) 0.273± 0.021 6.67± 0.11 5.32± 0.05

Video

Total −0.067± 0.009 8.21± 0.07 6.63± 0.04
QuestMF (MSE) −0.075± 0.007 7.97± 0.05 6.46± 0.04
QuestMF (OLL-1) -0.041± 0.015 7.91± 0.20 6.44± 0.18
QuestMF (OLL-1.5) −0.044± 0.026 7.79± 0.19 6.33± 0.16
QuestMF (ImbOLL) −0.052± 0.028 7.89± 0.12 6.44± 0.11

Text + Audio

Total 0.607± 0.020 5.27± 0.28 4.12± 0.23
QuestMF (MSE) 0.618± 0.017 5.61± 0.31 4.42± 0.18
QuestMF (OLL-1) 0.628± 0.013 5.44± 0.04 4.17± 0.04
QuestMF (OLL-1.5) 0.622± 0.004 5.53± 0.07 4.27± 0.06
QuestMF (ImbOLL) 0.643± 0.024 5.48± 0.27 4.21± 0.14

Text + Video

Total 0.610± 0.008 5.13± 0.19 4.02± 0.17
QuestMF (MSE) 0.627± 0.021 5.19± 0.16 3.99± 0.05
QuestMF (OLL-1) 0.628± 0.006 5.34± 0.07 4.04± 0.20
QuestMF (OLL-1.5) 0.630± 0.039 5.23± 0.31 4.05± 0.30
QuestMF (ImbOLL) 0.659± 0.018 5.22± 0.09 3.92± 0.08

Audio + Video

Total 0.058± 0.030 7.35± 0.10 5.86± 0.11
QuestMF (MSE) 0.070± 0.011 7.35± 0.21 5.81± 0.16
QuestMF (OLL-1) 0.139± 0.016 7.07± 0.11 5.69± 0.08
QuestMF (OLL-1.5) 0.080± 0.047 7.42± 0.19 6.02± 0.20
QuestMF (ImbOLL) 0.159± 0.039 7.03± 0.18 5.67± 0.25

Text + Audio + Video

Total 0.602± 0.015 5.10± 0.08 3.99± 0.05
QuestMF (MSE) 0.602± 0.025 5.36± 0.24 4.21± 0.12
QuestMF (OLL-1) 0.640± 0.018 5.14± 0.05 3.88± 0.01
QuestMF (OLL-1.5) 0.599± 0.023 5.30± 0.22 4.06± 0.25
QuestMF (ImbOLL) 0.662± 0.022 5.25± 0.08 3.95± 0.13

Table 11: Ablation results for using different combinations of modalities with different frameworks. The CCC,
RMSE and MAE scores presented are the mean and standard deviation over 3 different seed runs.
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Abstract
Recent work has suggested detection of cogni-
tive distortions as an impactful task for NLP
in the clinical space, but the connection be-
tween language-detected distortions and vali-
dated mental health outcomes has been elusive.
In this work, we evaluate the co-occurrence of
(a) 10 distortions derived from language-based
detectors trained over two common distortion
datasets with (b) 12 mental health outcomes
contained within two new language-to-mental-
health datasets: DS4UD and iHiTOP. We find
higher rates of distortions for those with greater
mental health condition severity (ranging from
r = 0.16 for thought disorders to r = 0.46 for
depressed mood), and that the specific distor-
tions of should statements and fortune telling
were associated with a depressed mood and
being emotionally drained, respectively. This
suggested that language-based assessments of
cognitive distortion could play a significant role
in detection and monitoring of mental health
conditions.

1 Introduction

Cognitive distortions–systematic thinking pat-
terns that cause inaccurate perceptions of reality–
contribute to maintaining or worsening mental
health conditions, such as depression and anxiety
(Beck, 1963). The practice of recognizing one’s
own cognitive distortions is a core component of
cognitive behavioral therapy (CBT), one of the
most effective non-medicinal therapies for depres-
sion (Hofmann et al., 2012). Recent advances in
natural language processing (NLP) have opened
new avenues for automatically detecting distortions
as well as generating text to reframe the distortions
(de Toledo Rodriguez et al., 2021; Lim et al., 2024),
potentially extending accessibility to therapeutic
practices like CBT. Reliable detection of cognitive
distortions in text holds promise for scalable men-
tal health assessments to increase their efficacy and
adds a layer of explainability. However, a key step

Cognitive 
Distortion 

Models
train

Existing NLP 
Cognitive Distortion 

Datasets

Language 

Participant Mental health outcomes 
(self-report or expert-report)

% Cognitive 
distortions

?

Figure 1: We train distortion detection models on exist-
ing cognitive distortion datasets, apply them to iden-
tify cognitive distortions in language, and evaluate
their relationship with HiTOP (Kotov et al., 2022) and
DS4UD (Nilsson et al., 2024) mental health outcomes
over two new datasets.

in this vision is to validate that language-detected
distortions do in fact have associations with vali-
dated mental health outcomes.

This study seeks to empirically evaluate whether
language-detected distortions do in fact show con-
nections to expected mental health outcomes over
both clinical interviews as well as standard self-
report assessments. Our paper highlights two
key findings: (1) our analyses validate the co-
occurrence of cognitive distortions with mental
health conditions, demonstrating that higher rates
of distorted thinking patterns generally correspond
to greater severity of mental health symptoms; (2)
we identify specific distortion types that exhibit
stronger correlations with certain mental health in-
dicators, suggesting they may be useful language
markers of particular health indicators. We also
identify where better detection performance and
connections to mental health outcomes could be
stronger, motivating directions for future work.

The established links between distortions and
mental health conditions have motivated language
analysis on social networks for early detection of
depression markers of depression in social me-
dia posts (Ophir et al., 2017; Bathina et al., 2021;
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A. Rutter et al., 2025). Our study underscores that
NLP models of cognitive distortions effectively
align language with actual mental health condi-
tions, and contributes to real-world monitoring or
intervention strategies through advanced detection
capabilities.

2 Background

Cognitive distortions are systematic patterns of bi-
ased thinking and false self-beliefs that can lead
to negative moods and behaviors, playing a role
mental health conditions like depression (Beck,
1963). Therapies like cognitive behavioral therapy
(CBT) involve the practice of identifying and re-
framing distortions to support individuals in adopt-
ing healthier thinking patterns (Rupke et al., 2006).
There is strong evidence that this form of ther-
apy is effective for managing conditions like anxi-
ety and depression (Hofmann et al., 2012). Since
the COVID-19 pandemic, therapy has increasingly
transitioned into the telehealth space (Leroy et al.,
2025), highlighting a need for automated detection
tools in conversations which would allow thera-
pists in recognizing distorted thinking within the
vast amount of information they process during a
therapy session. This shift has encouraged the ex-
ploration of various ways in which agents within
telehealth sessions can assist therapists in recog-
nizing patterns, creating opportunities for the ap-
plication of distortion detection tools. Tools such
as this can enable timely interventions, helping
patients recognize and work through cognitive dis-
tortions. Additionally, distortion detection tools
can be integrated into developing assistive agents
for therapy homework after CBT, bringing a more
patient-facing support by flagging cognitive distor-
tions and prompting the need for reappraisal (Stade
et al., 2024).

As distortion reframing occurs through lan-
guage, recent research has explored NLP-based ap-
proaches for cognitive distortion detection, refram-
ing, and positive reformulation. Various efforts
have been dedicated toward cognitive distortion de-
tection and classification models (Shreevastava and
Foltz, 2021; Chen et al., 2023; Lim et al., 2024).
Datasets of situations, thoughts, and reframes have
been created to train generative models (Sharma
et al., 2023; Maddela et al., 2023). This research
has focused on models that perform positive refor-
mulation of distorted thoughts to more constructive
ones (de Toledo Rodriguez et al., 2021), by adopt-

ing, for instance, strategies from positive psychol-
ogy (Ziems et al., 2022). Others have also aimed
to build chat systems that guide users through cog-
nitive restructuring (Sharma et al., 2024). These
studies highlight the potential of NLP-driven inter-
ventions in fostering cognitive shifts and improving
mental health, yet there is limited work into how
automatically detected distortions correspond to
existing mental health conditions.

3 Data

3.1 Mental Health Outcomes Datasets

iHiTOP The iHiTOP dataset contains tran-
scribed clinical interviews with psychiatric outpa-
tients, aligned with the HiTOP taxonomy—a mod-
ern mental health taxonomy mappable to DSM-
V (Kotov et al., 2022; Regier et al., 2009). These
semi-structured interviews, lasting 45-90 min-
utes, were diarized and transcribed using NVIDIA
NeMo and openai/whisper-large-v2.1 We use the

Dataset Num partic-
ipants

Num
messages

Num
spans

Mental Hea
-lth Outcomes Report

iHiTOP 536 536 568989 Internalizing
Mania

Anankastia
Thought disorder

Detachment
Disinhibition
Antagonism

Expert

DS4UD 587 32773 58103 Depressed Mood
Daily Stress
Daily Drain

Wave Anxiety
Wave Depression

Self

Table 1: Descriptions of Mental Health datasets.

transcribed text of the interviewee in our analysis.
The dataset includes patient scores across

seven “spectra”: internalizing, mania, anankastia,
thought disorder, detachment, disinhibition, and
antagonism. After filtering segments shorter than
4 words, the average segment length was 12 words,
with interviews averaging 8,217 words per patient.

DS4UD The Data Science for Unhealthy Drink-
ing Study (DS4UD) dataset (Nilsson et al., 2024)
comprises mental health assessments and language
data collected from U.S. service industry workers
over two years. We focus on daily diary language
from Ecological Momentary Assessments (EMAs).
Participants provided three daily EMA responses
across six 14-day waves, responding to: "Please
describe in 2 to 3 sentences how you are currently

1‘iHiTOP’ is also the name of the instrument used to assess
HiTOP mental health scores. This is the first dataset to use it
so it is named the same.
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feeling." With responses averaging 50 words (aver-
age 11 words per sentence), each participant could
contribute up to 252 responses. The dataset in-
cludes daily metrics (affect, stress, alcohol con-
sumption, and cravings) and WAVE measurements
of anxiety and depression.

3.2 Cognitive Distortions Training Data
Patient Queries dataset (PQ) Shreevastava and
Foltz (2021) contains patient queries to therapists,
which include questions, concerns, descriptions of
circumstances, and symptoms, among other top-
ics. Each example is labeled with 1-2 dominant
cognitive distortions, from 10 common types – All-
or-Nothing Thinking, Overgeneralizing, Labeling,
Fortune Telling, Mind Reading, Emotional Reason-
ing, Should Statements, Personalization, Mental
Filter, and Magnification. There are 1597 instances
of distorted spans (average length: 36 words) an-
notated with one of the ten types, from a total of
2530 messages (average length: 166 words).

Thinking Traps dataset (TT) Sharma et al.
(2023) covers a set of 13 cognitive distortions: All-
or-Nothing Thinking, Overgeneralizing, Labeling,
Fortune Telling, Mind Reading, Emotional Reason-
ing, Should Statements, Personalization, Disquali-
fying the Positive (Mental Filter), Catastrophizing
(Magnification), Comparing and Despairing, Blam-
ing, Negative Feeling or Emotion. We drop the
classes Blaming, Comparing and Negative Emotion
due to the lack of enough examples in the dataset,
and to maintain the same set of distortions in both
the datasets. Our final dataset contains 1011 spans
(average length: 21 words) that describe a situation
and lead to a distorted thought leading from the
situation.

4 Methods

We develop models to detect cognitive distortions
in text as a means to study their relationship with
mental health outcomes. Following established
approaches in mental health NLP (Ganesan et al.,
2021), we utilize transformer-based language mod-
els (LMs) and their contextual embeddings rather
than pursuing incremental architectural improve-
ments. These models enable us to quantify distor-
tion rates per participant and examine their associa-
tions with mental health measures, addressing our
primary research question.

Task 1: Distortion Detection This binary clas-
sification task assessed the models’ ability to dis-

tinguish between messages containing cognitive
distortions and those without. The objective was to
make a fundamental present/absent determination
for distorted thinking patterns.

Detection Classification

Model F1 AUC F1 AUC

TT .597 .813 .276 .755
PQ (span) .823 .917 .369 .876
PQ (full) .693 .766 - -
TT + PQ (span) .833 .921 .366 .847

Table 2: Cross-validation metrics for distortion detec-
tion and 11-way classification models. Note that PQ
(full) contains full passages and could contain many
distortions, so it wasn’t used for the classification task.

Model F1 AUC

All-or-Nothing Thinking .506 .768
Overgeneralizing .581 .735
Labeling .607 .853
Fortune Telling .612 .878
Mind Reading .675 .871
Emotional Reasoning .525 .753
Should Statements .696 .874
Personalization .554 .797
Mental Filter .526 .783
Catastrophizing .522 .706

Table 3: Cross-validation metrics for one-vs-rest dis-
tortion classification models. We pick the models with
F1 > 0.6 (bolded) for validation on the mental health
datasets.

Task 2: Distortion Classification We formulate
this in two ways: a multi-class task (Table 2) and a
one-vs-rest task (Table 3). The multi-class classifi-
cation task required models to categorize messages
according to specific distortion types identified in
the training data. Notably, we included "No Distor-
tion" as a distinct category by augmenting with sen-
tences from the PQ dataset that were not annotated
with a distortion, representing the absence of any
recognized cognitive distortion patterns. This ap-
proach allowed for a more nuanced analysis of dis-
tinct cognitive distortion types in relation to mental
health outcomes. Further, one-vs-rest task was used
to build distortion type-specific classifiers with pos-
itive class being a distortion type and the rest of the
examples from all the other classes (including No
Distortion).

We report the F1 and AUC scores for comparing
the performance of the models 2.

2F1 is a metric that is calculated as the harmonic mean
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Model iHiTOP DS4UD

EMA Wave

Interna-
lizing Mania Anank-

astia
Thought
Disorder

Detach-
ment

Disihi-
bition

Antago-
nism

Distort
Rate (%)

Depressed
Mood

Emotionally
Drained

Nervous
Stress Anxiety Depression Distort

Rate (%)

TT + PQ 0.24 0.18 0.16 0.16 0.11 0.29 0.19 9.78 0.42 0.29 0.17 0.30 0.27 8.47
PQ 0.34 0.21 0.22 0.16 0.24 0.35 0.21 11.36 0.46 0.29 0.25 0.32 0.28 15.03

Table 4: Between-user correlations (Pearson r) between overall percentage of distortions and mental health
assessment scores in the iHiTOP and DS4UD dataset. Bold indicates statistically significant (p-values < 0.05).
Correlations between a behavior (distortion mention) and psychological variables have a modal correlation between
0.1 to 0.4 and those above are considered very large (Roberts et al., 2007).

4.1 Modeling

We implemented two distinct approaches for fine-
tuning encoder models:

Span-only (span) In this approach, we utilized
only the text spans explicitly annotated as cognitive
distortions. These spans were processed through
a RoBERTa-base model, from which we derived
averaged embeddings to train task-specific linear
classifiers. This methodology was employed for
both the therapist QA dataset and the thinking traps
corpus (the latter consisting exclusively of short,
distortion-containing sentences).

Full message (full) We expanded the input to en-
compass the complete message context from which
the distortion spans were originally annotated in
the therapist QA dataset. The processing pipeline
remained consistent with the span-only approach,
utilizing the same model architecture and classifi-
cation framework. Both approaches leveraged the
DistilRoBERTa-base architecture as our founda-
tion, with subsequent linear classification layers
optimized for each specific task.

We trained and validated our models on stratified
train-test splits of the distortion-labeled datasets.
We selected the PQ (span) and TT + PQ (span) to
apply to our mental health outcomes data as they
were the top performers by F1 score (Table 2) for
detection. Some of the one-vs-rest models perform
better than the others (Table 3, this could be at-
tributed to PQ dataset: it has 73% examples with
more than one distortion type annotated, the mod-
els might not pick up on the signals for certain
types effectively. We select four one-vs-rest classi-
fication models for distortion classification due to
their superior performance compared to the other
models.

of precision and recall for a class. AUC is short for AUC-
ROC, which stands for Area under the Receiving Operating
Characteristic curve, a measure of binary classification models’
ability to distinguish two classes.

4.2 Predictions on Mental Health Outcomes
Dataset

We applied our trained detection and classification
models to the DS4UD and iHiTOP texts to quantify
the presence of distortions within users’ language
to analyze in relation to their mental health scores.
We then compute the percentage of sentences that
contain a detected distortion. For each of the dis-
tortion classes, we likewise compute the percent of
sentences where the distortion was detected.

5 Results

We examine correlations between detected cog-
nitive distortions and mental health outcomes at
two levels: between users (in both DS4UD and
iHiTOP datasets) and within users over time (in
DS4UD). Using Pearson’s r, we analyze how dis-
tortion rates correlate with mental health indicators
across users, as well as how individual-level fluctu-
ations in distortion rates relate to changes in mental
health states.

Finding: Cognitive distortions detected in lan-
guage are linked to mental health outcomes.
The results of the between-user correlation analy-
sis are shown in Table 4. Overall, rates of detected
distortions are positively correlated with the mental
health outcome scores, reflecting increased sever-
ity of mental health conditions as associated with
elevated patterns of distorted thinking.

In the iHiTOP dataset, the overall rate of de-
tected distortions by the PQ model correlates sig-
nificantly positively with the spectra. Significant
correlations were observed between all indicators
and the rate of distortions detected by the PQ model.

In the DS4UD data, both models identified dis-
tortions at rates that correlate significantly with lev-
els of user depression, being emotionally drained,
and having nervous stress in the EMAs, and anx-
iety and depression scores measured by WAVE.
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Model DS4UD
EMA Wave

Depressed
Mood

Emot
Drained

Nervous
Stress Anx Dep

Should Statements 0.32 0.12 0.04 0.10 0.18
Fortune Telling 0.09 0.16 0.09 0.12 0.13
Mind Reading -0.07 -0.04 -0.03 -0.06 -0.07
Labeling 0.26 -0.07 -0.10 -0.10 -0.05

Table 5: Between-user correlations (Pearson r) be-
tween overall percentage of distortions and mental
health assessment scores in the DS4UD dataset. Bold
indicates statistically significant (p-values < 0.05).

Distortion Type Depressed Emotionally
Drained Nervous Stress

TT + PQ 0.12 0.12 0.13
PQ 0.25 0.13 0.16

Should Statements -0.02 0.03 0.00
Fortune Telling 0.14 0.08 0.07
Mind Reading 0.00 0.03 0.00
Labeling -0.23 0.05 0.00

Table 6: Within user correlations (mean of Pearson
r across users) of the overall percentage of distortions
with Psychological State Indicators aligned in time. A
higher value means that as the distortion increases so
too does the reported condition severity where as a neg-
ative correlation indicates the severity decreases as the
condition increases.

Considering specific classes of distortions, weak
but significant positive correlations were observed
between the presence of should statements with
depressed and emotionally drained states from the
EMAs, and depression from WAVE, and likewise
for fortune telling except which does not have a sig-
nificant relationship with the depressed EMA state.
The difference in the rates of various types of distor-
tions has also been observed in other studies with
respect to emotional stress, depressive symptoms
and anxiety (Jha et al., 2022; Wang et al., 2025),
which could indicate distinct thinking patterns for
specific mental health conditions. However, the low
degree of associations observed should not neces-
sarily mean that some of the cognitive distortion
types could be disregarded.

The within-person analysis for DS4UD dataset
is discussed in Table 6. Significance is not re-
ported for this analysis since it captures the average
Pearson correlations across a user timeline, and
the maximum number of user EMAs is 252 (See
§3.1). However, we still observe positive r val-
ues for the EMA-level outcomes, which indicates
that increase in cognitive distortions expressed in

language is weakly positively correlated to worsen-
ing mental health scores, even at a user-level. We
note that we have a small number of repeated mea-
sures for these users (six), which limits the scope
of observing within-person patterns in the WAVE
outcomes. Future research can explore these re-
lationships with more longitudinal data to assess
whether models would detect within-user fluctua-
tions in mental health states and thinking patterns.

6 Conclusion

We evaluated the link between distortion models
and mental health outcomes for the authors of
the language across two language-to-mental-health
datasets: DS4UD and iHiTOP. We found automati-
cally detected distortions in language correlated in
general with higher anxiety and depression-related
outcomes. In particular, we found that should state-
ments and fortune telling associated with depressed
states. Other types of distortions were not as easy to
detect, suggesting further development may unlock
additional benefits of NLP-based distortion detec-
tors. Our findings establish language-based distor-
tion detection as a promising tool for mental health
professionals, offering empirically-validated sup-
port for identifying and addressing cognitive dis-
tortions in clinical settings. Our work contributes
to advancing methods for early detection of mental
health conditions like depression that can be inte-
grated in real-world monitoring and intervention
strategies.

Limitations

Our study faces methodological and data con-
straints that warrant consideration. The classifi-
cation models show variable performance across
different types of cognitive distortions, with some
categories like mind reading and personalization
showing particularly weak correlations with men-
tal health outcomes. We also drop three classes
of cognitive distortions from TT in our analyses
for ease of combining the datasets. This suggests
room for improvement in capturing more nuanced
forms of distorted thinking and exploring more
complex frameworks. We have limited our analysis
to two datasets that could have potential sampling
biases. We limit the analysis to English-language.
Further, our computational approach faces several
challenges. The reliance on automated detection
methods may miss contextual nuances that human
clinicians typically observe. These methods should
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be used as an assistance rather than a replacement
for human clinicians.

Ethics Statement

As NLP continues to advance in enhancing human-
centered applications such as improving mental
health assessments, striking a balance between re-
specting human privacy and promoting open data
sharing becomes increasingly important. In this
case, the data was shared with consent solely for
academic research and was anonymized. Open
sharing would breach the trust with participants
and violate agreements with ethical review boards.
Ideally, all data should be released while maintain-
ing privacy, however, the limited availability of
data underscores the need for those with access to
share their work openly within established ethical
guidelines, such as the training datasets used in this
work.
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A Within-person Analysis

Significance is not reported for this analysis since
it captures the average Pearson correlations across
a user timeline, and the maximum number of user
EMAs is 252 (See §3.1). However, we still ob-
serve positive r values for the EMA-level outcomes,
which indicates that increase in cognitive distor-
tions expressed in language is weakly positively
correlated to worsening mental health scores, even
at a user-level. We note that we have a small
number of repeated measures for these users (six),
which limits the scope of observing within-person
patterns in the WAVE outcomes. Future research
can explore these relationships with more longitu-
dinal data to assess whether models would detect
within-user fluctuations in mental health states and
thinking patterns.
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Abstract

Computational mental health research develops
models to predict and understand psychologi-
cal phenomena, but often relies on inappropri-
ate measures of psychopathology constructs,
undermining validity. We identify three key
issues: (1) reliance on unvalidated measures
(e.g., self-declared diagnosis) over validated
ones (e.g., diagnosis by clinician); (2) treating
mental health constructs as categorical rather
than dimensional; and (3) focusing on disorder-
specific constructs instead of transdiagnostic
ones. We outline the benefits of using validated,
dimensional, and transdiagnostic measures and
offer practical recommendations for practition-
ers. Using valid measures that reflect the nature
and structure of psychopathology is essential
for computational mental health research.

1 Introduction

In computational mental health research, signif-
icant effort is invested in designing models to
predict and understand psychological phenomena.
Yet the validity and utility of these models can
be undermined when they rely on flawed or inap-
propriate representations of psychopathology (i.e.,
mental disorder). For example, a classifier can-
not validly predict depression if its training data is
based on an invalid measure of depression.

Measuring psychopathology constructs – rep-
resentations of psychological states or processes
like “depression” or “neuroticism” (Fried, 2017b)
– is challenging. Constructs are abstract and can-
not be directly observed (e.g., there is no single
biological indicator for depression) and diagnostic
systems like DSM-5 (American Psychiatric Asso-
ciation, 2013) and ICD-10 (World Health Organi-
zation, 2004) have slight variations in how they
define syndromes.

Yet clinical psychology has for decades invested
in validating measures of psychopathology (Cron-
bach and Meehl, 1955) and advancing measure-

ment techniques that reflect developments in psy-
chological science (Stanton et al., 2020). Recom-
mended measurement techniques include clinician-
administered interviews, self-report questionnaires,
and informant reports (Stanton et al., 2020). While
no measurement scheme is without error, tech-
niques exist to help ensure that a measure actually
taps the construct it purports to (a process known
as construct validity (Campbell and Fiske (1959)).

However, computational psychopathology re-
search has slow to adopt measurement techniques
from clinical psychological science, hindering
progress. Here, we highlight three key concepts
from clinical science—measurement validity, di-
mensional measurement, and transdiagnostic mea-
surement. Acknowledging that computational
research often turns to inappropriate measures
of psychopathology constructs due to the con-
straints of computational research – collecting
large-scale clinician-assessed data is expensive and
time-consuming, and existing or archival data can
be difficult or impossible to access due to privacy
concerns – we offer practical recommendations for
improved assessment of psychological phenomena
in computational research.

2 Measurement Validity

Computational research often infers mental health
conditions using methods with poor or unknown
validity. For example, some studies assume
a diagnosis based on forum membership (e.g.,
r/Depression) or self-declarations (e.g., “I have
depression”) on social media (Guntuku et al.,
2017), “proxy diagnostic signals” which have been
shown to have poor external validity (Ernala et al.,
2019). In other cases, computational researchers
write their own single-item measure of a psycho-
logical construct, rather than selecting an existing
measure with good validity (Allen et al., 2022).
The clinical science literature provides justifica-
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tion that all measurement methods are not equal
vis-a-vis validity: For instance, self-reported his-
tory of depression diagnosis only modestly agrees
with semi-structured diagnostic interview findings
(Stuart et al., 2014; Sanchez-Villegas et al., 2008).

To mitigate this, computational researchers
should use measures of psychological constructs
with good validity. Gold standard psychopathol-
ogy assessment typically involves a clinician-
administered structured or semi-structured inter-
view (e.g., Structured Clinical Interview for DSM-
5; First et al. (2016) based on an established psy-
chopathology classification system (e.g., DSM-5.
As an alternative, self- or informant-report mea-
sures that have undergone rigorous psychometric
evaluation, such as the PHQ-9 (Kroenke et al.,
2001), can be used (Stanton et al., 2020).

2.1 Limitations of Self-Report Questionnaires

Self-report methodology, while offering high lev-
els of convenience, has meaningful limitations of
which computational researchers should be aware:

Bias. Self-report measures are vulnerable to biased
patterns of responding such as participant lack of
insight or yay- or nay-saying biases (Hunt et al.,
2003), which can introduce systematic errors into
computational models.

Specificity of Constructs. Self-report tools may
be imprecise measures of psychological constructs.
Evidence exists that putative self-report measures
of depression may in fact capture general distress
(Coyne, 1994; Kendall et al., 1987) or anxiety
(Breslau, 1985) rather than just depression. This
lack of precision can weaken model predictions
and blur construct boundaries.

Using Tools Outside Their Intended Setting.
Self-report measures may be less effective when
used outside their original context. For example,
the PHQ-9, designed for primary care, has low
specificity and PPV in specialty mental health set-
tings (Inoue et al., 2012), limiting its validity in
clinical samples. Developed as a screening tool, it
maps perfectly onto DSM-5 criteria, but it does not
assess other symptoms associated with depression,
like self-dislike or low libido, meaning it has a nar-
rower possible range than measures that capture a
wide range of symptoms. Using tools beyond their
intended purpose may reduce model accuracy, and
range restriction can attenuate effects (see below).

3 Dimensional Measurement

Mental health constructs can be assessed dimen-
sionally (e.g., on a scale from 0 [no depression]
to 10 [extreme depression]) or using categorical
labels (not depressed vs. depressed). Despite com-
putational research tending to employ categorical
measurement schemes, most psychopathology con-
structs are inherently dimensional, as evidenced by
the following:

At the manifest (observable) level, symptoms
show a monotonic relationship with functional out-
comes (Kessler et al. (2006); Ruscio et al. (2007,
2008); Cuijpers et al. (2004); Judd et al. (1997)).
Even mild or infrequent depression symptoms that
fall below the DSM-5 criteria for major depressive
disorder are associated with impairment. How-
ever, categorical representations of psychopathol-
ogy group all subthreshold symptom presentations
together, obscuring mild yet clinically meaningful
dysfunction (Ruscio, 2019).

Furthermore, longitudinal research reveals that
individuals frequently fluctuate between levels of
severity of symptoms over time, including crossing
thresholds above and below thresholds week-by-
week (Chen et al., 2000; Judd et al., 1997), making
diagnoses somewhat arbitrary depending on the
time of evaluation.

At the latent level, taxometric analysis of psy-
chometric variables, which compares categori-
cal and dimensional models (Ruscio and Ruscio,
2000), typically yields dimensional solutions. This
indicates that constructs like depression and anx-
iety have a natural, underlying structure that is
dimensional, not categorical (Haslam et al., 2012).

To reflect the true nature and structure of psy-
chopathology, computational researchers should
treat most mental health variables as continuous.
Using dimensional measures of psychopathology
can improve granularity of computational mod-
els (e.g., allowing models to differentiate between
moderate and severe symptom presentations), im-
proving accuracy and clinical utility.

4 Transdiagnostic Measurement

While diagnostic systems like the DSM-5 domi-
nate clinical practice and research, there is growing
recognition of transdiagnostic processes that cut
across the mental disorders (Harvey et al., 2004).
For example, avoidance is shared by many dif-
ferent types of anxiety disorders, including panic
disorder, specific phobia, and social anxiety dis-

70



order. Growing evidence supports transdiagnostic
conceptualizations of psychopathology, including:

High Comorbidity. Mental disorders frequently
co-occur at rates far exceeding chance. For exam-
ple, people diagnosed with one anxiety disorder
are six times more likely to have another (Kessler,
1997), suggesting shared underlying mechanisms.

High Diagnostic Crossover. Many patients tran-
sition between diagnoses over time. For example,
20-50% of individuals diagnosed with anorexia
nervosa later develop bulimia (Eddy et al., 2008),
suggesting that existing diagnostic categories may
sub-optimally represent psychopathology.

Non-Specific Treatment Effects. Treatments
targeting one disorder often alleviate symptoms
of co-occurring conditions—for example, PTSD
treatments frequently reduce depression symptoms
(Barlow et al., 2014). This suggests that interven-
tions may be acting on transdiagnostic mechanisms
rather than disorder-specific factors.

In response, the field has introduced transdi-
agnostic classification models, such as NIMH’s
Research Domain Criteria (RDoC) (Insel et al.,
2010), which defines cross-cutting dimensions like
“reward responsiveness” and "potential threat," and
the Hierarchical Taxonomy of Psychopathology
(HiTOP) (Kotov et al., 2017), which groups to-
gether frequently co-occurring symptoms.

Transdiagnostic measures offer increased par-
simony and can better reflect the psychopathol-
ogy vis-à-vis syndrome-specific alternatives (e.g.,
Stade et al. (2023a); See Stanton et al. (2020) for
guidance on selecting transdiagnostic measures).

5 Impact of Poor Measurement

Using measures with poor validity, or using cate-
gorical or syndrome-specific measures, can nega-
tively impact computational research. Key impli-
cations include:

Reduced Resolution. Using categorical labels
for psychopathology oversimplifies complex con-
structs, discarding valuable information about
symptom severity, which is important for model
accuracy and has clinical utility (e.g., the differ-
ence between moderate and severe depression is
meaningful to clinicians).

Mis-Classifying Boundary Cases. Relatedly, cat-
egorical representation of psychopathology risks
misclassifying individuals who fall close to the
diagnostic boundary.

Risk of Type II Errors. Dichotomizing variables
that are continuous in nature sacrifices statisti-
cal power (Cohen, 1983) and reduces reliability
(Markon et al., 2011), increasing the risk of Type
II errors.

Overfitting and Poor Generalization. Noisy mea-
surements cause models to learn spurious patterns,
reducing reliability and real-world applicability.

Misleading Interpretations. Poor measurements
can cause misleading conclusions about mental
health constructs, such as conflating depression
overlapping yet different constructs, like anxiety
or negative emotionality.

Erosion of Clinical Utility. For computational
models to have practical relevance in mental health
care, they must provide insights or predictions that
clinicians can act upon. Models based on bad mea-
surements often lack this clinical utility.

Bias Amplification and Inequities. Inaccurate
measurement can amplify bias, reinforcing dispari-
ties and inequities in mental health care.

Missed Opportunities for Scientific Progress.
Bad measurements limit scientific progress, pre-
venting meaningful contributions and advance-
ments in understanding mental health.

6 The Path Forward

By addressing the limitations of current measure-
ment practices in computational mental health re-
search, we hope to create more accurate, robust,
and impactful models. To strengthen the scien-
tific rigor and relevance of research, we offer the
following recommendations:

Consult Experts. Computational researchers can
refer to established guidelines and evidence-based
recommendations for the assessment of specific
constructs or disorders (e.g., Klein et al. (2005);
Antony and Rowa (2005); Shear and Maser (1994)).
Collaborating with clinical science colleagues
across departments can help guide appropriate mea-
sure selection. For projects aiming at immediate
clinical application, working closely with a clini-
cian is essential. Clinicians can offer expertise on
the tool’s clinical utility, including its relevance to
real-world practice, ease of use in clinical settings,
and alignment with existing diagnostic and treat-
ment workflows. They can also provide feedback
on whether the tool offers actionable insights for
patient care, supports case conceptualization and
treatment planning, and meets the practical needs
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of diverse clinical populations.

Improve Methodological Rigor When Using
Proxies. As previously described, proxy diag-
nostic signals, such as self-identified diagnoses
on social media, have poor validity (Ernala et al.,
2019). Suggestions for improving the methodolog-
ical rigor of research using proxies include par-
ing proxy diagnostic signals with offline clinical
datasets (Inkster et al., 2016) – a strong correla-
tion between the proxy and an established clinical
outcome, even in just a subsample of participants,
could serve to demonstrate the validity of the proxy
variable – and combining multiple proxies to im-
prove reliability (Ernala et al., 2019). At the very
least, researchers using proxies should clearly state
their limitations, e.g., a Twitter-based depression
variable should be distinguished from a clinically
validated diagnosis, with a note that future research
using higher validity measures is needed.

Adopt Dimensional Measurement. Avoid mea-
suring mental health constructs into binary cat-
egories (e.g., “depressed” vs. “not depressed”).
Choose dimensional measures that capture severity
gradients and avoid dichotomizing continuous vari-
ables to form diagnostic categories. Researchers in-
terested in diagnostic status could test this variable
in secondary analyses (e.g., (Stade et al., 2023b)).

Critically Evaluate Disorder-Specific Measures.
Before selecting a construct of interest and its cor-
responding measure, carefully evaluate whether a
disorder-specific approach is necessary. For ex-
ample, many researchers express interest in index-
ing anxiety, yet do so using the GAD-7 (Spitzer
et al., 2006), which measures the symptoms of
generalized anxiety disorder, a disorder of fre-
quent and uncontrollable worry. Yet uncontrol-
lable worry only represents one form of anxiety
pathology. Measures that are not disorder-specific
(e.g., MASQ Anxious Symptoms subscale (Watson
et al., 1995)) better capture features and processes
that cut across the anxiety disorders. Researchers
should use syndrome-specific measures only when
this truly aligns with their research goals.

Adopt a Process-Oriented Approach. Instead of
focusing solely on specific disorders or syndromes,
consider examining transdiagnostic processes. For
example, studying constructs that encompass mul-
tiple diagnostic categories, such as “internalizing
psychopathology” or “fear," can offer more gen-
eralizable and integrative insights than research
limited to a single diagnosis (e.g., major depres-

sion, specific phobia).

Think Beyond Psychopathology. There are many
non DSM-5 constructs that are important for health
and well-being, especially those that confer risk
or protection for psychopathology, such as neuroti-
cism, perfectionism, resilience, and disinhibition.
The HiTOP “components/traits” level of analysis
(e.g., DeYoung et al. (2022) offers a starting place
for exploring non DSM-5 constructs.

Maximize Range on Variables of Interest. Since
many psychopathology constructs are dimensional,
researchers should recruit participants with vary-
ing levels of the construct. For example, when
studying depression, aim to include the widest pos-
sible range of depression severity scores, including
subthreshold presentations (e.g., individuals who
have symptoms of depression that do not meet
DSM-5 major depressive disorder criteria). Maxi-
mizing range on variables of interest should also
yield greater effect sizes, since range restriction
attenuates effects (Linn, 1968).

Attend to Reliability. Reliability sets the upper
limit of validity and is crucial for research. Assess
reliability using metrics like Cronbach’s alpha for
self-report (Cronbach, 1951), the intraclass corre-
lation coefficient, for dimensional observer ratings,
or Cohen’s Kappa, for categorical observer ratings
(Hallgren, 2012). Training raters thoroughly and
enhancing rater competency can ensure good relia-
bility (Reichelt et al., 2003; Creed et al., 2016).

Consider Condition Heterogeneity. Mental
health conditions are highly heterogeneous, with
significant variability in symptom presentation and
individual experiences. Two patients with a DSM-
5 diagnosis of major depressive disorder may not
share a single symptom (Fried, 2017a). Study de-
signs should account for this variability – includ-
ing by analyzing individual symptoms (Fried and
Nesse, 2015) – to avoid oversimplification.

Address Comorbidity. Mental health conditions
often co-occur and share overlapping symptoms,
hinting that effects thought to be driven by one dis-
order could be driven by co-occurring conditions.
Researchers can account for comorbidity using sta-
tistical controls (e.g., (Stade et al., 2023b)) or mea-
sures that disentangle overlapping conditions (e.g.,
(Watson et al., 1995)), increasing confidence that
effects are unique to a given condition.

Adopt Longitudinal Measurement. Psy-
chopathology dynamically evolves over time, both
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in terms of severity and diagnostic label. Longi-
tudinal methods of data collection, and analyses
using temporally-aware models or time-series anal-
yses, could help address this reality. Although
not historically accounted for in computational re-
search, recent work has begun to examine the rela-
tionship between symptoms and language features
over time (e.g., Nook et al. (2022)).

We acknowledge that some of the proposed
suggestions are challenging for NLP researchers
to implement: Computational researcher may re-
quire sample sizes prohibitively large for conduct-
ing semi-structured diagnostic interviewing (pro-
hibitive from a resource perspective, and even the
interaction required to collect self-reported scores,
as opposed to social-media based proxy measure-
ment, which may require no interaction between
researchers and participants, may be more resource-
intensive or involved than is actually feasible. Es-
pecially if doing social-media based research re-
quires no interaction with participants whatsoever.
Therefore, while advocating for clinician-assessed,
dimensional psychopathology measurement as the
gold-standard, we suggest that researchers seeking
to strengthen measurement approaches can adopt
an “n+1” approach, where they seek to take one
step towards improved measurement. For example,
researchers planning to administer a single-item
measure can weigh the pros and cons of this ap-
proach (Allen et al., 2022) and select a measure
with demonstrated validity in their population of
interest (e.g., Joiner et al. (2025)) rather than writ-
ing their own item from scratch. Researchers can
follow the guidelines for selecting measures in line
with transdiagnostic frameworks (e.g. Stanton et al.
(2020)) rather than using disorder-specific mea-
sures. To demonstrate what different measurement
strategies can look like, we present in Table 1 a
matrix demonstrating measures of social anxiety
that systematically vary on the categories we have
highlighted in this paper (validated vs. unvalidated,
categorical vs. dimensional, and disorder-specific
vs. transdiagnostic). Even incremental improve-
ments can significantly improve validity and utility.

Beyond this, the field sorely needs large,
publicly available datasets that include natural
language from well-characterized clinical sam-
ples, perhaps created leveraging something like
a practice-research network (Parry et al., 2010).
Given that many academic mental health clinics
routinely administer the same semi-structured in-
terviews, the aggregation of such recordings could

be utilized. Diagnostic interviews can be a partic-
ularly efficient source of data, because they yield
language as well as measurement of psychopathol-
ogy constructs, and they are often audio recorded.
It is possible to use to predict diagnostic sever-
ity scores obtained from a separate section of the
interview (e.g., Stade et al. (2023b).

Accruing this type of large, shared dataset is
not without challenges, one of which is the issue
of confidentiality. It is difficult to acquire natu-
ral language data that are not identifiable or semi-
identifiable in some way; and to conduct compu-
tational research, this dataset would need clini-
cal variables; risking the disclosure of PHI. How-
ever, a potential workaround is not making the
raw language public but instead extracting a range
of linguistic features (including basic, dictionary-
based features as well as more sophisticated, trans-
former/embedding based features) available.

7 Discussion and Conclusions

We highlight challenges in measuring mental
health constructs in computational research and
propose ways to improve validity. Key issues in-
clude overreliance on categorical frameworks, ne-
glect of condition heterogeneity, and inadequate
transdiagnostic measures.

Categorical frameworks like the DSM-5 over-
simplify constructs, while dimensional ap-
proaches—capturing severity and shared symp-
toms—enhance model accuracy. Focusing on trans-
diagnostic constructs, like “negative affect,” pro-
vides a holistic understanding of mental health.

Condition heterogeneity complicates analysis,
but transdiagnostic approaches can address comor-
bidity and overlapping symptoms. Poor measure-
ment practices introduce errors and biases, so re-
searchers should prioritize validated instruments
and diverse datasets.

We argue that researchers should adopt dimen-
sional measures, assess disorder-specific metrics
critically, and ensure sample diversity. Implement-
ing transdiagnostic approaches, rater calibration,
and reliability checks will further enhance validity.

In conclusion, improving measurement practices
is crucial for advancing computational models and
mental health care, capturing the complexity of
psychopathology, and driving progress in the field.
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8 Limitations

While this work highlights critical issues in the
measurement of mental health constructs and pro-
vides practical recommendations, it is important to
acknowledge its limitations.

First, although we emphasize the importance
of validated measures, we recognize that resource
constraints and practical barriers may prevent many
researchers from employing clinician-rated assess-
ments or developing fully validated instruments.
These barriers underscore the need for scalable,
cost-effective alternatives that balance feasibility
and validity.

Second, while we center our discussion on prac-
tices and pitfalls in the computational research
community, we do not mean to imply that com-
putational researchers are the only ones making
these mistakes. These measurement issues we out-
line here are common in behavioral health research
more broadly, including psychiatric and psycholog-
ical research. Addressing these challenges compre-
hensively will require a broader interdisciplinary
effort that includes collaboration across fields.

Third, while we focus on dimensional and trans-
diagnostic measurement approaches, we acknowl-
edge that these may not be universally applicable.
Certain clinical scenarios may necessitate categor-
ical diagnoses for treatment decisions, and some
researchers may have justifiable reasons for focus-
ing on specific disorders. Future work should aim
to provide clearer guidance on when categorical, di-
mensional, or transdiagnostic approaches are best.

Fourth, this work does not claim to exhaustively
address all the challenges in the measurement of
mental health constructs. Other significant issues,
such as the influence of cultural biases, ethical con-
siderations in mental health data collection, and the
challenges of interpreting results from large-scale
datasets, also warrant attention but fall outside the
scope of this discussion.

Finally, while we provide practical recommen-
dations, the field still lacks consensus on "best
practices" for measuring mental health constructs
in computational research. More empirical studies
are needed to evaluate the relative merits of differ-
ent measurement approaches and their impacts on
model performance and real-world applications.

Despite these limitations, we hope that this work
stimulates critical reflection and contributes to ad-
vancing the validity and utility of mental health
research in computational contexts.
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Table 1: ADIS-5L = Anxiety and Related Disorders Interview Schedule for DSM-5 (Brown and Barlow, 2014);
IDAS-II = Inventory of Depression and Anxiety Symptoms (Watson et al., 2012); IMAS = Interview for Mood
and Anxiety Symptoms (Kotov et al., 2015); MASQ = Mood and Anxiety Symptom Questionnaire (Watson et al.,
1995); SCID-5 = Structured Clinical Interview for DSM-5 (First et al., 2016); SPIN = Social Phobia Inventory
(Connor et al., 2000).
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Abstract
A rigorous psychometric approach is crucial for
the accurate measurement of mind-reading abil-
ities. Traditional scoring methods for such tests,
which involve lengthy free-text responses, re-
quire considerable time and human effort. This
study investigates the use of large language
models (LLMs) to automate the scoring of psy-
chometric tests. Data were collected from par-
ticipants aged 13 to 30 years and scored by
trained human coders to establish a benchmark.
We evaluated multiple LLMs against human as-
sessments, exploring various prompting strate-
gies to optimize performance and fine-tuning
the models using a subset of the collected data
to enhance accuracy. Our results demonstrate
that LLMs can assess advanced mind-reading
abilities with over 90% accuracy on average.
Notably, in most test items, the LLMs achieved
higher Kappa agreement with the lead coder
than two trained human coders, highlighting
their potential to reliably score open-response
psychometric tests.

1 Introduction

Theory of Mind (ToM), commonly referred to as
mind-reading, is a crucial social cognitive skill that
enables individuals to understand, analyze, and
use mental states to predict and explain the be-
havior of others (Apperly, 2010). Researchers
have extensively studied the emergence and de-
velopment of mind-reading abilities in young chil-
dren, focusing on how they begin to grasp concepts
such as perspective-taking and intention recogni-
tion (Perner et al., 1987; Wimmer and Perner,
1983; Gopnik and Astington, 1988). There is grow-
ing evidence (Apperly et al., 2011; Devine, 2021)
to suggest that ToM continues to develop through-
out middle childhood and adolescence and that
there are individual differences in mind-reading
across this age range.

Individual differences in a child’s ability to un-
derstand others’ perspectives remain stable over

time, are frequently disrupted in clinical and mental
health conditions, and have a significant impact on
long-term outcomes. (Hughes and Devine, 2015).
These outcomes include the quality of peer rela-
tionships, experiences of loneliness, mental health,
overall well-being, and success in educational set-
tings. Given its importance in mental health, in-
dividual differences in mind-reading offer a target
for intervention. Such interventions can be tailored
for individuals in therapeutic settings or applied
broadly to larger populations by improving social
environments. It is plausible that mind-reading will
be equally important to the mental health and well-
being of older adolescents and adults. However,
researchers currently lack reliable and valid tools
to study individual differences in mind reading be-
yond middle adolescence to adulthood (Yeung
et al., 2024). This work addresses the significant
challenges of creating sufficiently difficult mind-
reading tasks that are scalable to large samples.

To create a sufficiently difficult task we reasoned
that a core challenge for performing advanced min-
dreading is to apply mindreading abilities across a
variety of people and contexts. Building on estab-
lished theoretical frameworks, as outlined in previ-
ous research (Dziobek et al., 2006), we collected
authentic social narratives from a demographically
diverse group of individuals aged 17-18 to serve as
test items, ensuring that the assessment effectively
measures mind-reading ability. Story authors’ inter-
pretation of the mental states of characters in their
story became the ground-truth against which min-
dreading accuracy was assessed. To maximize the
potential for individual differences in performance,
participants were asked to provide open-ended re-
sponses explaining their reasoning. This approach
generated rich qualitative data that were graded
by trained human coders who evaluated answers
based on predefined rubrics. While this approach
ensures a nuanced understanding of participants’
mental state inferences, it is labour-intensive, time-
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consuming, and prone to variation due to subjective
interpretation (Devine et al., 2023).

Automation to overcome the need for human
coding is needed for employing the new task at
scale. However, automated coding of such re-
sponses poses challenges because, by design, the
mindreading involved is highly sensitive to the
story context, and the expression of correct and in-
correct answers is highly variable. Recent advance-
ments in natural language processing, particularly
the development of large language models (LLMs),
present a promising solution to automate this pro-
cess. LLMs have demonstrated impressive capabil-
ities in understanding, generating, and evaluating
human language (Achiam et al., 2023; Dubey et al.,
2024). They have been successfully used to grade
free-text responses in educational settings (Xiao
et al., 2024; Nilsson and Tuvstedt, 2023), making
them strong candidates for evaluating individual
differences in advanced mind-reading ability. How-
ever, unlike standard text classification, scoring
advanced mind-reading responses is particularly
challenging due to the complexity of following and
applying the coding scheme consistently. Even
for human coders, extensive training is required to
achieve reliable scoring.

In this study, we explore the potential of LLMs
to address these challenges and improve the au-
tomation of mind-reading assessment. Specifically,
we investigate the following key questions:

1. How well do state-of-the-art LLMs measure
advanced mind-reading ability compared to
human coders?

2. What prompting strategies optimize the grad-
ing performance of these models?

3. To what extent does fine-tuning improve
LLMs’ grading accuracy?

To address these questions, we designed a set of
mind-reading tests based on 10 selected social nar-
ratives, collected and coded responses from 1733
participants aged 13-30 before benchmarking sev-
eral LLMs against human-coded scores. In par-
ticular, we assessed the impact of various prompt-
ing techniques and fine-tuning strategies on model
performance. To further enhance the models, we
applied data augmentation to expand the dataset,
improving the effectiveness of fine-tuning. Our re-
sults show that LLMs, particularly those fine-tuned
on the augmented dataset, achieve high accuracy

and consistency, significantly reducing the effort
required for human grading while maintaining reli-
ability. This automated scoring approach provides
clinicians with a fast, scalable, and reliable tool
for assessing mind-reading ability. By addressing
the scalability limitations of human-coded evalua-
tions, it improves screening for conditions such as
autism spectrum disorder and social communica-
tion disorders, where difficulties in mind-reading
are prevalent (Dziobek et al., 2008; Happé, 2015).
Our contributions can be summarized as follows

• We designed and implemented innovative psy-
chological tests to measure advanced mind-
reading abilities, addressing a critical need
for robust and scalable assessment tools in
psychometrics.

• We collected a unique dataset from partici-
pants aged 13 to 30 years and will publicly
release this dataset, along with our code and
fine-tuned models1 .

• We systematically optimized the performance
of LLMs through various prompting strategies
and fine-tuning based on data augmentation,
achieving over 90% accuracy in scoring psy-
chometric tests.

2 Related Work

Automated grading of psychometric tests with
open-ended responses has attracted significant in-
terest in recent years. Early efforts focused on rule-
based systems, which relied on manually defined
patterns and logic to assess responses (Williamson
et al., 2006). While these systems provided con-
sistency in scoring, they struggled to handle the
variability and nuance of open-ended responses
(Burrows et al., 2015).

Over time, machine learning techniques have
gained prominence as a more versatile and adapt-
able solution to address the problem (Mohler et al.,
2011). Machine learning models frequently employ
supervised learning methods, which rely on anno-
tated datasets containing labeled examples (Bailey
and Meurers, 2008; Nielsen et al., 2008; Madnani
et al., 2013). These datasets enable the models to
train classifiers that learn patterns and relationships
between input features and their corresponding out-
comes, allowing them to predict scores or make

1All code and data to replicate our experiments
is available at https://github.com/YixiaoWang/
ToM-automatic-scoring-using-LLMs/.
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informed decisions when presented with unseen
data. Additionally, machine learning also incorpo-
rates unsupervised learning approaches (Alfonseca
and Pérez, 2004; Pérez et al., 2005; Mohler and
Mihalcea, 2009). These methods identify hidden
patterns, groupings, or structures within the data
itself, such as clustering similar items or detect-
ing anomalies. However, the performance of these
machine learning models remained constrained by
the quality and size of the training data, as well
as their limited ability to capture deeper semantic
understanding.

The advent of pre-trained language models
marked a significant leap forward in automating
text-based assessments. The model DistilBERT
(Sanh, 2019), have been applied to scoring the
open-response for mind-reading, where they have
shown promise in scoring standardized tests of chil-
dren’s mind-reading (Devine et al., 2023). To
further enhance the effectiveness of fine-tuning in
these language models, data augmentation tech-
niques can be employed to artificially expand the
training dataset, thereby improving model gener-
alization and robustness (Kovatchev et al., 2021).
Methods such as synonym replacement, back-
translation, and paraphrasing introduce variability
in training samples, reducing the risk of overfitting
to limited datasets.

The emergence of foundation models (Bom-
masani et al., 2021) trained on larger datasets with
substantially more parameters to capture deeper
contextual relationships has significantly enhanced
performance in text-based tasks. Research efforts
have successfully used LLMs to develop automatic
grading systems in education setting (Xiao et al.,
2024; Nilsson and Tuvstedt, 2023), enabling accu-
rate evaluation of student writing and essay grading,
often matching human evaluators in accuracy.

Assessing mind-reading ability poses significant
challenges, as it requires the interpretation of nu-
anced psychological cues that are often deeply
context-dependent, extending beyond surface-level
or factual knowledge. Recent studies (Strachan
et al., 2024; Kosinski, 2023; He et al., 2023) have
demonstrated that LLMs are capable of making
mental inferences, highlighting their suitability for
this task. Although the application of LLMs to eval-
uate advanced mind-reading assessments remains
underexplored in the broader literature, prior work
by Devine et al. (2023) has made notable progress
by automating the scoring of mind-reading ability
using DistilBERT. This study builds on that foun-

dation while advancing it in two key directions: (1)
introducing a novel open-ended test designed for
adults, which requires inferring more subtle and
context-dependent mental states, and (2) leverag-
ing LLMs instead of lightweight models to enable
more sophisticated evaluations. By applying LLMs
to assess responses in advanced mind-reading tests,
this study seeks to further explore their potential in
assessing complex human cognition.

3 Methodology

3.1 Data

The mind-reading test included 10 social narra-
tives, each followed by a question that asked par-
ticipants to interpret the mental states of the char-
acters. An example of one such narrative, along
with the corresponding mind-reading question and
coding scheme, is presented in the table 1. A total
of 1,733 participants aged 13–30 provided free-text
responses after completing these psychometric test
either in schools or online via Prolific.co. The label-
ing process was conducted by one lead coder and
four trained coders. After an initial training phase,
during which coders achieved inter-rater reliability
(Cohen’s Kappa > 0.7) with the lead coder, they in-
dependently coded different portions of the dataset.
To ensure consistency and accuracy, each coder pe-
riodically re-coded responses from another coder.
Discrepancies were resolved by the lead coder, en-
suring high reliability throughout the process.

The final labeled data confirmed that the de-
signed task was sufficiently challenging. The table
2 below shows the percentages of participants who
successfully completed the mind-reading test for
each of the 10 social narratives. This rigorous,
multi-step process generated a high-quality, gold-
standard dataset for training and evaluating LLMs.
We assessed LLMs by comparing their predictions
with labels of the dataset, using accuracy as the
evaluation metric. Through systematic benchmark-
ing, we aim to identify the most effective LLM for
automated grading.

3.2 Model Selection

To assess the suitability of different LLMs for the
mind-reading evaluation, we select a diverse set of
state-of-the-art models as shown in Table 3. By
comparing these models, we aim to analyze the
trade-offs between model size, computational cost,
and task performance for automating the mind-
reading evaluation process.
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Story It was October last year, and I went to a theme park that had extra attractions for Halloween. One highlight was
the “Dungeon Experience”. This had actors playing characters who interact with you as you pass through it. I
went in. It was really fun, but I have sensory needs and I couldn’t believe how loud it was. For the first half of the
experience, I had to keep my fingers in my ears, and I felt really self-conscious. I got to the bit of the experience
where you get to ride on a boat through the ‘Black River’. A Ferryman was wearing dark robes, limping, and
carrying a lantern. He greeted us in a raspy voice then started warning us about the journey to come. He saw
how I looked and put his finger up for us to wait. He hobbled off to one side, then returned a moment later and
pressed a small package into my hand. It was a pack of earplugs. I put them in my ears and the ferryman caught
my eye and raised an eyebrow. I gave him a thumbs up back and he grinned then returned to warning us about
the journey in his raspy voice, before giving my sister two riddles to solve. He didn’t even really break character!

Question Why did she appreciate that the actor stayed in character?
Partial
Coding
Scheme

Correct Responses: 1 part required for a ’correct response’:
She appreciated that the actor was able to help her without drawing excessive attention to her sensory
needs/differences (about which she felt self-conscious) (the Ferryman drew less unwanted attention by staying in
character, but it was the not drawing unnecessary attention rather than specifically staying in character per se)
This may be phrased in a number of different ways, for example:

• He did not make her feel ’different’, ‘strange’, or ’weird’ through his actions did not make a big deal of it
did not make it into an emergency (whilst also meeting her needs)

• The Ferryman was able to help discretely helped without making an unnecessary fuss scene

• He did not make her feel embarrassed/awkward/ self-conscious,

• He did not make her feel like an inconvenience or ‘a nuisance’,

• He did not treat her differently (other than by supporting her needs)

• It meant that the actor helped her discretely (without drawing unwanted attention).

• It did not make her feel more conspicuous (and therefore more self-conscious).

• ...

Incorrect or Incomplete Mindreading responses: Fail to mention or indicate that she was glad that the actor was
able to help in a way that did not draw unwanted attention to her needs/differences

• For example, responses that just mention that it didn’t break the immersion for herself/others (without
considering the context that made this important) [e.g. this may be expressed as ‘it didn’t ruin the magic’]
would be incomplete mindreading responses.(The actor staying in character was his way of not drawing
unnecessary attention, and not making her feel embarrassed but the not breaking immersion for others was
only an add-on, not the key reason that the author appreciated him staying in character)

• “It made her feel included/not left out”/”it included her in the experience” are incomplete responses, since
the actor giving her the earplugs would help with this, regardless of whether he stayed in character.

• Responses that focus on how helping her ‘didn’t ruin the experience/immersion for others’

• ...

Non-mindreading responses: Express an opinion on the situation, rather than trying to take the author’s
perspective. Or just describes the general situation without linking this to the author’s experience, e.g. ‘it kept it
fun’, ‘it didn’t break immersion’ (for whom?)

Correct
Sample She appreciated that the actor was able to help her without drawing excessive attention to her sensory needs.

Incorrect
Sample Because the immersion wasn’t totally ruined for the author and the other people in the experience.

Table 1: One Example from the 10 Test Items

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10
Proportion of Correct Answers (%) 56.7 58.3 56.8 42.1 16.1 51.4 30.7 35.7 20.8 42.2

Table 2: Percentages of participants (out of 1,733 total) accurately performing mind-reading tasks across 10 distinct
test items
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Model Name Reference

allenai/longformer-base-4096 Beltagy et al. (2020)
meta/llama-3.2-3B-instruct Dubey et al. (2024)
microsoft/phi-3.5-mini-instruct Abdin et al. (2024a)
mistralai/mistral-7B-v0.3-Instruct Jiang et al. (2023)
microsoft/phi-4 Abdin et al. (2024b)

openai/gpt-4o-2024-08-06 Achiam et al. (2023)
openai/gpt-4o-mini-2024-07-18 Achiam et al. (2023)

BERT Devlin (2018)
RoBERTa Liu (2019)

Table 3: List of Models and References

3.3 Prompt Strategies
These experiments explore the influence of vari-
ous prompting strategies on the performance of
LLMs in the task. We conducted a series of ex-
periments to assess how different input formats,
grading schemes, and prompting techniques im-
pact a LLM performance. First, we compared the
effect of different input formats, including plain
text, XML, and JSON, on the task results. The goal
was to determine whether more structured formats,
such as XML and JSON, yield better results than
plain text input. Next, we evaluated the impact of
different grading schemes included in the prompts.
The original grading scheme, which is highly de-
tailed but often difficult for humans to interpret,
was compared to two alternative formulations: a
rephrased version and a summarized version gener-
ated by GPT-4o. This comparison aimed to identify
which grading scheme provided the clearest and
most effective guidance for mind-reading responses
evaluation.

Based on the findings from the input format and
grading scheme experiments, we selected the most
effective combination of syntax format and grading
scheme for the remaining experiments. Follow-
ing the tradition in prompt engineering (Ouyang
et al., 2022), the LLM to be tested was given two
prompts as components: a system prompt and a
user prompt. The system prompt provided the
LLM with basic instructions for the task, while the
user prompt contained the specific mind-reading
context, including the narrative, question, corre-
sponding grading schemes, and the participants’
responses to be graded. The LLM was expected to
provide a binary response (0 or 1), indicating the
true value of the given response. This process is
visualized in Figure 1.

Finally, we compared the performance of LLMs
under zero-shot and few-shot prompting conditions.
In the few-shot condition, the user prompt included
a small number of labeled responses for each test.

In contrast, no labeled responses from the dataset
were included in the user prompt under the zero-
shot condition. This comparison aimed to assess
whether providing labeled responses within the
prompt improves the model’s performance on the
mind-reading evaluation task.

Figure 1: Prompt structure

3.4 Fine-Tuning

To enhance the performance of LLMs in grading
free-text responses, we fine-tuned selected models
using a labeled dataset. The dataset was split into
80% for training, 10% for validation and 10% for
testing. The models to be fine-tuned are listed in
Table 3. Fine-tuning aimed to align these models
with the grading rubric, improving their ability to
interpret and assess responses accurately. Since
different models have distinct architectures and
constraints, we adopted three fine-tuning strategies:

• Propreitary Models (GPT-4o, GPT-4o-mini):
Fine-tuning was conducted using OpenAI’s
API service. Due to token limitations, we
could include a maximum of 50 labeled re-
sponses per test, totaling 500 responses across
10 test items.

• Open-source Models (Llama, Mistral, and
Phi): Given our computational constraints, we
employed LoRA (Low-Rank Adaptation) (Hu
et al., 2021) instead of full-parameter fine-
tuning. LoRA performs on par with full fine-
tuning, but requires significantly less memory.
However, LoRA requires careful hyperparam-
eter tuning, which we select using Bayesian
search to achieve the best performance.

• BERT and RoBERTa: Fine-tuning these mod-
els differs significantly from other LLMs. Un-
like other models, it involves training a binary
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classifier for each test item. Each binary clas-
sifier receive individual response from its cor-
responding test and predicts its truth values
without considering contextual elements like
the question, narrative, or grading rubric.

After fine-tuning, we evaluated the models on
the test set using accuracy as the primary metric.

3.5 Data Augmentation

A key challenge in fine-tuning LLMs is the limited
availability of labelled training data. To address
this, we investigated the role of data augmentation
in enhancing fine-tuning performance. Specifically,
we used GPT-4o to generate paraphrased versions
of all responses in the training split of our gold-
standard dataset. These paraphrased response pre-
served the original meaning while varying in vocab-
ulary and sentence structure. To ensure labelling
consistency, a human coder randomly selected 50
paraphrased responses per story test item for la-
beling. The coder’s labels were then compared
to those of the original responses, achieving an
agreement rate of over 90%, indicating a high level
of consistency. After generating the paraphrased
responses, we incorporated them into the training
split of the original dataset, effectively doubling the
size of the available training data. This augmented
dataset was then used to fine-tune the LLMs.

4 Results and Analysis

Syntax Format Accuracy
Plain 0.82
XML 0.84
JSON 0.83

Table 4: Results testing the effect of syntax format in
prompting GPT-4o in terms of grading accuracy.

Scheme Accuracy
Original Grading Scheme 0.88
Grading Scheme Summary 0.86
Paraphrase Summary Scheme 0.85

Table 5: Results testing the effect of grading scheme on
GPT-4o prompt in terms of grading accuracy.

4.1 Result of Prompt Engineering

We first analyze how different input formats af-
fected the performance of the LLM (GPT-4o) in
the mind-reading evaluation task. As shown in
the table 4, structured formats, XML and JSON,

slightly outperform plain text in terms of accuracy.
Then, we compared the effect of different grad-
ing schemes incorporated into the prompts. As
shown in the Table 5, the original grading scheme,
although highly detailed and challenging for hu-
man coders to employ consistently, surprisingly
produced the better results, outperforming both the
rephrased version and summarized version gener-
ated by GPT-4o. This finding suggests that, despite
the complexity of the original scheme, LLMs are
capable of capturing the relevant information em-
bedded in highly detailed text. Based on these
results, we use XML as prompt syntax and orig-
inal grading scheme as default coding rubric to
prompt all LLMs, both in zero-shot setting and few-
shot setting. The detailed performance of zero-shot
prompting and few-shot prompting are included in
the Table 6 and Table 7.

In the zero-shot condition, each model’s perfor-
mance was assessed by comparing the results to
those assigned by trained human coders and calcu-
lating its accuracy in scoring answers for each test.
Overall performance was determined by averag-
ing accuracy rates across all 10 test items. Among
the models tested, GPT-4o achieved the highest
accuracy at 89.4 %, significantly outperforming
the others. Phi-4 followed with a strong 81.5%,
while Mistral-7B and Phi-3.5 scored 77.1% and
73.5%, respectively. Llama-3.2 trailed at 64.3%,
and Longformer, the smallest model in the table,
lagged further at just 50%—likely due to its limited
capacity to process complex information. These
results indicate that larger language models tend
to perform better on mind-reading ability scoring
task.

Building on the observation from zero-shot re-
sults, we evaluated the performance of the best-
performing model, GPT-4o, along with GPT-4o-
mini, under few-shot conditions. These models
were selected due to their outstanding performance
in the zero-shot evaluation and their larger capac-
ity to handle more complex prompts. In the first
few-shot test, where 10 labelled answers from the
dataset were provided for each test, we observed a
slight improvement in performance for both mod-
els. GPT-4o achieved an accuracy rate of 89.5%,
marginally outperforming its zero-shot result of
89.4%. Similarly, GPT-4o-mini saw an increase,
with its accuracy rate rising to 81.4% from 79.7%
in the zero-shot condition. However, when the
number of labelled answer was increased to 50 for
each test, the results shifted, GPT-4o’s accuracy
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rate decreased to 88.1%, and GPT-4o-mini’s accu-
racy rate dropped to 80.1%. These results highlight
an important insight in few-shot prompting: While
providing a certain number of examples can en-
hance model performance, increasing this number
beyond a certain threshold does not always lead to
improved outcomes.

4.2 Result of LLMs fine-tuning

As is shown in the Table 8, all models in the eval-
uation show significant improvements after fine-
tuning, highlighting the effectiveness of this ap-
proach for the task of psychometric scoring. GPT-
4o achieves the best results, with its accuracy in-
creasing from 89.4% to 92.8%. Notably, its perfor-
mance is further supported by a kappa value of 0.83,
indicating strong agreement that far exceeds what
would be expected by chance. GPT-4o-mini bene-
fits greatly from fine-tuning, rising from 79.7% to
90.5%. This success is particularly remarkable con-
sidering that GPT-4o-mini was fine-tuned on only
50 examples per test. Longformer, initially starting
at 50.0%, shows a remarkable jump to 86.7%, and
Llama moves from 64.3% to 91.1%. Models like
Mistral and Phi-4, which started with strong zero-
shot accuracy, also see significant improvements.
These results underscore the substantial benefits of
fine-tuning in improving model accuracy.

Notably, the BERT family of models has
demonstrated impressive performance despite their
smaller sizes. BERT-base and BERT-large achieved
accuracies of 90.2% and 90.5%, respectively,
matching or even surpassing larger models like
GPT-4o-mini. This is particularly remarkable given
BERT’s more compact architecture, highlighting
its competitive edge when fine-tuned for specific
test items. However, fine-tuning BERT models dif-
fers significantly from that of other LLMs. Unlike
LLMs, which are fine-tuned as single scoring sys-
tems to handle all test items, BERT and RoBERTa
are trained into 10 distinct classifiers, each dedi-
cated to a specific test item. These classifiers are
test-specific and cannot be transferred to other test
items, so while their specialization enhances perfor-
mance on individual test, it limits their flexibility
across a range of tests. Additionally, BERT and
RoBERTa fall short of LLMs in providing explana-
tions or feedback to justify the scores they assign,
making their high performance both impressive and
somewhat constrained in comparison.

4.3 Effect of Data Augmentation

Data augmentation has a positive effect on per-
formance for most models, although the improve-
ments are not consistent across all of them. Long-
former sees a notable gain, increasing from 86.7%
to 91.6%, demonstrating the clear benefit of aug-
mented data. Mistral and Phi-3.5 also benefit, with
Mistral rising from 88.7% to 91.6% and Phi-3.5
improving from 83.8% to 90.1%. However, Llama
experiences a slight drop, from 91.1% to 90.5%,
and Phi-4 shows only a small increase, from 87.5%
to 87.6%. These results indicate that while data
augmentation often enhances model accuracy, its
impact can vary depending on the model and test
item.

4.4 Comparison between human coders and
LLMs

Building on the previous findings that LLMs can
grade psychometric tests with high accuracy, we
now compare their performance to human coders
in both accuracy and efficiency. Initially, all four
trained human coders demonstrated adequate Inter-
Rater Reliability (Cohen’s Kappa > .7) with the
lead coder across 10 test items before being as-
signed different portions of the main dataset to
code. However, the following spot checks revealed
that two trained coders drifted in their application
of the marking criteria for certain test items. To
address this, the fine-tuned GPT-4o was used to
reassess all participant responses for those cases.
Whenever the LLM and the trained coder disagreed,
the lead coder made the final decision. The table
below summarizes the relative accuracy of human
coders and the fine-tuned GPT-4o under this proce-
dure. Importantly, the Kappa agreement score was
calculated only for cases where the LLM and the
human coder initially disagreed. The results indi-
cate a clear trend: except for test item 5, fine-tuned
GPT-4o consistently showed higher agreement with
the lead coder than the trained coders did. This sug-
gests that, for the majority of test items (1, 2, 3,
6, 7, 8, and 10), the LLM provided more reliable
coding across many cases.

In terms of time efficiency, training a single hu-
man coder requires at least 14 hours before they can
pass the Inter-Rater Reliability check. With four
human coders trained, this amounts to a total of
56 hours of training time. After passing the check,
each coder takes an average of 33 seconds to grade
a single response. Given 10 test items and 1,733
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Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 AVG

gpt-4o 88.5 86.7 90.2 91.3 87.3 91.9 94.2 78.1 95.9 90.2 89.4
gpt-4o-mini 80.4 83.3 83.9 82.1 80.1 83.9 81 73.5 65.5 83.3 79.7

longformer-4096-base 68.5 63.3 66.5 49.7 22.3 60.2 42.6 47.1 28.5 48 50
Llama-3.2-3B 72.7 78.6 71.5 66.2 43.9 70.7 65.5 61.4 48.8 61.7 64.3
mistral-7b-v0.3-instruct 81.1 78.6 77.8 74.5 82 78.2 87.1 70 65.8 74.7 77.1
phi-3.5-mini-instruct 81.8 79.4 72.1 65.6 81.3 73.7 75 72.8 72.3 63.6 73.5
phi-4 86 78.6 79.1 83.4 87.1 82.7 71 80 84.5 83.1 81.5

Table 6: Evaluation results of LLMs on 10 psychometric tests using zero-shot prompting. Results are reported in
terms of accuracy (%)

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 AVG

gpt-4o (10 shots) 83.9 87.3 90.2 91.3 89.6 91.9 90.8 85 96.5 89 89.5
gpt-4o-mini (10 shots) 78.7 85.6 82.7 86.2 81 84.4 83.4 77.5 68.9 85.6 81.4

gpt-4o (50 shots) 86.2 89.6 86.2 93.6 89 86.7 89 82.7 94.8 83.9 88.17
gpt-4o-mini (50 shots) 80.4 87.3 85 81 80.2 83.9 79.8 77.5 64.3 82.1 80.1

Table 7: Grading results of LLMs on 10 psychometric tests using few-shot prompting. Results are reported in terms
of accuracy rate (%)

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 AVG

BERT-base 86.2 83.3 90.2 93.1 94.8 91.9 89 87.3 94.2 90.2 90.2
BERT-large 89.6 83.3 90.8 93.6 93.1 88.5 91.9 88.5 92.5 92.5 90.4
RoBERTa-base 88.5 86.7 93.6 91.9 91.9 91.9 91.3 83.3 94.2 90.8 90.4
RoBERTa-large 89.6 87.9 94.8 92.5 94.8 91.3 92.5 87.3 95.4 94.2 92

gpt-4o 89 91.3 93.1 94.2 94.8 93.6 94.2 85 97.1 96.5 92.8
gpt-4o-mini 86.7 83.3 91.9 94.8 93.1 92.5 90.8 79.3 97.1 95.9 90.5

longformer-4096-base 87.0 80.9 91.7 94.9 77.7 89.5 87.1 89.3 81.3 87.6 86.7
Llama-3.2-3B 86.7 85.5 91.1 96.8 90.6 90.2 87.8 90 95.1 97.4 91.1
mistral-7b-v0.3-instruct 86.7 80.9 89.2 94.9 84.9 91.7 89.2 82.1 91.9 95.4 88.7
phi-3.5-mini-instruct 76.2 86.3 89.9 69.3 87.1 80.4 85.8 88.6 90.2 85.7 83.8
phi-4 87.4 84 84.8 90.4 89.9 83.5 85.8 86.4 91.9 90.9 87.5

Table 8: Results of evaluation of fine-tuned LLMs in the 10 psychometric tests. Results are reported in terms of
accuracy (%)

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 AVG

longformer-4096-base 91.6 83.9 94.3 94.9 89.9 91 90.5 90.7 93.5 96.1 91.6
Llama-3.2-3B 85.3 86.2 93 94.9 89.2 89.4 89.8 89.3 93.5 94.1 90.5
mistral-7b-v0.3-instruct 90.9 87 90.5 94.3 91.4 90.2 89.2 91.4 94.3 97.4 91.6
phi-3.5-mini-instruct 88.8 81.7 87.3 93.6 92.8 90.2 87.8 87.9 96.7 94.2 90.1
phi-4 86 85.5 84.8 91.7 89.2 91 88.5 81.4 88.6 88.9 87.6

Table 9: Results of evaluation of fine-tuned LLMs on augmented train split in the 10 psychometric tests. Results are
reported in terms of accuracy (%)
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Participant Numbers ID number assigned to human coder Item (Story and Question) Kappa agreement of human coder with lead coder Kappa agreement of GPT-4o with lead coder

1325–2013 1
2 0.791 0.906
5 0.873 0.786
6 0.758 0.837

2014–2157 3

1 0.929 0.971
2 0.756 0.878
3 0.889 0.845
5 0.974 0.638
8 0.580 0.928

10 0.833 0.889

Table 10: Kappa agreement of trained human coder and GPT-4o with lead coder.

participants, the entire dataset requires approxi-
mately 158 hours to label. In contrast, fine-tuning
LLMs (e.g., Llama-3.2-3B) takes approximately
16-24 hours, including 8-16 hours for hyperparam-
eter tuning. Once fine-tuned, the LLM can score
each response in milliseconds, a dramatic reduction
compared to the time required by human coders.
This highlights the LLM’s exceptional efficiency
in processing speed.

5 Discussion

Our findings highlight the transformative potential
of LLMs in automating the scoring of open-ended
responses in complex mind-reading tests. Fine-
tuning, particularly when paired with augmented
training data, enables LLMs to better grasp the test-
specific nuances of intricate coding manuals, re-
sulting in more accurate evaluation. Despite the in-
herent complexity of the task, LLMs demonstrated
an impressive ability to interpret and apply these
detailed coding guidelines effectively. This adapt-
ability suggests that LLMs could be valuable tools
for automating the scoring of other psychometric
tests, particularly those that involve open-ended
responses. Such applications could help overcome
the ceiling effect often seen in closed-ended ques-
tions, making it possible to quantify reliably the
abilities of more developmentally advanced partic-
ipants (i.e. older adolescents and adults) than has
previously been possible.

Our exploration of prompt strategies further re-
vealed that a relatively small number of examples
led to noticeable improvements in performance.
However, increasing the number of examples be-
yond a certain point did not produce gains. As our
results show, fine-tuning is a more effective strat-
egy than prompting, particularly when leveraging
a larger set of examples to enhance model perfor-
mance. This highlights that fine-tuning, rather than
prompting, is the more powerful tool for maximiz-
ing LLM capabilities in psychometric task scoring.

Furthermore, the BERT family of models contin-
ues to be a highly effective and practical choice for

scoring open-response psychometric tasks. While a
BERT classifier trained on one test may not directly
transfer to others due to the distinct nature of each
test, its strength lies in its simplicity and computa-
tional efficiency. BERT models are relatively easy
to implement and require fewer computational re-
sources compared to other LLMs, making them an
ideal option for users with limited computational
resources or specific task requirements.

6 Conclusion

This paper demonstrates the effectiveness of LLMs
in scoring psychometric tests designed to assess
advanced mind-reading ability. By optimizing
prompting strategies and fine-tuning models, we
achieve results that not only align closely with hu-
man evaluations but also surpass the performance
of some trained human coders on most of test items.
This highlights LLMs’ potential to reliably assess
complex cognitive processes, offering a scalable,
efficient, and consistent approach to psychometric
testing. While current methods use LLMs to evalu-
ate responses against pre-defined answers, LLMs
also excel at analyzing patterns in mind-reading
responses. This goes beyond identifying perfor-
mance gaps in individuals with neurodevelopmen-
tal or psychiatric conditions, allowing researchers
to explore whether they mind-read in systemati-
cally different ways. Such insights could trans-
form our understanding of individual differences in
mind-read processes. Future work should explore
these applications, further expanding the utility of
LLMs in psychometric research.

7 Limitations

While the performance of LLMs in scoring mind-
reading responses is impressive, it raises the ques-
tion of what enables them to excel in this task. Are
LLMs inherently skilled at mind-reading, allowing
them to assess responses reliably, or do they sim-
ply follow the complex coding manual with high
accuracy? This study does not provide a definitive
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answer, and further research is needed to explore
the underlying mechanisms of LLM judgment.

8 Ethical Considerations

The project gained ethical review and approval
from the Science Technology Engineering and
Mathematics ethical review panel at the Univer-
sity of Birmingham UK, project approval ID:
ERN_2311-Jun2024.
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Abstract

Disorganized thinking is a key diagnostic in-
dicator of schizophrenia-spectrum disorders.
Recently, clinical estimates of the severity of
disorganized thinking have been shown to cor-
relate with measures of how difficult speech
transcripts would be for large language mod-
els (LLMs) to predict. However, LLMs’ de-
ployment challenges – including privacy con-
cerns, computational and financial costs, and
lack of transparency of training data – limit
their clinical utility. We investigate whether
smaller neural language models can serve as
effective alternatives for detecting positive for-
mal thought disorder, using the same sliding
window based perplexity measurements that
proved effective with larger models. Surpris-
ingly, our results show that smaller models are
more sensitive to linguistic differences associ-
ated with formal thought disorder than their
larger counterparts. Detection capability de-
clines beyond a certain model size and context
length, challenging the common assumption of
“bigger is better” for LLM-based applications.
Our findings generalize across audio diaries
and clinical interview speech samples from in-
dividuals with psychotic symptoms, suggesting
a promising direction for developing efficient,
cost-effective, and privacy-preserving screen-
ing tools that can be deployed in both clinical
and naturalistic settings.

1 Introduction

With an estimated prevalence of 15.2 in 100,000
persons (McGrath et al., 2008), schizophrenia-
spectrum disorders (SSDs) are debilitating condi-
tions that can lead to impaired social and occupa-
tional functioning, and poor healthcare outcomes
including early mortality (Laursen et al., 2014).
Formal Thought Disorder (FTD) – a breakdown
in the structure of an individual’s thinking – is a
diagnostic feature of schizophrenia (Kircher et al.,

*Equal contribution

2018), and is recognized by observing speech that
appears incoherent. Traditional evaluation of FTD
relies on clinical interviews and standardized rat-
ing scales, which require extensive training and can
be time-consuming. Natural language processing
(NLP) methods have emerged as promising com-
putational tools for automated evaluation of FTD.
These data-driven approaches can systematically
analyze linguistic patterns and discourse structure
in patients’ speech, offering objective quantitative
measures of semantic coherence that correspond
with clinical estimates of FTD severity (Elvevåg
et al., 2007; Corcoran et al., 2020; Xu et al., 2021;
Sarzynska-Wawer et al., 2021; Xu et al., 2022, inter
alia).

Among the language impairments detectable by
NLP methods, FTD represents a particularly com-
plex set of disruptions in thought and speech orga-
nization. Patients with FTD exhibit distinct think-
ing patterns including tangentiality (gradual topic
drift) and derailment (completely/partially unre-
lated thoughts), which may indicate a relative in-
sensitivity to global discourse context (Kuperberg,
2010a,b). Previous psycholinguistic and neurolin-
guistic studies in language comprehension have
shown an impaired ability to use global linguis-
tic context (e.g., information from early in longer
sentences) and relatively intact ability for local lin-
guistic context (e.g., information from shorter sen-
tences, local priming) in SSDs (Sitnikova et al.,
2002; Swaab et al., 2013). With recent advances in
neural language models (LMs) in particular, it is
now possible to measure dependence upon global
and local context in language production in SSDs.
Recent work (Sharpe et al., 2024) suggests that
disorganized speech can be characterized by com-
paring the global (probabilities estimated for ob-
served text when including proximal and distal con-
text) and local (probabilities estimated for observed
speech when including proximal context only) lex-
ical probabilities retrieved from GPT-3 (Brown
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et al., 2020) when applied to speech samples from
SSDs patients and neurotypical demographically-
matched controls. A key finding from this research
is that models that include longer context appear
better-equipped to recognize language from partic-
ipants with SSDs, in accordance with prior work
showing SSDs patients are less influenced by over-
all sentence context during text comprehension (Sit-
nikova et al., 2002).

Commercially-developed large language mod-
els (LLMs) such as GPT-3 are pre-trained on large
text corpora to enhance their linguistic capabili-
ties. However, their usage and deployment raise
concerns in clinical settings. Healthcare applica-
tions require stringent privacy protections, yet com-
mercial LLMs mostly operate through cloud-based
APIs, requiring the sharing of patient data with
third-party commercial services. Even services
compliant with the Health Information Portabil-
ity and Accountability Act (HIPAA) or European
counterpart General Data Protection Regulation
(GDPR), LLMs can present certain risks to patient
privacy especially when used for health-related pur-
poses outside of a healthcare environment (Marks
and Haupt, 2023). In addition to privacy concerns,
computational requirements and associated costs
of accessing commercial LLMs may also restrict
their application in clinical settings. Lastly, the
proprietary nature of commercial LLMs and a lack
of transparency regarding their training data make
it difficult to investigate or mitigate sources of bias.

While these limitations present challenges, there
is a pressing need to explore the potential of LLMs
in healthcare settings. Healthcare systems contin-
uously face significant workforce shortages, par-
ticularly in specialized areas requiring extensive
training (Thomas et al., 2009; Butryn et al., 2017).
Current diagnostic and monitoring approaches rely
heavily on in-person evaluations, creating bottle-
necks in patient care and limiting access to special-
ized services, especially in resource-constrained
settings. LLMs, if properly implemented with ap-
propriate privacy safeguards, could help address
these challenges by facilitating the development
of technology-assisted diagnostic and monitoring
tools, potentially improving the efficiency and ac-
cessibility of healthcare services.

Beyond these obstacles, we posit that commer-
cial LLMs’ extensive exposure to diverse linguistic
patterns drawn from the internet and other sources
– while beneficial for their remarkable text genera-
tion capabilities – may paradoxically reduce their

sensitivity to subtle linguistic differences. This
hypothesis is supported by recent works suggest-
ing that broad exposure to diverse linguistic data
leads LLMs to prioritize general patterns over fine-
grained linguistic sensitivity (Lee et al., 2024a;
Cong, 2024; Wilson et al., 2023), potentially dimin-
ishing their sensitivity to subtle deviations charac-
teristic of FTD. We hypothesize that smaller LMs,
such as those in the Pythia suite from EleutherAI
(Biderman et al., 2023), may exhibit enhanced
sensitivity to these linguistic phenomena. These
models, ranging from 70M to 12B parameters, are
trained on identical public datasets in the same or-
der. As they differ in size only, it is possible to
assess the extent to which they respond to nuanced
linguistic patterns differently with the constraints
in their capacity. In contrast, larger models’ poten-
tially excessive capacity to model complex textual
relationships may obscure these subtle linguistic
markers beneath layers of broader contextual un-
derstanding learned from vast amounts of data.

LMs’ sensitivity to linguistic manifestations can
be measured with perplexity (PPL). PPL is an in-
trinsic measure used to evaluate the performance
of language models on unseen data. The more dif-
ferent the input is from a LM’s training data, the
“harder” it is for the model to predict the next word,
resulting in higher PPL. Therefore, it is reasonable
to hypothesize that PPL may have some degree of
diagnostic utility, as has been documented by prior
work using PPL to evaluate cognitive impairment
in Dementia of the Alzheimer’s Type (Orimaye
et al., 2018; Fritsch et al., 2019; Cohen and Pakho-
mov, 2020; Li et al., 2022, 2024, inter alia) and
psychosis (Colla et al., 2022; He et al., 2024).

Building upon Sharpe et al. (2024)’s findings
with LLMs, our study seeks to assess smaller LMs’
sensitivity to linguistic patterns associated with pos-
itive FTD by analyzing PPLs derived from Pythia
models (exemplifying smaller LMs) and LLaMA
(Dubey et al., 2024) (exemplifying a LLM) across
both monologue and conversational speech sam-
ples from individuals with psychotic symptoms
and clinically diagnosed SSDs respectively, and
evaluating their correlation with the corresponding
clinical ratings.

The contributions of this work can be summa-
rized as follows: a) we provide empirical evidence
suggesting that smaller LMs are more sensitive
to linguistic patterns associated with FTD; b) we
demonstrate that the degree of sensitivity starts to
decline after models exceed a threshold of a certain
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number of parameters, suggesting a diminishing
relationship between model size and detection ca-
pability; and c) the sliding window PPL approach
generalizes to both monologue and conversational
speech samples of individuals with psychotic symp-
toms and clinically diagnosed SSDs respectively,
suggesting its potential utility for screening and
monitoring of SSDs in diverse clinical settings.1

2 Related Work

2.1 FTD in schizophrenia

Traditionally, FTD is evaluated through clinically
administered rating scales such as the thought and
language index (Liddle et al., 2002) or thought and
language disorder (TALD) scale (Kircher et al.,
2014) in research settings, which captures the full
variety of FTD phenomenology including subjec-
tive experiences. It can also be more conveniently
evaluated through self-reporting scales (Barrera
et al., 2008). However, there are inherent prob-
lems associated with each approach: administering
the clinical scales is time-consuming and requires
specific training and expertise. Additionally, even
when the required expertise is readily available, the
clinical assessment only provides intermittent mea-
sures during office visits, making it difficult to paint
a continuous picture in a more ecological setting.
On the other hand, the self-reporting scale lacks ob-
jectivity because each patient may have subjective
views on the scale’s severity settings, and the abil-
ity to self-appraise may be impaired in psychosis.
These inherent problems and the advancement of
computational technologies have inspired the us-
age of NLP methods to evaluate and quantify the
severity of FTD.

2.2 Assessing FTD and SSDs with NLP
methods

Advancements in computational systems have in-
troduced innovative methods for automated FTD
assessment. A seminal approach by Foltz et al.
(1998) utilizes distributional similarity, specifically
measuring semantic relatedness between consecu-
tive text segments using latent semantic analysis
(LSA) (Landauer and Dumais, 1997) to measure
coherence, providing a proxy that was later used to
quantify the degree FTD. This method’s diagnostic
utility was demonstrated by Elvevåg et al. (2007),
who found significant differences in automated co-

1Our code is publicly available on https://github.com/
LinguisticAnomalies/small-lm-sliding-windows

herence metrics when comparing individuals with
schizophrenia to healthy controls, as well as among
patients with varying levels of thought disorder.

Building on this work, a subsequent study in-
tegrated LSA-based coherence metrics into a ma-
chine learning classifier that accurately predicted
psychosis onset in a small sample of at-risk youth,
achieving perfect leave-one-out cross-validation
accuracy (Bedi et al., 2015). An adapted version
maintained 83% accuracy in predicting psychosis
onset in a larger, independent dataset (Corcoran
et al., 2018). More recently, neural word embed-
dings (Mikolov et al., 2013), which represent words
as vectors derived from neural networks trained to
predict nearby words, have been explored as an al-
ternative to LSA for coherence analysis. Similarity
metrics from these embeddings showed promis-
ing results in aligning with clinical assessments of
thought disorder (Just et al., 2019, 2020).

With advances in NLP methods, recent studies
have used sentence embeddings from BERT (Bidi-
rectional Encoder Representations from Transform-
ers) (Devlin et al., 2019) to identify coherence dif-
ferences between transcripts from individuals with
SSDs and those from healthy controls (Tang et al.,
2021). As a transformer-based model, BERT gen-
erates context-specific representations of tokens by
dynamically incorporating information from sur-
rounding words, unlike LSA or neural word em-
beddings, which rely on static word representations
derived from all of the contexts a word is observed
in during training. Prior research also introduced
methods for assessing global coherence – estimat-
ing the relationship between a unit of text and the
overarching theme of a text – using these meth-
ods to improve coherence evaluation in automatic
speech recognition by extracting time series fea-
tures for machine learning (Xu et al., 2021, 2022).

With the emergence of autoregressive LMs,
some recent studies (Palaniyappan et al., 2023;
Fradkin et al., 2023; Sharpe et al., 2024) have exam-
ined the assessment of psychosis using such mod-
els to demonstrate that LMs can be utilized with
in-silico experimental research to gain better under-
standing of the linguistic manifestation of FTD. In
contrast to BERT, which is a bidirectional model
that utilizes tokens on both sides of a target token
for prediction, autoregressive LMs are designed to
predict only the next token in a sequence. While
BERT-derived representations are highly effective
for estimating semantic relatedness, autoregressive
LMs are specifically optimized for generating co-
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herent and fluent sequences of text, offering poten-
tial for developing alternative approaches to FTD
evaluation. However, these approaches have pri-
marily relied on such models without exploring
how model size and granular context windows af-
fect sensitivity to linguistic manifestations of FTD.

3 Methods

3.1 Data
AVH Dataset Speech monologue samples from
native English speaking participants who experi-
enced auditory verbal hallucinations (AVH) using
a smartphone application were collected during
the course of a previous study (Ben-Zeev et al.,
2020). Participants experiencing AVH were re-
cruited in-person and online, and prompted to de-
scribe their experiences of AVH and anything else
they would like to share or think would be helpful
for the research team to know. Informed consent
from participants was obtained through a rigorous
procedure involving triple confirmations from a
screening questionnaire. The study was approved
by the Institutional Review Boards (IRB) of the
University of Washington and Dartmouth College.
Two annotators labeled the manual transcripts of
the audio recordings for their degree of incoherence
based on the TALD scale, using the construct of de-
railment. The TALD score ranges from 0-4 and rep-
resents greater incoherence as the score increases.
The inter-rater agreement between annotators was
0.71, as measured by weighted Kappa. This set
contained samples with a mean TALD score of
1.18 and a standard deviation of 0.83. We select
310 recordings that: a) have manual transcriptions;
and b) are annotated with TALD. The transcript-
level demographic information for this dataset is
summarized in Table A.1 in the Appendix.

Clinical Interview Dataset This set contains
semi-structured clinical interviews of San Fran-
cisco Bay Area male outpatients diagnosed with
SSDs participating in a study of oxytocin con-
ducted independently at University of California,
San Francisco (UCSF) (Bradley et al., 2024). All
participants are provided with written informed
consent and study protocols were approved by the
IRB at the UCSF. Following a prior work (Poole
et al., 2000), the clinical assessments were con-
ducted by trained raters in the form of a compos-
ite score combining the conceptual disorganiza-
tion item (ranging from 1-7 with increasing sever-
ity) (Kay et al., 1987) from the Positive and Neg-

ative Syndrome Scale (PANSS) and the incoher-
ent speech item (ranging from 0-5 with increasing
severity) from the Comprehensive Assessment of
Symptom and History (CASH) (Andreasen et al.,
1992) to supplement the disorganized symptom
subscale and the measure of suicidality. To avoid
any potential confusion between these terms refer-
ring to different types of ratings, in the remainder
of this paper we will refer this score as composite
PANSS. We use manually transcribed interviews
from 39 participants with corresponding composite
PANSS between 2 and 8 (in the range of 0-12),
with a mean of 3.36 and a standard deviation of
1.80. The transcript-level demographic informa-
tion for this dataset is summarized in Table A.2 in
Appendix.

3.2 Language models

Pythia is the first LLM suite deliberately designed
to enable scientific research on LLMs. The Pythia
suite offers pre-trained decoder-only autoregressive
LMs ranging from 70M to 12B parameters. The
Pythia suite is trained on the Pile corpus (Gao et al.,
2020), which is a publicly available and curated
collection of English language. In particular, we
select Pythia checkpoints (70m, 160m, 410m, 1b,
1.4b, 2.8b, 6.9b, and 12b in parameter size) that are
pre-trained on a deduplicated Pile corpus contain-
ing approximately 207B tokens. We select these
checkpoints as deduplication has demonstrated its
benefits in LLM training process (Lee et al., 2022).
The Pythia suite largely follows the architecture
and hyperparameters of GPT-3, but differs in sev-
eral aspects: a) it uses fully dense attention layers;
b) it is pre-trained using Flash Attention (Dao et al.,
2022) for improved device throughput; and c) it
uses rotary positional embeddings (Su et al., 2024)
for a flexible mechanism to encode positional in-
formation.

We also compare Pythia suite with locally-
hosted LLaMA-3.1-405b (Dubey et al., 2024)
model, which is quantized with 4-bit precision us-
ing ExLlamaV22 (prior work indicates that quan-
tization does not significantly degrade model per-
formance (Lee et al., 2024b)). As initial experi-
mentation in previous work showed comparable
results to those obtained with the base model (with-
out instruction tuning), we use an instruction-tuned
model, hosted locally on a secure server.

2https://github.com/turboderp-org/exllamav2
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3.3 Global and sliding window PPLs

We compute PPL for a transcript using two ap-
proaches: a) a global PPL that evaluates the full
transcript as a single sequence; and b) a local PPL
using sliding windows of 8, 16, 32, 64, and 128
for the Pythia suite, and a sliding window of 64
for the LLaMA model, as prior work indicates that
restricting to a short input (e.g., context length of
128) can substantially improve the performance of
LMs (Press et al., 2021). The sliding window is
defined as a window of a corresponding number of
tokens moved sequentially through the transcript.
PPL is calculated for each window position as it
shifts one token at a time until reaching the end of
the transcript. If the transcript is shorter than the
designated sliding window, then we calculate the
global PPL for the transcript instead. As window
size increases, the sliding window PPL approach
allows the model to have more dynamic context
when making each prediction, resulting in a more
accurate approximation of the fully-factorized PPL
(i.e., the global PPL). This can be particularly use-
ful for evaluating spontaneous speech where the
context is more fragmented than with read speech
(Auer, 2009; Shriberg, 2001; Agmon et al., 2023;
Wang et al., 2010). To generate a transcript-level
measure, we use the maximum and the averaged
PPL across the estimated sliding window PPLs, in
addition to the global PPL for each transcript. For
each measure, we compare the Spearman ρ with
the TALD and composite PANSS scores for the
AVH and clinical interview datasets respectively.

We opt to use maximum sliding window PPL
as our primary transcript-level metric for detecting
incoherent language. The rationale for this choice
is evident in the distinct separation between tran-
scripts that exhibit mild derailment (with TALD
derailment < 3, labeled as 0) and those that ex-
hibit severe derailment (with TALD derailment ≥
3, labeled as 1 ) in the AVH dataset (Figure A.1 in
Appendix). Transcripts rated with TALD ≥ 3 con-
sistently exhibit higher maximum sliding window
PPL spikes across different model sizes (partic-
ularly visible with the sliding window length of
64), while transcripts rated below this threshold
maintain relatively stable, lower PPL patterns. We
observed a similar trend in Figure A.2 in Appendix,
the variation of PPL spikes across different sever-
ities of composite PANSS, suggesting that max-
imum sliding window PPL reflects disorganized

speech.3

4 Results

4.1 Global PPL as a proxy for FTD-related
linguistic patterns

As illustrated in Figure 1, smaller Pythia models
(Pythia-70m and Pythia-160m) consistently exhib-
ited higher global PPLs compared to their larger
counterparts across both the AVH and clinical in-
terview datasets. Larger models (6.9b and 12b pa-
rameters) tended to cluster together at lower PPLs,
suggesting diminishing effects on PPL estimation
as model size increases. We observed minimal cor-
relation (ρ < 0.01) between global PPL and TALD
(in the AVH set), and this was statistically insignif-
icant across all model sizes. While correlations
between global PPL and composite PANSS (in the
clinical interview set) were present (Spearman’s
ρ between 0.20 and 0.39), statistical significance
was achieved only for the larger models, includ-
ing Pythia-2.8b, Pythia-6.9b, and Pythia-12b, at
α = 0.1.

4.2 Sliding window PPL performance
4.2.1 The AVH dataset

Model Sliding windows

8 16 32 64 128

70m 0.366*** 0.375*** 0.427*** 0.440*** 0.370***

160m 0.369*** 0.360*** 0.426*** 0.451*** 0.378***

410m 0.347*** 0.336*** 0.430*** 0.458*** 0.378***

1b 0.329*** 0.328*** 0.431*** 0.458*** 0.367***

1.4b 0.331*** 0.305*** 0.423*** 0.486*** 0.388***

2.8b 0.315*** 0.316*** 0.435*** 0.464*** 0.365***

6.9b 0.319*** 0.310*** 0.420*** 0.475*** 0.370***

12b 0.317*** 0.307*** 0.421*** 0.470*** 0.372***

LLaMA – – – 0.457*** –

***p < 0.01, **p < 0.05, *p < 0.1

Table 1: The AVH dataset Spearman’s ρ between the
maximum sliding window PPL and TALD across model
size. Bold indicates the highest ρ for a model.

As shown in Table 1, all correlations between
maximum sliding window PPL and TALD scores
were statistically significant (p-value < 0.01)
across all model and sliding window sizes. The
strongest correlations consistently occurred with a
64-token sliding window, with coefficients peak-
ing at 0.486 for the 1.4b model, and remaining
moderately correlated with TALD scores for all

3Our experiments are conducted on 3 H100 GPUs.
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Figure 1: Global PPLs estimated by the Pythia suite. The shaded area represents 95% confidence intervals of the
global PPLs estimated from a pre-trained Pythia model.

model variants. Interestingly, the 4-bit quantized
LLaMA 405b model did not outperform the Pythia
suite, attaining a lower Spearman ρ of 0.457 on the
64-token sliding window.

Table A.3 in Appendix shows similar patterns of
correlation between averaged sliding window PPL
for a transcript and TALD scores. While all corre-
lations remain significant (p-value < 0.01) across
all model sizes and sliding windows, the correla-
tion coefficients are generally lower compared to
those for maximum sliding window PPLs. The 64-
token sliding window again emerged as the optimal
configuration, with correlation coefficients ranging
from 0.202 to 0.251. The 1.4b model achieved the
strongest correlation (ρ = 0.251), followed closely
by the 6.9b model (ρ = 0.249). The LLaMA model
achieved the highest correlation (ρ = 0.371) for the
sliding window of 64 tokens.

4.2.2 The clinical interview dataset

Model Sliding windows

8 16 32 64 128

70m 0.265 0.482*** 0.338** 0.356** 0.344**

160m 0.414*** 0.433*** 0.316* 0.354*** 0.325**

410m 0.385* 0.433*** 0.316* 0.354** 0.325**

1b 0.415*** 0.352** 0.380** 0.410*** 0.313*

1.4b 0.458*** 0.370*** 0.382** 0.418*** 0.326**

2.8b 0.425*** 0.385** 0.369** 0.428*** 0.348***

6.9b 0.478*** 0.352** 0.394** 0.414*** 0.368**

12b 0.441*** 0.313* 0.404** 0.412*** 0.357*

LLaMA – – – 0.249 –

***p < 0.01, **p < 0.05, *p < 0.1

Table 2: The clinical interview dataset Spearman’s ρ be-
tween the maximum sliding window PPL and modified
PANSS across model size. Bold indicates the highest ρ
for a model.

The patterns observed in Table 2 of the maxi-

mum sliding window PPLs on clinical interview
dataset vary compared to those from audio di-
ary data shown in Table 1. Pythia-70m with a
sliding window of 16 has the highest correlation
(ρ = 0.482, p-value < 0.01), while the Pythia-
6.9b model shows comparable performance with a
sliding window of 8 (ρ = 0.478, p-value < 0.01).
Unlike the patterns with TALD, the sliding win-
dow size of 64 tokens was not optimal across all
models, though it did yield strong correlations for
several model sizes, particularly with the Pythia-
2.8b model (ρ = 0.428, p-value < 0.01). Similarly,
we also observed that LLaMA achieved the low-
est and insignificant Spearman ρ with a 64-token
sliding window.

Table A.4 in Appendix shows more moderate
relationships for averaged sliding window PPLs in
the clinical interview data, with correlation coef-
ficients ranging from 0.248 to 0.360. The Pythia-
1.4b model demonstrated consistently strong per-
formance across all window sizes, achieving the
highest correlation coefficients of all models, with
its peak at a sliding window of 64 (ρ = 0.360, p-
value < 0.05). LLaMA achieved the lowest Spear-
man ρ in the sliding window of 64, despite this
being moderately significant.

4.3 The comparison of model sizes and sliding
windows

For TALD correlations (Table 1 and Table A.3 in
Appendix), larger sliding window sizes (32 and 64)
consistently showed stronger correlation as model
size increased. However, this trend was less evi-
dent with smaller sliding window sizes (8 and 16),
where the correlation coefficients remained rela-
tively stable across model sizes. In contrast, the
composite PANSS correlations (Table 2 and Ta-
ble A.4 in Appendix) exhibited a different pattern:
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smaller sliding window sizes (8 and 16) showed
more variation across model sizes with maximum
PPLs, with correlation coefficients fluctuating. For
example, with the sliding window of 8, the corre-
lation coefficients ranged from ρ = 0.265 to ρ =
0.478. The correlation coefficients with averaged
PPLs show more consistent behavior, as they gradu-
ally increase up to the 1.4b model across all sliding
window sizes before they plateau or slightly decline
with in larger models.

As can be observed in Table 1, which shows
the correlations between maximum PPL for a tran-
script and the TALD on the AVH dataset, all mod-
els exhibit a consistent pattern where correlation
coefficients generally increase with a sliding win-
dow of 8 and 16, peak at a sliding window of
64, and then decrease with a sliding window of
128. There is a similar trend in Table A.3, but
with more moderate increases and decreases. In
contrast, there are more variable patterns with the
clinical interview results shown in Table 2. Smaller
models (70m-410m) tended to achieve peak corre-
lations at smaller window sizes, while larger mod-
els show more distributed peaks across different
window sizes. The correlation between the aver-
aged sliding window PPL and composite PANSS
shows the most consistent pattern across window
sizes, as is particularly evident with the 1.4b model,
which maintains relatively stable correlations rang-
ing from ρ = 0.272 to ρ = 0.360 across all window
sizes. Notably, a sliding window of 128 consis-
tently produced the weakest correlations in both
datasets, suggesting that larger window size may
dampen the PPL response to local patterns as com-
pared with medium-sized windows. Interestingly,
there is also a general trend of diminishing effects
of sliding window size with both datasets, with the
correlation coefficients declining with larger mod-
els (e.g., billions of parameter size) at the same
sliding window size.

5 Discussion

Our key findings are as follows. First, our results
suggest LM PPL can potentially serve as an ob-
jective computational marker for capturing subtle
linguistic patterns associated with FTD. This aligns
with previous studies indicating that such abnor-
mal linguistic patterns manifest in ways that can
be quantitatively measured (Colla et al., 2022; He
et al., 2024; Xu et al., 2021, 2022; Sharpe et al.,
2024). Second, our results extend Sharpe et al.

(2024)’s work by examining fine-grained sliding
window PPLs to capture semantic variations across
longer sequences using models ranging from 70m
to 405b parameters for two model families. Our
results indicate that model size does not neces-
sarily correlate linearly with its capability for de-
tecting FTD-related linguistic manifestations. Fur-
thermore, our findings suggest that small/medium-
sized sliding windows consistently demonstrate op-
timal performance across different model sizes, in-
dicating an effective balance point between clinical
utility and computational efficiency. That perfor-
mance declines with larger windows may suggest
the approximate range within which contextual in-
consistencies manifest in FTD. These findings col-
lectively suggest that calibrated smaller LMs can
be at least as effective as their larger counterparts,
offering practical advantages for real-world deploy-
ment while maintaining clinically-validated and
robust performance in detecting FTD-related lan-
guage differences.

Our work also demonstrates a more nuanced re-
lationship between window size and the linguistic
manifestations of FTD. While prior work (Sharpe
et al., 2024) using GPT-3 indicates that differences
in lexical probability (i.e., the intermediate prod-
ucts of PPLs) differ more between cases and con-
trols with larger context windows (i.e., up to 50
tokens) for FTD, our work provides a more granu-
lar characterization of optimal sliding window sizes
for alignment with human ratings in both mono-
logue and conversational speech samples. This is
particularly important for detecting linguistic in-
consistencies that span across longer text segments,
an aspect of comprehension that prior research sug-
gests may be selectively impaired in people with
SSDs (Kuperberg, 2010a,b; Sharpe et al., 2024). In
addition, it reveals diminishing correlation coeffi-
cients at larger model and sliding window size, sug-
gesting an upper bound to the utility of increasing
both context window size and model size. Inter-
estingly, the clinical interview dataset shows more
variable optimal sliding window sizes across differ-
ent model scales, with smaller models performing
best at shorter windows and larger models show-
ing distributed peaks across different window sizes.
These varied patterns suggest that the manifestation
of FTD – particularly in conversational language –
may operate at multiple scales, rather than simply
becoming more apparent with larger contexts. This
in turn suggests that such LM-based methods may
require calibrated combinations of both model size
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and context window, rather than simply maximiz-
ing either dimension.

Our findings demonstrate the generalizability of
PPL-based computational and automated assess-
ment across both monologue (AVH) and conver-
sational data (clinical interview), suggesting that
changes in language associated with FTD can be ef-
fectively captured regardless of the communicative
setting. Spontaneous speech presents unique com-
plexities due to its impromptu nature, where speak-
ers have minimal time to organize their thoughts.
The challenges include a lack of clear syntactic
boundaries (Auer, 2009; Shriberg, 2001; Agmon
et al., 2023; Wang et al., 2010), complex interaction
of linguistic demands due to mental states (Menn
and Obler, 1989; Caplan and Hanna, 1998), and
context sensitivity. They make it particularly chal-
lenging for generalizable computational analysis.
However, our results show that PPL-based mea-
sures can effectively operate within these complex-
ities, yielding statistically significant correlations
with human ratings across both monologue and
conversational datasets. This capability to perform
consistently across different communication con-
texts is important for clinical applications, where
assessment tools may need to maintain reliability
across various real-world scenarios. The consis-
tency of our results across both data sources indi-
cates the potential of sliding-window based LM
perplexity as an automated and computational as-
sessment tool.

With respect to model size, 4-bit quantized
LLaMA 405b, despite its significantly larger scale
and strong performance on open-domain tasks (Lee
et al., 2024b), consistently underperformed com-
pared to smaller Pythia models. This finding sup-
ports our hypothesis regarding the potential ad-
vantages of smaller LMs in detecting subtle lin-
guistic patterns associated with FTD, though it re-
mains to be determined whether this advantage is
attributable to model size or a relatively constrained
amount of training data. Larger LMs, with their
extensive pre-training on vast corpora of text of un-
certain provenance, may find the subtle linguistic
patterns that characterize FTD more predictable.
In contrast, smaller LMs’ more limited exposure
to coherent language patterns and/or constrained
capacity (as proxied by parameter size) may para-
doxically enhance their sensitivity to linguistic pat-
terns associated with FTD. This suggests that the
relationship between model scale and clinical as-
sessment capability is not strictly linear (i.e., bigger

is not necessarily better), and that optimal perfor-
mance may be achieved by models that maintain
adequate linguistic competence while remaining
sensitive to deviations from typical language pat-
terns. A further advantage of the Pythia suite is that
their training data are publicly available, and there-
fore amenable to analyses to identify sources of
biased assessment, such as the absence of training
data reflecting dialectical variation characteristic
of particular population groups. These findings
and observations collectively suggest that pursuing
ever-larger models may not necessarily yield better
clinical assessment capabilities and utilities.

Our analysis across multiple model sizes pro-
vides empirical guidance for sliding window size
selection in clinical practice. The finding that small-
to medium-sized sliding windows (typically 16 to
64 tokens) consistently demonstrate optimal perfor-
mance across different model sizes suggests an ef-
fective range for practical implementation. This ob-
servation is consistent with previous studies demon-
strating that linguistic inconsistencies manifest as
local coherence disruptions (Sitnikova et al., 2002;
Swaab et al., 2013; Kuperberg, 2010a,b). The ob-
served performance decline with larger windows
(> 128 tokens) further supports this understanding.
Notably, the optimal sliding window sizes remain
consistent across both shorter monologues (≈ 100
tokens) and longer clinical interviews (> 1000 to-
kens), suggesting that the linguistic manifestation
of FTD operates at a fragmented level independent
of overall discourse length or interaction type. This
pattern suggests that aspects of FTD may be best
characterized in intermittent steps rather than as
global narrative incoherence. Additionally, the slid-
ing window size sensitivity remains remarkably
consistent across model scales from 70m to 12b,
suggesting that PPL, as a computational marker,
can effectively capture such linguistic manifes-
tations, providing a compelling evidence for the
context-sensitive nature of FTD and its variable ex-
pression across different communicative demands.

Our findings suggest that PPL derived from
smaller LMs with granular sliding windows offer
promising clinical utility in addition to existing as-
sessment methods. Furthermore, The reduced com-
putational requirements of our approach also makes
it particularly suitable for resource-constrained set-
tings, potentially enabling automated FTD screen-
ing in underserved communities. These models’
ability to detect subtle linguistic manifestations
of FTD opens several promising application path-
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ways in clinical practice. Most notably, the effi-
ciency of smaller LMs (70m-410m parameters) en-
ables privacy-preserving, on-device processing that
could streamline the mental health monitoring and
early intervention. For example, these lightweight
models could be integrated into telehealth plat-
forms to analyze discourse during remote psychi-
atric consultations in real-time, providing clinicians
with immediate linguistic computational markers
while ensuring all patient data remains on local
devices. In ambient monitoring scenarios, these
models could be deployed on smartphones to peri-
odically assess everyday conversation with partici-
pants’ prior consent, creating longitudinal datasets
that track subtle changes in FTD, enabling the
comparison of cross-sectional linguistic patterns
to identify preliminary warning signs that might
surf unnoticed. The resulting data could also used
for near-real-time flagging of warning signs, which
could be shared with their clinical teams to enable
time-sensitive interventions that may help prevent
further deterioration (Ben-Zeev et al., 2017).

While our token-level sliding window PPL
method demonstrates promising results, we ac-
knowledge that certain sentence-level proximity-
based methods (Xu et al., 2022) achieved compa-
rable or higher correlations. However, the sliding
window PPL method is responsive to linguistic
inconsistencies at varying granularities that com-
plement existing methods, potentially capturing
dynamic aspects of FTD that may be missed by
static sentence-level measures.

6 Conclusion

We presented experimental findings consistent with
prior work suggesting sliding-window PPL as an
efficient measurement for linguistic patterns asso-
ciated with FTD. Surprisingly, our findings suggest
that smaller LMs with calibrated sliding window
sizes, are more sensitive to such linguistic manifes-
tations. The comparable effectiveness of smaller
models opens new possibilities for implementing
automated and computational language assessment
tools in resource-constrained clinical settings while
remaining cost-efficient and privacy-preserving.

Limitations

The work presented here has several limitations.
All participants represented in both data sets are
English speakers, and it remains unclear the extent
to which our findings apply to other languages. Our
analysis relied on transcribed speech data, which
may not fully capture the nuances of spoken lan-
guage, including prosody, pauses, and other par-
alinguistic features that could be clinically relevant
(for a related review, see Ehlen et al. (2023)). While
our findings demonstrate correlations between PPL
and human ratings, these ratings do not consti-
tute clinical diagnoses, which would be needed for
case/control comparisons. Furthermore our anal-
ysis does not account for potential confounding
variables – such as age, gender, origin and socioe-
conomic status – which may influence language
patterns. While smaller LMs show promising re-
sults, we have not yet established clear clinical
thresholds that would be necessary for diagnosis,
or assessed the utility of measurements over time
as indicators of change in clinical status. We also
note that the severity scores for both datasets are
relatively low on average, and that datasets with
more representation of severe FTD may be needed
to establish optimal parameter settings in this con-
text. Our study focused specifically on positive
FTD, a key diagnostic feature for SSDs. Therefore,
the extent to which sliding window PPL is respon-
sive to linguistic manifestations of other conditions
remains to be established. Future work to address
these limitations will be required to reach the po-
tential of these methods for clinical deployment.
Finally, while we included a larger language model
with a 64-token sliding window, including addi-
tional sliding window sizes with LLaMA would
make for a more comprehensive analysis that is left
for future work.
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Level Mild Severe

# of transcripts 292 18
Age (mean (SD)) 40.45 (10.71) 38.33 (8.97)
Gender (%) Female 162 (55.5) 10 (55.6)

Male 118 (40.4) 8 (44.4)
Transgendered: FTM 3 (1.0) 0 (0.0)

Transgendered: MTF 9 (3.1) 0 (0.0)
Education (%) 1 (0.3) 0 (0.0)

Associates Degree 51 (17.5) 3 (16.7)
Bachelors Degree 25 (8.6) 0 (0.0)
Doctorate Degree 3 (1.0) 0 (0.0)

Grade school 4 (1.4) 4 (22.2)
High School Diploma /GED 171 (58.6) 9 (50.0)
Junior High 22 (7.5) 2 (11.1)
Masters Degree 15 (5.1) 0 (0.0)

Race (%) 1 (0.3) 0 (0.0)

American Indian or Alaskan Native 6 (2.1) 0 (0.0)
Asian 6 (2.1) 0 (0.0)
Black or African American 61 (20.9) 8 (44.4)
More than one race 35 (12.0) 2 (11.1)
White 183 (62.7) 8 (44.4)

# of words per transcript (mean (SD)) 182.76 (139.17) 300.50 (170.42)
TALD (mean (SD)) 1.08 (0.70) 3.33 (0.34)

Table A.1: Basic transcript-level demographic information for the AVH dataset. Mild denotes as mild symptoms of
positive FTD where TALD score < 3, and Severe denotes severe symptoms of positive FTD, where TALD score ≥
3.

level 2 3 4 5 6 7 8

# of transcripts 20 5 5 3 2 3 1
Gender (%) Male 20 (100.0) 5 (100.0) 5 (100.0) 3 (100.0) 2 (100.0) 3 (100.0) 1 (100.0)
Age (mean (SD)) 32.35 (10.84) 28.20 (6.26) 35.20 (13.77) 41.00 (3.61) 24.50 (3.54) 36.00 (23.39) 58.00 (NA)
Race (%) African American 4 (20.0) 0 (0.0) 2 (40.0) 0 (0.0) 0 (0.0) 1 (33.3) 0 (0.0)

Asian 2 (10.0) 1 (20.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (100.0)

Latino 1 (5.0) 1 (20.0) 0 (0.0) 0 (0.0) 1 (50.0) 0 (0.0) 0 (0.0)
Other (including mixed) 2 (10.0) 0 (0.0) 1 (20.0) 1 (33.3) 1 (50.0) 1 (33.3) 0 (0.0)
White 11 (55.0) 3 (60.0) 2 (40.0) 2 (66.7) 0 (0.0) 1 (33.3) 0 (0.0)

Education (%) Associates Degree 2 (10.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (33.3) 0 (0.0)
Bachelors Degree 3 (15.0) 2 (40.0) 2 (40.0) 1 (33.3) 0 (0.0) 0 (0.0) 0 (0.0)

GED 1 (5.0) 1 (20.0) 0 (0.0) 1 (33.3) 0 (0.0) 0 (0.0) 0 (0.0)
H.S. Diploma 13 (65.0) 1 (20.0) 3 (60.0) 1 (33.3) 2 (100.0) 2 (66.7) 1 (100.0)
Other 0 (0.0) 1 (20.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)
Vocational Certification 1 (5.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)

# of words per transcript (mean (SD)) 1494.20 (1053.27) 1178.40 (536.35) 1822.00 (1774.69) 1478.67 (601.23) 2004.50 (340.12) 3023.67 (2197.36) 4339.00 (NA)

Table A.2: Basic transcript-level demographic information for the clinical interview dataset. The top row represents
the value of the composite PANSS.
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Figure A.1: The distribution of sliding window PPLs using a sliding window of 64 tokens on the AVH dataset,
where the x-axis represents the index of sliding window PPLs in transcripts. The shaded area represents the 95%
confidence interval of the estimated sliding window PPL on a given index. The label of 0 is defined where TALD <
3, serving as a proxy label for cognitively healthy individuals, whereas the label of 1 serves as the proxy label of
FTD individuals.
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Figure A.2: The distribution of sliding window PPLs using the sliding window of 16 tokens on the clinical interview
dataset, where the x-axis represents the index of sliding window PPLs in transcripts. The shaded area represents the
95% confidence interval of the estimated sliding window PPL on a given index.
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Model Sliding windows

8 16 32 64 128

70m 0.158*** 0.156*** 0.176*** 0.202*** 0.180***

160m 0.177*** 0.170*** 0.177*** 0.206*** 0.183***

410m 0.175*** 0.179*** 0.196*** 0.225*** 0.189***

1b 0.178*** 0.176*** 0.205*** 0.230*** 0.180***

1.4b 0.181*** 0.179*** 0.208*** 0.251*** 0.201***

2.8b 0.168*** 0.165*** 0.204*** 0.240*** 0.194***

6.9b 0.172*** 0.169*** 0.206*** 0.249*** 0.194***

12b 0.175*** 0.174*** 0.204*** 0.245*** 0.195***

LLaMA – – – 0.371*** –

***p < 0.01, **p < 0.05, *p < 0.1

Table A.3: The AVH dataset Spearman’s ρ between the
averaged sliding window PPL and TALD across model
size. Bold indicates the highest ρ for a model.

Model Sliding windows

8 16 32 64 128

70m 0.258 0.248 0.274* 0.276* 0.276*

160m 0.264 0.278* 0.296* 0.313* 0.294*

410m 0.263 0.276* 0.324** 0.318** 0.301*

1b 0.266 0.292* 0.318** 0.330*** 0.305*

1.4b 0.272* 0.334** 0.355** 0.360** 0.342**

2.8b 0.261 0.324** 0.344** 0.343** 0.325**

6.9b 0.269* 0.315* 0.342** 0.315* 0.310*

12b 0.270* 0.302* 0.338** 0.334** 0.326**

LLaMA – – – 0.200* –

***p < 0.01, **p < 0.05, *p < 0.1

Table A.4: The clinical interview dataset Spearman’s ρ
between the averaged sliding window PPL and compos-
ite PANSS across model size. Bold indicates the highest
ρ for a model.
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Abstract

Common factors and microcounseling skills
are critical to the effectiveness of psychother-
apy. Understanding and measuring these ele-
ments provides valuable insights into therapeu-
tic processes and outcomes. However, auto-
matic identification of these change principles
from textual data remains challenging due to
the nuanced and context-dependent nature of
therapeutic dialogue. This paper introduces
CFiCS, a hierarchical classification framework
integrating graph machine learning with pre-
trained contextual embeddings. We represent
common factors, intervention concepts, and mi-
crocounseling skills as a heterogeneous graph,
where textual information from ClinicalBERT
enriches each node. This structure captures
both the hierarchical relationships (e.g., skill-
level nodes linking to broad factors) and the
semantic properties of therapeutic concepts.
By leveraging graph neural networks, CFiCS
learns inductive node embeddings that gener-
alize to unseen text samples lacking explicit
connections. Our results demonstrate that inte-
grating ClinicalBERT node features and graph
structure significantly improves classification
performance, especially in fine-grained skill
prediction. CFiCS achieves substantial gains
in both micro and macro F1 scores across all
tasks compared to baselines, including random
forests, BERT-based multi-task models, and
graph-based methods.

1 Introduction

Psychotherapy is a complex process that, despite
diverse theories and techniques—from cognitive-
behavioral and psychodynamic methods to human-
istic approaches—shares common change princi-
ples that reinforce its effectiveness. These universal
elements, known as common factors (CFs), include
the therapeutic relationship, expectancy factors,
corrective experiencing, insight, and self-efficacy
(Bailey and Ogles, 2023) and account for around
30% of therapy outcomes (Lambert, 1992), with the

therapeutic relationship being a particularly strong
predictor of positive change (Nahum et al., 2019).
Intertwined with these CFs are microcounseling
skills—discrete, teachable behaviors introduced by
Ivey et al. (1968), such as reflective listening and
the strategic use of open-ended questions. These
skills enable therapists to evoke change principles
in practice. For example, fostering the therapeutic
bond (an element of the CF therapeutic relation-
ship) by using reflective listening (a microcounsel-
ing skill) to convey an empathic and validating atti-
tude (an intervention concept) will likely improve
client involvement and therapeutic effectiveness.

Monitoring therapists’ behaviors in relation to
therapeutic processes can provide deeper insights
into how these processes, in turn, contribute to im-
proved treatment outcomes. Moreover, automating
skill and CF identification in place of human-based
coding or post-session questionnaires improves
scalability, lowers costs, and enables the analysis of
within-session micro-processes (Falkenström and
Larsson, 2017). This approach also offers targeted,
session-by-session feedback, enabling clinicians to
refine their techniques and adapt interventions to
individual client needs.

One effective way to structure change principles
systematically is by modeling CFs and microcoun-
seling skills as a graph-based taxonomy. In this
taxonomy, CF elements serve as higher-level cat-
egories, while microcounseling skills act as spe-
cific subcategories or methods used to elicit these
factors. The hierarchical relationships within the
graph illustrate how particular skills are applied in
the context of broader factors. Moreover, this graph
can be further enriched by incorporating node at-
tributes, such as detailed descriptions and contex-
tual examples, that clarify how each skill functions
within its corresponding CF.

Building on this structured representation, we
can leverage graph machine learning (ML) mod-
els to classify text by encoding these relationships.
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These models can learn embeddings for each node,
effectively capturing both the structural and feature-
based information embedded in the taxonomy. For
example, when analyzing a therapeutic interaction,
the model can identify relevant microcounseling
skills (like reflective listening or validation) and
link them to higher-level CFs (such as the therapeu-
tic bond). Based on this framework, we propose a
classification method CFiCS 1 that employs graph
ML to aggregate information from the intercon-
nected network of common factors, intervention
concepts, skills, and examples. This approach al-
lows us to inductively predict associations between
previously unseen text and the corresponding CFs
(e.g., therapeutic relationship), CF elements (e.g.,
therapeutic bond), intervention categories (e.g., col-
laboration and partnership), and skills (e.g., reflec-
tive listening), ultimately enhancing our ability to
assess and improve therapeutic interactions. We
demonstrate through experiments that integrating
the graph outperforms baselines. The most accurate
configuration combines ClinicalBERT embeddings
with GraphSage.

2 Background and Related Work

2.1 Automatic Detection of Therapeutic
Elements in Clinical Text

The growing use of technology in psychotherapy
has expanded the possibilities of automating text
data collection, such as therapy transcripts. This
has increased interest in using natural language pro-
cessing and ML to automatically detect, classify,
or score therapist behaviors and client responses.
For instance, recent research has attempted to iden-
tify empathy-related cues in counseling dialogue
(Tao et al., 2024; Tavabi et al., 2023). Other stud-
ies have focused on classifying types of reflections
or questions posed by therapists (Can et al., 2016;
Pérez-Rosas et al., 2017). Despite this progress,
several significant challenges remain. First, therapy
transcripts inherently contain sensitive information,
restricting the available data for model training.
Second, counselor behaviors are highly context-
dependent; the same microcounseling skill may
evoke different CFs. For example, respect for the
client’s autonomy generally conveys an attitude
of collaboration and partnership but is also an in-
herent part of goal alignment. Third, most exist-
ing studies focus on one specific behavioral con-
struct (e.g., identifying therapist empathy alone)

1Code available on GitHub

rather than a broad taxonomy encompassing mul-
tiple change principles and a wide range of mi-
crocounseling skills. Recent work explored fine-
grained analysis of psychotherapy sessions. Mayer
et al. (2024) developed models that predict client
emotions and therapist interventions at the utter-
ance level. Similarly, Gibson et al. (2019) intro-
duced multi-label, multi-task deep learning meth-
ods that simultaneously predict multiple behav-
ioral codes within therapy dialogues. Despite these
advancements, most existing studies still empha-
size isolated behavioral constructs (e.g., identifying
therapist empathy alone) rather than addressing a
broader taxonomy of multiple change principles
and diverse microcounseling skills. These limita-
tions motivate the need for more holistic, theory-
driven computational approaches that can parse
complex therapeutic interactions at multiple levels
of granularity.

2.2 Taxonomies and Graph-Based Modeling
Approaches

Researchers have explored structured representa-
tions like taxonomies or ontologies to capture the
hierarchical and interconnected nature of therapeu-
tic elements, such as broad CFs and more granu-
lar microcounseling skills, and have applied these
frameworks to classify symptoms, diagnoses, and
interventions in mental health research (Evans et al.,
2021). However, few existing taxonomies system-
atically link higher-level CFs (e.g., the therapeutic
relationship) to actionable skills (e.g., reflective lis-
tening, validating) that instantiate those factors in
practice. Graph-based ML offers a robust avenue
for modeling these relationships. With methods
such as Graph Convolutional Networks (GCNs)
(Kipf and Welling, 2017) or GraphSAGE (Hamil-
ton et al., 2017), one can encode both the textual
features of nodes (e.g., descriptions of skills) and
the relational structure (e.g., which skills evoke
which CFs) into a unified embedding space. Graph
ML has shown promise in diverse classification
tasks—among others, in detecting suicidality (Lee
et al., 2022)—suggesting that a similar strategy
could be applied to psychotherapy discourse.

3 The CFiCS Graph

We construct a structured knowledge graph of ther-
apeutic practices centered around five main types
of nodes: the root of our graph, the CF therapeutic
alliance; the CF elements (i.e., Bond, Goal Align-

107

https://github.com/smidtfab/CFiCS


IN
C

LU
D

ES

INCLUDES

INCLUDES

EXPRESSES

EXPRE…

EX
PR

ES
SE

S

EX
PR

E…

EXPRESSES

EXPRESSES

EXPRESSES

EXPR
ESSES

EXPRESSES

EXPR
ESSES

EXPRESSES

EXPR…

EX
PR

ES
SE

S

EXPRESSES

SUPPORTS

SUPPORTS

SUPPORTS
SUPPORTS

SUPPORTS

SUPPO
RTS

SUPPORTS

SUPPORTS

SU
PP

O
R

TS

SU
PPO

R
TS

SU
PPO

RTS

SUPPORTS

SUPPORTS

SUPPORTS

DEMONSTRATES

EXPRESSES

DEMO…

EX
PR

ES
SE

S

DEMONSTRATES

EXPR
ESSES

DEMONS…

EX
PR

ES
SE

S

DEMONSTRATES

EXPR
ESSES

DEMONSTRATES

EXPRESSES

DEMONSTRATES

EXPRESSES

DEMONSTRATES

EXPRESSES

D
EM

O
N

ST
R

AT
ES

EX
PR

E…

DEMONS…

EXPRESSES

DEMONSTRATES

EX
PR

ES
SE

S

D
EM

O
N

STR
ATES

EXPRE…

DEMONSTRATES

EXPRESSES

DEM
O

NSTRATES

EXPRESSES

DEMONSTRATES

EXPRESSES

DEMONSTRATES

EXPR
ESSES

DEMONSTRATES

EXPRESSES

EXPRESSES

EXPRESSES

DEMONSTRATES

EXPRESSES

DEM
O

NSTRATES

EXPRESSES

DEMO…
EXPRESSES

DEMONSTRATES

EXPRESSES

DEMONSTR
AT

ES

EX
PR

ES
SE

S

DE
M

O
NS

TR
AT

ES

EXPR
ESSES

D
EM

O
N

STR
ATES

EXPRESSES

DE
M

ON
ST

RA
TE

S

EXPRESSES

EXPRESSES

EXPRESSES

EXPRESSES

EXPRESSES EX
PR

ES
SE

S

EXPRESSES

EXPR
ESSES

D
EM

O
N

STR
ATES

FO
ST

ER
S

D
EM

O
N

STR
ATES

FO
ST

ER
S

DE
M

ONS
TR

AT
ES

FOSTERS

D
EM

O
N

ST
R

AT
ES

FO
STER

S

DEMO…

FOSTE…

D
EM

O
N

ST
R

AT
ES

FOSTERS

DEM
ONST

RAT
ES

FOSTERS

DEMONSTRATES
FOSTERS

DEM
O

NSTRATES

FOSTERS

DEMONSTRATES

DEMONSTRATES

FO
ST

E…

FOSTERS

FO
ST

ER
S

DEMONSTRATES

FO
STER

S

FOSTERS

FOSTERS

FOSTERS

DEM
ONSTRATES

FO
STE

RS

DEMONSTRATES

FOSTERS

DEMONSTRATES

FO
ST

ER
S

DEMONSTRATES

FOSTE…

DEMONSTRATES

FOSTERS

DEMONSTRATES

FOSTERS

DEMONSTRATES

FOSTERS

DEMONSTRATES

FOSTERS
DEMONSTRATES

FOSTERS

FO
STER

S

DEMONSTRATES

FO
ST

ER
S

DEMONSTRATES

FO
ST

ER
S

FO
STERS

FOSTERS

FOSTERS

DEMONSTRATES

FO
STERS

DEMONSTRATES

FO
STERS

TR

B

GA

EAR

RL

G

V

A

RA

AP

OQ

CP

TA Self-attention

Feed-forward NN

[CLS] [SEP]You can try ...

BERT-based model

AGG

hv

et

eg

  ...

EXPRESSES

39

Example

INCLUDES
2

CF

Skill

IC

SUPPORTS

14

FOSTERS
69

CONVEYS
7

DEMONSTRATES
162 (50 + 112)

Therapeutic Relationship

a) b)

Figure 1: (a) Edge types and connection patterns between the node types for the common factor Therapeutic
Relationship and (b) Common factor and microcounseling skill prediction with our CFiCS classification model.

ment, and Task Agreement), which define integral
components of the CF therapeutic alliance; inter-
vention concepts (ICs) (i.e., Empathy, Acceptance,
and Positive Regard; Collaboration and Partner-
ship), which express specific approaches to foster-
ing the CF elements; therapeutic skills (i.e., Open-
Ended Questions, Reflective Listening, Affirma-
tion, Validation, Genuineness, Respect for Auton-
omy, Asking for Permission), which are practical
techniques therapists use; and examples, which
are therapist statements that illustrate how specific
skills and concepts are applied. Figure 1a visu-
alizes the connection patterns between the node
types. The graph is heterogeneous, incorporating
different node types and relationships, and sparse.
Most examples link to one CF or one IC and one
or two skills. Hence, the average path length is
short due to the triadic pattern: example → skill
→ CF or IC. The structure is hierarchical, with
CFs at the top, ICs as an intermediate layer, and
therapeutic skills and examples forming the practi-
cal, grounded components. Clusters naturally form
around specific CFs and ICs, creating thematic
groupings. The graph’s relationships are multi-
relational and include edges like fosters, linking
examples to the CFs they develop; expresses, con-
necting skills to ICs or examples to concepts; and
demonstrates, linking examples to the therapeutic
skills they showcase. This semantic structure pro-
vides a foundation for our classification approach.

4 The CFiCS Classification Model

We propose a model shown in Figure 1b to clas-
sify CFs, ICs, and associated therapeutic skills for
textual input. We leverage graph ML to exploit
the topology of the nodes in the CFiCS graph and

combine it with the textual embeddings produced
by a pretrained language model. CFiCS enables
inductive classification of previously unseen nodes,
which do not have explicit edges but can still lever-
age the structural patterns learned from the graph
during training in addition to the textual features.

Input graph structure Let G = (V, E) be a het-
erogeneous graph where: V = Vr∪Vf∪Vc∪Vs∪Ve
represents the set of all nodes, where Vr the
root node, Vf the CF nodes, Vc the IC nodes,
Vs the skill nodes, and Ve the example nodes.
E ⊆ (vi, vj)|vi, vj ∈ V represents the bidirectional
edges between nodes in the graph. There exist six
distinct edge types, also visualized in Figure 1b:

1. Fosters relation: (ve, vf ) denotes a relation-
ship between an example node and a CF node,
indicating that the example fosters the devel-
opment of a specific CF in therapy.

2. Expresses relation: (ve, vc) connects an ex-
ample node to an IC node, signifying that the
example expresses the therapeutic intention
of an IC (e.g., reflective listening expresses
empathy, acceptance, and positive regard).

3. Demonstrates relation: (ve, vs) links an ex-
ample node to a skill node, showing that the
example demonstrates the practical applica-
tion of a specific therapeutic skill.

4. Includes relation: (vf , vc) links a CF node to
an IC node, indicating that the IC is a specific
approach to operationalizing the broader CF.

5. Conveys relation: (vs, vc) connects a skill
node to an IC node, signifying that the skill
conveys the therapeutic intention of an IC.
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6. Supports relation: (vs, vf ) connects a skill
node to a CF node, highlighting that a micro-
counseling skill supports a CF element.

Node features For each node v ∈ V , let τv de-
note the associated textual input. For nodes repre-
senting CFs, ICs, or skills, τv consists of the node’s
name and detailed description. In contrast, for ex-
ample nodes, τv comprises solely the example text.
A pretrained language modelM (e.g., BERT (De-
vlin et al., 2019) or ClinicalBERT (Alsentzer et al.,
2019)) computes the feature vector for each node.

xv =M(τv)

where xv ∈ Rd and d is the embedding dimension
of the chosen model (e.g., d = 768 for BERT).

Learning task We seek to learn node embed-
dings via a message passing framework inspired by
GraphSAGE (Hamilton et al., 2017). Given train-
ing node representations {xv | v ∈ V} and graph
structure E , we iteratively update each node v’s
representation as

h(l)
v = γ(l)

(
h(l−1)
v ,AGG

{
h(l−1)
u | u ∈ N (v)

})

where h
(l)
v is v’s embedding at layer l, γ(l) is a

learnable transformation (often a nonlinear MLP),
AGG is a neighborhood aggregation function (e.g.,
mean or pooling aggregator), and N (v) denotes
v’s neighbors. Although we present this in a
GraphSAGE-oriented formulation, the same learn-
ing task is fully model-agnostic: by substituting
different forms of AGG (such as attention-based
aggregation in GAT (Veličković et al., 2018) or
weighted normalized sums in GCN (Kipf and
Welling, 2017)) and choosing a suitable γ(l), one
can instantiate a variety of GNN variants without al-
tering the underlying message passing framework.

Classification tasks Given an example node v ∈
Ve with embedding hv, we define a single linear
classification layer that encompasses all labels (i.e.,
for CFs, ICs, and skills). Let T = {CF, IC,Skill}
denote the task types, and let Vt be the set of labels
for each task t ∈ T . We construct a single parame-
ter matrix W and bias vector b such that the row
segments of W and the corresponding portions of
b map to the different tasks. Formally, the proba-
bility of assigning label y from Vt to node v ∈ Ve
is computed by slicing the relevant portion of the
linear output and applying a softmax.

pt(y | v) = softmax
((

Wslice(t) hv + bslice(t)
))

where y ∈ {1, . . . , |Vt|}, hv is the shared node
embedding (e.g., obtained from a graph neural net-
work), Wslice(t) and bslice(t) refer to the rows in
W and b that correspond to the label set Vt, and
softmax(·) is applied to the sliced logits to form a
probability distribution specific to the task t.

Optimization objective We treat each task t ∈
T as a separate multi-class classification problem
and define a cross-entropy loss Lt on the predic-
tions pt(yv | v). Formally,

Lt = −
∑

v∈Ve

log pt(yv | v),

where yv ∈ Vt denotes the ground truth label for
node v in task t. Our overall multi-task objective is
a linear combination of these losses

L =
∑

t∈T
λt Lt,

with weights {λt} controlling the relative impor-
tance of each task. Intuitively, each Lt measures
how well the model performs on task t, and the
hyperparameters λt balance their contributions to
the total loss.

Inference A new node is isolated during infer-
ence, meaning it has no edges and lacks direct
neighbors in the graph. When the set of neighbors
N (v) is empty, the aggregator defaults to relying
solely on h

(l−1)
v . However, the model’s learned

weights still capture global patterns from the train-
ing graph. The aggregator, which processes node
features, has learned the overall graph structure and
label signals, allowing it to embed the new node
in a graph-aware feature space. Even without ac-
cess to neighbors, the aggregator’s learned MLP
transforms the new node’s features with knowledge
learned during training on graph edges.

5 Experiments

5.1 Implementation Details

We use either bert-base-uncased or ClinicalBERT
from Huggingface Transformers (Wolf et al., 2020)
to encode the node name and description by
average-pooling the last hidden state. We imple-
ment the model in Python using PyTorch Geomet-
ric. The model processes 2× 768 input channels,
768 for the text embedding and 768 for the graph
embedding, through hidden layers of 64 channels
in a three-layer architecture with a 0.5 dropout rate.
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Table 1: Three-fold cross-validation micro and macro F1 scores.

Model
Micro F1 Macro F1

CF IC Skill CF IC Skill

RF (TF-IDF multi-task) 52.50 ± 3.11 74.59 ± 1.48 53.02 ± 8.39 20.43 ± 3.82 38.04 ± 1.65 49.77 ± 4.24
BERT (multi-task) 59.69 ± 4.95 79.02 ± 1.39 59.60 ± 8.97 34.34 ± 11.0 46.29 ± 6.84 59.23 ± 10.3

GCN without BERT 55.70 ± 5.77 70.06 ± 4.38 19.37 ± 4.63 17.86 ± 1.19 27.45 ± 1.00 4.04 ± 0.81
GAT without BERT 56.89 ± 1.16 71.27 ± 2.42 23.24 ± 8.39 18.13 ± 0.24 27.74 ± 0.55 4.65 ± 1.34
GraphSage without BERT 56.86 ± 2.08 70.04 ± 2.63 14.39 ± 1.27 20.19 ± 4.00 27.45 ± 0.60 3.14 ± 0.24

CFiCS GCN with ClinicalBERT 74.53 ± 16.62 86.30 ± 9.05 91.36 ± 14.97 66.06 ± 21.02 74.79 ± 17.69 88.63 ± 19.68
CFiCS GAT with ClinicalBERT 91.98 ± 12.33 93.21 ± 10.2 93.83 ± 10.69 82.39 ± 27.45 89.35 ± 14.99 92.18 ± 13.55

CFiCS with ClinicalBERT (ours) 95.04 ± 7.00 100.0 ± 0.00 96.30 ± 6.42 88.95 ± 16.14 100.0 ± 0.00 96.09 ± 6.78
CFiCS with BERT (ours) 95.04 ± 5.33 97.53 ± 4.28 96.89 ± 3.84 84.24 ± 16.43 95.88 ± 7.13 97.14 ± 3.44

It handles three task components: three CFs, two
ICs, seven skills, and a neutral class for each task.
During training, a forward pass computes logits for
these tasks, followed by slicing the output into sep-
arate components and computing the task-specific
losses weighted by predefined task weights (de-
faulting to uniform). The Adam optimizer (Kingma
and Ba, 2017) updates the parameters, with training
configured for up to 400 epochs, a learning rate of
1e-3, and a weight decay of 1e-4. The model per-
forms validation at each epoch, tracks the lowest
loss, and stops early if it detects no improvement
for 50 epochs.

5.2 Dataset

Our dataset consists solely of manually created
and curated examples drawn from established psy-
chotherapy literature, rather than real patient con-
versations. The dataset is structured as a hetero-
geneous, undirected, and multi-relational CFiCS
graph modeling therapeutic practices. It includes
three CF elements (e.g., Bond), two ICs (e.g., Col-
laboration and Partnership), and seven therapeutic
skills (e.g., Reflective Listening). The dataset con-
tains 69 fully annotated examples, including CF,
IC, and skill annotations, and an additional 112
examples annotated only for therapeutic skills, il-
lustrating their application contextually. An expert
selected and curated these examples from respected
psychotherapy literature on therapeutic alliance.
Specifically, we identified reference samples di-
rectly from Fuertes (2019); Miller and Moyers
(2021); Bailey and Ogles (2023) as representative
instances of therapeutic interaction for each class.
These original excerpts served as a reference for
generating new synthetic samples using ChatGPT,

ensuring alignment with the themes, styles, and
therapeutic concepts illustrated in the literature. Ex-
amples not assigned to any class are designated as
neutral. The dataset is split into training and test-
ing subsets (80/20), with k-fold cross-validation
applied to the training data for model evaluation.

5.3 Baselines

We compare our approach against two baselines: a
Random Forest (RF) (Breiman, 2001) and a BERT-
based architecture. Additionally, we evaluate and
compare several graph ML methods, including
GAT, GCN, and GraphSage, to assess their ef-
fectiveness in modeling the relationships within
the CFiCS graph. For the RF baseline, we con-
vert each utterance into TF-IDF features and cre-
ate a multi-output target vector where CFs, ICs,
and skills are multi-class tasks. We then train a
MultiOutputClassifier, effectively training one
RF per output dimension. For the BERT-based
model, we finetune a pretrained encoder that ex-
tracts a pooled [CLS] representation and optimizes
three classification heads using cross-entropy loss
for the CF, IC, and skill prediction.

5.4 Metrics

We report macro- and micro-averaged F1 scores
for the multi-class tasks. The macro F1 treats
each class equally, computing the mean F1 over
classes, whereas the micro F1 aggregates contri-
butions from all classes to compute precision and
recall overall. The micro F1 tallies the total number
of correctly predicted skill labels versus all predic-
tions, while the macro F1 averages the F1 values
per skill category. In addition, we use Precision@k
and Recall@k as indicators of cluster quality to
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Figure 2: Precision and recall at different values of k
(ranging from 1 to 10) for graph-based models, includ-
ing GCN, GAT, and GraphSage.

evaluate how well the model ranks and groups re-
lated concepts. Precision@k measures the propor-
tion of relevant samples among the top-k similar
nodes, reflecting how accurately the model em-
bedds input features. Recall@k quantifies the pro-
portion of relevant samples retrieved within the top-
k similar samples, indicating how well the model
captures relevant clusters. Higher Precision@k and
Recall@k scores suggest that similar concepts are
embedded closely together, providing additional
validation of the quality of learned representations.

6 Results

6.1 Quantitative Results

Performance of non-graph baselines Table 1
reports the micro and macro F1 scores for various
models on the CF, IC, and skill classification. We
compare several baselines, including traditional
TF-IDF and BERT multi-task classifiers, graph-
based models without BERT, and our proposed
CFiCS variants that integrate clinical BERT fea-
tures. The TF-IDF multi-task Random Forest base-
line achieves relatively modest performance, with
micro F1 scores of 52.50, 74.59, and 53.02 for
CF, IC, and Skill, respectively, and corresponding
macro F1 scores of 20.43, 38.04, and 49.77. The
BERT multi-task classifier improves these numbers
considerably (e.g., obtaining 59.69 and 59.60 mi-
cro F1 for CF and Skill, respectively), indicating
the benefit of richer contextual representations.

Effect of graph structure on performance
Graph-based models without BERT features ex-
hibit mixed results. For example, the GCN and

GAT models without BERT yield micro F1 scores
in the range of 55.70–56.89 for CF and around 70
for IC. However, their performance on the skill task
is markedly lower (with micro F1 scores of 19.37,
23.24, and 14.39 for GCN, GAT, and GraphSage,
respectively). This suggests that relying solely on
graph structure without contextual text representa-
tions can be detrimental, particularly for the more
nuanced skill classification. In contrast, our pro-
posed methods that incorporate clinical BERT fea-
tures within the CFiCS framework demonstrate sub-
stantial improvements. Both the CFiCS GCN and
CFiCS GAT variants with ClinicalBERT improve
performance across all tasks. In particular, the
CFiCS GAT with ClinicalBERT variant achieves
micro F1 scores of 91.98, 93.21, and 93.83 for
CF, IC, and Skill, respectively, with correspond-
ing macro F1 scores of 82.39, 89.35, and 92.18.
The CFiCS models that integrate BERT features
achieve the best results. The model labeled as
CFiCS with ClinicalBERT (ours) achieves a mi-
cro F1 of 95.04 on CF and 96.30 on Skill, with
perfect performance on the IC task (100.00 in both
micro and macro F1). Similarly, CFiCS with BERT
(ours) shows competitive performance with micro
F1 scores exceeding 95% for CF, IC, and Skill, and
macro F1 scores that are consistently high.

Precision and recall at different k We evaluate
the embedding quality by comparing the precision
and recall at varying k ranging from one to ten. Fig-
ure 2 presents the aggregated precision and recall
for values of k ranging from 1 to 10. As expected,
recall increases as k grows since more relevant
items are retrieved, while precision declines due to
the broader set of top-k retrievals. Table 2 provides
a more detailed breakdown of precision and recall
across different class types. GraphSage demon-
strates superior recall and precision at higher k,
suggesting that its embeddings create more cohe-
sive clusters of relevant nodes, making it more ef-
fective for retrieving multiple correct labels. GCN
lags behind both models in rank-1 precision but
improves recall at k=10. While its embeddings do
not strongly differentiate the best match, they still
capture helpful information for broader retrieval.
Overall, GAT is best for fine-grained differenti-
ation, GraphSage generates well-structured clus-
ters that enhance overall representation quality, and
GCN provides moderate performance with embed-
dings that favor broader contextual generalization.
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Table 2: Precision@ k and Recall@ k for GAT, GCN, and GraphSage with ClinicalBERT (k ∈ {1, 5, 10}).

Class Model P@1 R@1 P@5 R@5 P@10 R@10

Common Factors
GAT 10.81 1.03 57.84 26.46 63.78 50.46
GCN 0.00 0.00 45.41 24.04 46.22 41.80
GraphSage 0.00 0.00 58.92 33.47 59.73 57.96

Intervention Concepts
GAT 13.51 1.29 71.35 28.83 74.32 45.85
GCN 0.00 0.00 62.16 20.47 64.05 35.44
GraphSage 0.00 0.00 76.76 32.82 77.03 46.62

Skills
GAT 13.51 3.60 55.14 71.17 29.19 76.13
GCN 0.00 0.00 48.65 64.11 32.97 77.18
GraphSage 0.00 0.00 57.30 55.08 37.84 71.98
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Figure 3: Visualization of the 197 learned embeddings after aggregating contextual information from the graph.
TSNE reduces the 832-dimensional vectors (768 text features + 64 graph features) to two dimensions. Each point
represents a node embedding, with colors indicating the three different class types. The embeddings are extracted
from the final hidden layer during the forward pass.

6.2 Qualitative Results

In Figure 3, we visualize the learned embeddings
in 3-dimensional space using the dimension reduc-
tion method t-SNE (van der Maaten and Hinton,
2008). We color the samples based on their re-
spective class for all three class types (CF, IC, and
skill). We observe that skills form well-separated
clusters, indicating that the model effectively dis-
tinguishes between different microcounseling tech-
niques. Additionally, higher-level CF influence
representation structure, as utterances containing
a skill alone (e.g., Genuineness, ✖ in Figure 3c)
are embedded separately from those where the skill
co-occurs with broader therapeutic elements (e.g.,
Bond (B) or Empathy, Acceptance, and Positive
Regard (EAR) (see the ✩ and ✚ sign in Figure 3a
and b). This suggests that the model captures fine-

grained skill differentiation and hierarchical rela-
tionships between skills and ICs. Moreover, higher-
level features such as the CF and IC cluster more
closely together, showing less separation. The con-
text of the skills separates them at the lower, more
fine-grained skill level. This finding indicates that
while the model captures distinct skill representa-
tions, the broader context in which practitioners
apply these skills is crucial for differentiation.

7 Ethical and Impact Considerations

Psychotherapy transcripts contain highly sensitive
and personal information, and patients are particu-
larly vulnerable data subjects. However, our dataset
consists solely of manually created and curated
examples from the literature, not real patient con-
versations, ensuring no private or identifiable data
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is used. Using this method with real-world ther-
apy data would require strict attention to privacy
and confidentiality, ensuring compliance with data
protection regulations. ML models trained on lim-
ited or biased datasets can inadvertently learn and
propagate biases in the data. Since our dataset is
relatively small and manually curated, there is a
risk that certain features are over- or underrepre-
sented, potentially impacting the generalizability
of our results. Furthermore, automated classifica-
tion of psychotherapy content could be misused
if applied without proper oversight. For instance,
misclassification of therapeutic interactions could
lead to inaccurate feedback for therapists, and re-
liance on imperfect AI-driven assessments might
undermine professional judgment. Therefore, the
model should be deployed as an assistive tool rather
than replacing human expertise.

Our work has implications for both psychother-
apy research and practice. Firstly, traditional re-
search methods often fail to capture the complexity
of the patient-therapist interaction process (Lundh
and Falkenström, 2019). For example, studies
on therapeutic alliance patterns typically rely on
post-session evaluations, which may oversimplify
evolving patient-therapist dynamics (Falkenström
and Larsson, 2017). Automatic assessment of in-
session "microprocesses" (Lundh and Falkenström,
2019) could offer a more precise understanding
of common factors development, identifying key
therapist skills linked to treatment success across
modalities and client profiles.

Secondly, psychotherapy quality in practice de-
pends on research-driven training and performance-
based feedback (Baldwin and Imel, 2013). Yet,
many clinicians receive little feedback after initial
training (Moyers et al., 2005). A system providing
session-by-session feedback on common factor us-
age on various levels of granularity could help ther-
apists set incremental improvement goals and track
progress in real time (Rousmaniere, 2016). Thirdly,
automating common factor feedback would enable
integration with digital health tools, linking thera-
pist skill use to broader treatment data, including
symptom levels and session attendance.

8 Conclusion

We presented a graph ML classification method
CFiCS to classify common factors, intervention
concepts, and associated skill usage. Overall, the
results demonstrate that combining textual features

from ClinicalBERT with graph-based ML in the
CFiCS framework significantly enhances classifica-
tion performance, particularly for the challenging
skill prediction task, and outperforms conventional
TF-IDF, BERT, and pure graph-based baselines.

9 Limitations

One primary limitation is the dataset size. We eval-
uate our method using a manually curated dataset
alongside examples from the literature. While the
model demonstrates promising performance, the
relatively small sample size may limit generaliz-
ability and increase the risk of overfitting to specific
linguistic patterns or annotation biases. A second
limitation is language dependence. Our study fo-
cuses exclusively on English-language data, and
we do not assess whether the method generalizes
to other languages or multilingual settings. Given
that therapeutic discourse varies linguistically and
culturally, future work should explore cross-lingual
adaptations and assess whether pretrained multilin-
gual models (e.g., XLM-R, mBERT) can extend
classification performance to other languages. An
additional challenge is linguistic ambiguity per se.
Identical statements can have different meanings
depending on the context. Prosodic features play a
key role in language comprehension (Dahan, 2015),
and models trained on spoken language outperform
text-based approaches (Singla et al., 2020). Thus,
CFiCS classification could benefit from incorpo-
rating auditory and visual cues. Another limita-
tion is the lack of external validation on out-of-
distribution datasets. Our dataset consists solely of
manually curated literature examples and syntheti-
cally generated examples, rather than real therapist-
patient interactions. While this approach has eth-
ical advantages by avoiding privacy concerns, it
limits the clinical relevance of the dataset. Addi-
tionally, the effectiveness of common factor usage
depends on their thoughtful application rather than
mere frequency. Therapist responsiveness, seen as
a “metacompetency” integrating skills like execu-
tive functioning and reflection (Hatcher, 2015), is
more valuable than rigid technique use (Stiles and
Horvath, 2017).

10 Future Work

Future work should expand the dataset and use real
therapy interactions in different settings and with
therapists using different approaches. Addition-
ally, it may be beneficial to explore multilingual
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extensions, expand the CFiCS graph structure, vali-
date on external corpora, and consider integrating
prosodic features.
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Abstract

Depression is the most common mental health
disorder, and its prevalence increased during
the COVID-19 pandemic. As one of the most
extensively researched psychological condi-
tions, recent research has increasingly focused
on leveraging social media data to enhance
traditional methods of depression screening.
This paper addresses the growing interest in
interdisciplinary research on depression, and
aims to support early-career researchers by pro-
viding a comprehensive and up-to-date list of
datasets for analyzing and predicting depres-
sion through social media data. We present an
overview of datasets published between 2019
and 2024. We also make the comprehensive
list of datasets available online as a continu-
ously updated resource, with the hope that it
will facilitate further interdisciplinary research
into the linguistic expressions of depression on
social media.

1 Introduction

Depression is the most common mental health
disorder, and its prevalence has increased further
during the COVID-19 pandemic (Wolohan, 2020;
Kaseb et al., 2022; Bucur et al., 2025). Depres-
sion is also one of the most extensively researched
mental health disorders in the field of psychol-
ogy (Xu et al., 2021). Since the past decade,
interdisciplinary researchers have explored this
widespread mental disorder using data from so-
cial media (De Choudhury et al., 2013; Yates et al.,
2017; Orabi et al., 2018; Aragón et al., 2019; Fine
et al., 2020; Uban et al., 2021; Nguyen et al., 2022;
Wang et al., 2024; Raihan et al., 2024; Abdelkadir
et al., 2024). The language used on social media
has been shown to predict future depression diag-
noses recorded in medical files, suggesting that
social media data could be a valuable supplement
to traditional depression screening methods (Eich-
staedt et al., 2018).

Interdisciplinary research has gained popular-
ity through workshops and shared tasks focused
on computational approaches for analyzing mental
disorders, including CLPsych (Chim et al., 2024),
LT-EDI (Kayalvizhi et al., 2023), eRisk (Parapar
et al., 2024), and MentalRiskES (Mármol-Romero
et al., 2023). As the research community shows
increasing interest in examining how depression is
expressed in social media language, we aim to sup-
port early-career researchers and anyone interested
in this field by providing a comprehensive list of
datasets for analyzing or predicting depression us-
ing social media data. Our motivation stems from
recent changes in the terms of service and API rate
limits for popular social media platforms, such as
Twitter and Reddit, which have been the primary
sources for data collection (Harrigian et al., 2021).
These changes have made it more challenging and
costly to gather new data. Therefore, we focus on
the availability of the datasets in this overview.

The most recent review of social media data for
mental health research was conducted by Harrigian
et al. (2021), which covered datasets published
between 2014 and 2019. Our current work aims
to provide an updated overview of social media
datasets specifically related to depression research.
Since the latest dataset included by Harrigian et al.
(2021) is from 2019, our focus will be on datasets
published between 2019 and 2024.

This paper contributes to the computational re-
search in depression by providing a meticulously
curated, up-to-date, and continuously updated list
of data collections.1 We hope that the resources
presented in this overview will further contribute to
the interdisciplinary research on depression mani-
festations in social media language and aid in de-
veloping effective interventions for those affected
by depression.

1We make the list available online at
https://github.com/bucuram/depression-datasets-nlp.
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2 Methodology

We have conducted a comprehensive literature
search on the major publication databases, includ-
ing ACL Anthology, IEEE Xplore, Scopus, ACM
Digital Library, Springer Nature Link, ScienceDi-
rect, and Google Scholar to search for papers using
NLP models for depression modeling or papers pre-
senting novel depression-related data collections
from social media. We formulated the following
search query to retrieve relevant papers:
(“depression” OR “depression detection” OR “de-
pression prediction” OR “depression monitoring”
OR “depression analysis”) AND (“social media”
OR “online” OR “Twitter” OR “Reddit” OR “Face-
book”)

For this overview, we selected papers published
between 2019 and 2024 that specifically analyze de-
pression using social media data. We excluded any
papers not written in English. To determine if the
retrieved papers included analyses related to depres-
sion based on social media data or described new
data collections, we manually inspected the full
texts. We focused on data in the English language.
In total, we identified 310 relevant papers, of which
59 proposed new data collections for depression-
related research using social media data.

3 Datasets

In Figure 1, we show the number of papers on
depression modeling from social media data pub-
lished each year.

Figure 1: Number of papers on depression modeling
published each year in peer-reviewed conferences or
journals.

We observe a growing trend in interdisciplinary
research on depression, which may have been
partly influenced by the COVID-19 pandemic, as
there has been an increase in depression rates dur-
ing this time (Wolohan, 2020; Kaseb et al., 2022).
In addition, there has been more research focused
on using NLP models for mental health surveil-
lance on social media platforms to assess the pan-
demic’s impact on the population (Dhelim et al.,
2023).

In Figure 2, we present the most used datasets in
the 310 papers found through our search. Most of
the papers have used the datasets from the LT-EDI
Workshop (DepSign dataset (Sampath and Durairaj,
2022)), the eRisk Lab (Losada et al., 2017, 2018,
2019, 2020; Parapar et al., 2021; Crestani et al.,
2022), or the CLPsych 2015 Shared Task dataset
(Coppersmith et al., 2015). All the aforementioned
datasets were released as part of shared tasks or
competitions, and the data was a valuable resource
that was further used after the end of the shared
task. Other benchmark datasets are from Shen
et al. (2017), Pirina and Çöltekin (2018), or RSDD
(Yates et al., 2017).

Figure 2: The most used datasets for depression model-
ing.

The availability of data collections has advanced
the development of state-of-the-art depression pre-
diction models. Of the 310 papers published during
2019 and 2024, 59 of them collect and annotate new
data from online platforms. In Appendix 6 Table
1, we present detailed information for each of the
data collections, such as the platform used for data
gathering, the annotation procedure, and the level
of annotation (either for each post or user), the la-
bels that are provided for the data, the size of the
dataset and its availability.

Platform In Figure 3, we present the social me-
dia platforms used for gathering datasets for depres-
sion modeling. Reddit and Twitter were the most
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commonly used platforms for data collection due
to easy access to dedicated APIs. However, recent
changes in the terms of service and API rate limits
for both Twitter / X2 and Reddit3 have complicated
data collection from these platforms. These updates
may hinder the reproduction of datasets where au-
thors only provide Twitter or Reddit IDs instead of
the raw text. In addition, these changes make the
process of collecting new data more challenging,
costly and time-consuming.

Figure 3: The most used platforms for the data collec-
tions presented in this overview.

Annotation procedure and labels For depres-
sion detection from social media data, the most
common method of annotation from the datasets
presented in this work is the annotation based on
self-disclosure (Figure 4), labeling users binary, de-
pending on whether they mention online a depres-
sion diagnosis or not. In 20 of the data collections,
researchers use self-mentions of depression diag-
noses (e.g., “I was diagnosed with depression”) for
their annotation processes. This approach allows
for the compilation of large datasets containing
hundreds of thousands of users.

Another common annotation procedure is man-
ual annotation, used for 18 of the data collections.
These annotations can be performed by mental
health experts, graduate students, or laypeople.
Most procedures for manual annotations are per-
formed at the post level. Manual annotation is used

2https://developer.twitter.com/en/docs/twitter-api/rate-
limits

3https://support.reddithelp.com/hc/en-
us/articles/16160319875092-Reddit-Data-API-Wiki

Figure 4: Overview of the annotation levels within each
dataset, at either the user or post level, along with the
procedures used for annotation.

to label the data binary (depression vs. control),
to label data for depression severity (no signs of
depression, mild, moderate, severe, etc.), and for
symptoms measured by different validated ques-
tionnaires, or symptoms from The Diagnostic and
Statistical Manual of Mental Disorders, Fifth Edi-
tion (DSM-V) (American Psychiatric Association,
2013). Recently, datasets have shifted from binary
labeling to labeling based on depression symptoms,
leading to the development of explainable methods
for depression modeling (Pérez et al., 2023c; Bao
et al., 2024).

Data annotation can also be performed by ask-
ing social media users to fill in validated self-report
questionnaires, such as the Beck’s Depression In-
ventory (BDI) or Patient Health Questionnaire-9
(PHQ-9). However, even if psychometric tools
produce a more reliable assessment of depression,
fewer people are willing to participate in the data
collection, resulting in small sample sizes. Only
six datasets rely on self-report questionnaires for
the annotation procedure, and one of them relies
on the diagnosis from medical records.

Another method for annotation, which is noisier
and more prone to errors, is labeling posts by the
presence of specific depression-related keywords or
automatic annotation performed via an NLP model
trained on mental health data. These methods are
used less frequently in the data collections included
in this overview, with only three data collections
being labeled automatically and two datasets being
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labeled using depression-related keywords.

Availability Due to the sensitive nature of the in-
formation in the datasets used for depression mod-
eling, their availability varies. Our exploration of
data availability was inspired by the work of Harri-
gian et al. (2021). However, unlike their study, we
have decided not to consider datasets that can be re-
produced using APIs from social media platforms
as readily available. This decision was influenced
by recent changes in the terms of service of plat-
forms such as Reddit and Twitter / X, which have
complicated the reproduction of data and made it
difficult to retrieve social media posts using the IDs
included in the data collections via APIs.

Out of the 59 papers proposing new datasets, 16
are publicly available and hosted online for anyone
to use, 15 can be made available after signing a
data usage agreement, and 11 collections can be
made available by contacting the authors of the
dataset. The availability of the rest of the datasets
is unknown.

4 Discussion

Data availability One of the primary motivations
for this overview were the recent changes in social
media platforms, which may hinder the develop-
ment of new research collections. Our aim was
to provide the research community with a compre-
hensive list of data collections that can be used for
interdisciplinary research on the manifestations of
depression in social media. We included availabil-
ity information for each dataset in this overview.
We have found that 16 of the datasets are publicly
available and free for anyone interested to down-
load and use. As detailed in Section 3, data col-
lections that were part of shared tasks or easily
accessible were successfully used by the research
community.

Annotation reliability One common method for
user-level labeling involves relying on individuals
to self-disclose their depression diagnoses. How-
ever, this approach is not reliable. Even when an-
notators manually review posts that contain self-
disclosed information, there is no way to verify the
authenticity of these disclosures or the accuracy
of the users’ statements. In addition, for the con-
trol group, which includes users who do not men-
tion any depression diagnoses, their actual mental
health status remains unknown. We cannot assume
that these individuals do not suffer from mental

disorders because they have not disclosed this in-
formation. It is essential to recognize that rely-
ing on self-reported diagnoses for mental health
data collection can lead to self-selection bias (Amir
et al., 2019). This means that the data obtained
may only represent individuals who are willing to
openly discuss their mental health issues, which
may not accurately reflect the entire population of
people with mental disorders.

5 Conclusion and Future Work

We presented a comprehensive and up-to-date
overview of datasets used for depression model-
ing from social media data. We review papers
published in international conferences and jour-
nals between 2019 and 2024. Due to the research
community’s efforts to organize shared tasks, the
availability of benchmark datasets has increased,
offering researchers the resources to build online
screening methods for depression and to analyze
the depression-related discourse online.

This paper not only aims to offer information
about the available datasets for depression manifes-
tation in social media language, but to encourage
further interdisciplinary collaboration and explo-
ration. We hope that the comprehensive list of
resources provided will inspire researchers, partic-
ularly those in the early stages of their careers, to
explore this field more deeply. This could lead to a
better understanding of depression as expressed in
social media and improved interventions.

In this overview, we focused on English datasets,
as it is one of the languages that are most used for
data collection (Harrigian et al., 2021; Skaik and
Inkpen, 2020). However, studying the manifesta-
tions of mental health problems in low-resourced
languages is an important step toward providing
depression screening solutions that can improve
the mental health outcomes of people from all
around the world (Garg, 2024). In future work,
we aim to extend this effort to include social media
datasets in languages other than English. Further-
more, we would like to explore the relationship
between datasets curated for depression detection
and those used in related tasks. This would provide
insights on the relationship between depression de-
tection and related social media tasks (Bucur et al.,
2021) as well as support multi-task learning efforts
(Benton et al., 2017b; Kodati and Tene, 2025).

119



Limitations

In this paper, we aim to provide a comprehen-
sive overview of the current state of social media
data for computational research on depression and
present a list of datasets available for researchers
in this field. Our study includes 59 data collec-
tions, each of which has been carefully reviewed.
However, it is possible that we may have over-
looked some works that do not explicitly mention
depression-related analyses using social media data
in their titles or abstracts.

Ethical Considerations

Addressing ethical considerations in mental health
research that uses social media data is essential
for protecting the privacy, confidentiality, and well-
being of individuals whose data is being analyzed
(Chancellor and De Choudhury, 2020; Benton et al.,
2017a; Chancellor et al., 2019). In this overview,
we present the datasets available for studying the
manifestations of mental disorders on social media.
Although we do not conduct any analyses on the
data presented in this work, we want to emphasize
that collecting social media data from individuals
affected by mental disorders must adhere to ethical
research protocols (Benton et al., 2017a). Addi-
tionally, researchers who use these datasets should
follow the same ethical guidelines and recommen-
dations for health research involving social media.
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6 Appendix

Table 1: List of available datasets for depression modeling using data posted on online platforms. The labels for availability are
the following: FREE - the dataset is publicly available and hosted online for anyone to access, AUTH - the data can be accessed
by contacting the paper’s authors, DUA - the data is available only after a data usage agreement is signed, UNK - the dataset
availability is unknown; the authors do not mention if the data is available to the research community.

Dataset Platform Level Annotation Procedure Label Size Availab.
Gui et al. (2019) Twitter USER Self-disclosure Binary 2.8K users UNK
Chandra Guntuku et al. (2019) Twitter USER BDI Binary 887 users UNK
Almouzini et al. (2019) Twitter USER,

POST
Manual annotation Binary 89 users UNK

eRisk2019 (Losada et al., 2019) Reddit USER BDI-II BDI filled-in 20 users DUA
Owen et al. (2020) Twitter POST Manual annotation Binary 1K posts FREE
Bathina et al. (2021) Twitter USER Self-disclosure Binary 1.2K users AUTH
Ríssola et al. (2020) Reddit POST Self-disclosure, heuris-

tics
Binary 14K posts DUA

Birnbaum et al. (2020) Facebook USER Medical records diagno-
sis

Binary 223 users AUTH

D2S (Yadav et al., 2020) Twitter POST PHQ-9 PHQ-9 symp-
toms

12K posts AUTH

eRisk 2020 (Losada et al., 2020) Reddit USER BDI-II BDI filled-in 90 users DUA
Tabak and Purver (2020) Twitter USER Self-disclosure Binary 5K users UNK
Yazdavar et al. (2020) Twitter USER Manual annotation Binary 8.7K users DUA
Haque et al. (2021) Reddit POST Subreddit participation Depression vs.

suicide
1.8K posts FREE

Chiu et al. (2021) Instagram USER Depression-related key-
words

Binary 520 users UNK

Nanomi Arachchige et al.
(2021)

Online
forums

POST Manual annotation Depression
severity

2.1K posts UNK

Sherman et al. (2021) Reddit USER Self-disclosure Binary 31K users DUA
eRisk 2021 (Parapar et al., 2021) Reddit USER BDI-II BDI filled-in 170 users DUA
Pirayesh et al. (2021) Twitter USER Self-disclosure Binary 817 users AUTH
Guo et al. (2021) Reddit USER Self-disclosure Labels for mul-

tiple disorders
7.9 K users UNK

Zhang et al. (2021) Twitter USER Self-disclosure Binary 5K users UNK
Zhou et al. (2021) Twitter USER Self-disclosure Binary 1.8M posts UNK
Safa et al. (2022) Twitter USER Self-disclosure Binary 1.1 K users AUTH
Naseem et al. (2022) Reddit POST Manual annotation Depression

severity
3.5 K posts FREE

PsySym (Zhang et al., 2022) Reddit USER,
POST

Automatic and manual
annotation

DSM-5 symp-
toms for multi-
ple disorders

26K users,
8.5K posts

AUTH

MHB (Boinepelli et al., 2022) Online
forums

USER Forum participation Only depres-
sion

9.3K users FREE

CAMS (Garg et al., 2022) Reddit POST Manual annotation Causes for de-
pression

3.1 K posts FREE

Sotudeh et al. (2022) Reddit POST Subreddit participation Summarization 24 k posts DUA
Sampath and Durairaj (2022) Reddit POST Manual annotation Depression

severity
16K posts FREE

eRisk2022 (Crestani et al.,
2022)

Reddit USER Self-disclosure Binary 3.1K users DUA

Monreale et al. (2022) Reddit POST Subreddit participation Labels for mul-
tiple disorders

16 K posts UNK

PRIMATE (Gupta et al., 2022) Reddit POST Manual annotation PHQ-9 symp-
toms

2K posts DUA

PsycheNet-G (Mihov et al.,
2022)

Twitter USER Self-disclosure Binary 591 users UNK

Twitter-STMHD (Singh et al.,
2022)

Twitter USER Self-disclosure, manual
annotation

Labels for mul-
tiple disorders

33K users FREE

multiRedditDep (Uban et al.,
2022)

Reddit USER Self-disclosure Binary 3.7K users AUTH

Davis et al. (2022) Reddit USER Subreddit participation Binary 81K users UNK
Fernández-Barrera et al. (2022) Flickr POST Depression tags Only depres-

sion
14.5K posts UNK

Cha et al. (2022) Twitter,
Every-
time

POST Lexicon-based auto-
matic annotation

Binary 26M posts,
22K posts

AUTH
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Dataset Platform Level Annotation Procedure Label Size Availab.
DEPTWEET (Kabir et al.,
2023)

Twitter POST Manual annotation Depression
severity

40K posts FREE

Alavijeh et al. (2023) Twitter USER Self-disclosure Labels for mul-
tiple disorders

1.5K users FREE

Adarsh et al. (2023) Reddit POST Subreddit participation Binary 60K posts UNK
Liu et al. (2023a) Reddit POST Subreddit participation Symptoms 1.3M posts FREE
BDI-Sen (Pérez et al., 2023b) Reddit POST Manual annotation BDI-II symp-

toms
4.9K posts DUA

Song et al. (2023) Reddit POST Subreddit participation Labels for mul-
tiple disorders

85K posts UNK

RedditCE (Liang et al., 2023) Reddit POST Manual annotation Emotion-cause
labels

35K posts FREE

Liu et al. (2023b) Reddit,
Twitter

USER Self-disclosure Binary 205K users,
255 users

UNK

RESTORE (Yadav et al., 2023) Reddit,
Twitter,
Pinter-
est

POST Manual and automatic
annotation

PHQ-9 symp-
toms

9.8K
images

AUTH

Zogan et al. (2023) Twitter USER Self-disclosure Binary 1.4K users UNK
Wu et al. (2023) Twitter USER Self-disclosure, manual

annotation
Binary 10K users DUA

DepreSym (Pérez et al., 2023a) Reddit POST Manual annotation BDI-II symp-
toms

21K posts DUA

Villa-Pérez et al. (2023) Twitter USER Self-disclosure Labels for mul-
tiple disorders

6K users DUA

HelaDepDet (Priyadarshana
et al., 2023)

Twitter,
Reddit

POST Manual annotation Depression
severity

40K posts FREE

Anshul et al. (2023) Twitter USER Self-disclosure, Manual
annotation

Binary 1.5K users FREE

RED (Welivita et al., 2023) Reddit POST Subreddit participation Labels for mul-
tiple disorders

1.2M posts FREE

Alhamed et al. (2024) Twitter USER Manual annotation Before/After di-
agnosis

120 users FREE

Milintsevich et al. (2024) Reddit POST Manual annotation Anhedonia 167 posts DUA
MentalHelp (Raihan et al.,
2024)

Reddit POST Automatic annotation Binary 14M posts FREE

Lee et al. (2024) Reddit USER Manual annotation Binary 1K users DUA
Beniwal and Saraswat (2024) Instagram POST Manual annotation Binary 10K posts AUTH
Tumaliuan et al. (2024) Twitter USER PHQ-9 Binary 72 users AUTH
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Abstract

In recent years, there has been growing inter-
est in studying cognitive distortions and emo-
tional appraisals from both computational and
psychological perspectives. Despite consider-
able similarities between emotional reappraisal
and cognitive reframing as emotion regulation
techniques, these concepts have largely been
examined in isolation. This research explores
the relationship between cognitive distortions
and emotional appraisal dimensions, examining
their potential connections and relevance for
future interdisciplinary studies. Under this pre-
text, we conduct an exploratory computational
study, aimed at investigating the relationship
between cognitive distortion and emotional ap-
praisals. We show that the patterns of statisti-
cally significant relationships between cogni-
tive distortions and appraisal dimensions vary
across different distortion categories, giving
rise to distinct appraisal profiles for individual
distortion classes. Additionally, we analyze the
impact of cognitive restructuring on appraisal
dimensions, exemplifying the emotion regula-
tion aspect of cognitive restructuring.

1 Introduction

Understanding the intricate relationship between
cognition, emotion, and behavior has long been a
central focus of neuroscience and cognitive sci-
ence. The advent of artificial intelligence (AI)
and recent advances in natural language process-
ing (NLP) have enabled computational researchers
to contribute to this field by developing models
capable of analyzing individuals’ mental and emo-
tional states from textual data. Within this rapidly
evolving domain, the automated extraction of cog-
nitive patterns that shape emotions and behaviors
has gained significant traction, bridging the gap
between psychological theories and computational
innovation.

Emotions are expressed through various modal-
ities, including tone of voice, facial expressions,

gestures, and language, particularly in written text.
This multifaceted expression of emotions has at-
tracted the interest from NLP and computational re-
searchers in recent years (Wang et al., 2022; Plaza-
del Arco et al., 2024). While discrete emotional
states such as anger, joy, and fear are deemed uni-
versal and thus form the basis for automated emo-
tion recognition research, a smaller number of stud-
ies have explored dimensional models, representing
discrete emotions in continuous spaces (Plaza-del
Arco et al., 2024). Appraisal theories define emo-
tions as responses that arise from an individual’s
evaluation of and event’s significance to their per-
sonal goals and well-being, emphasizing that the
quality and intensity of emotional responses de-
pend on appraisals, which are the subjective inter-
pretations of the situation (Moors et al., 2013). In
contrast to discrete emotional categories, appraisal
theories maps an individual’s emotional state to a
continuous space with each dimension representing
an appraisal dimension. This not only provides a
more detailed understanding of a person’s state, but
also allows comparison between emotions.

Negative thoughts are a natural part of human
experience; however, they can have a more pro-
found impact on individuals with mental disorders,
often becoming entrenched, automatic, and emo-
tionally triggering. Cognitive distortions refer to ir-
rationally exaggerated negative assessments of one-
self or situations (Beck, 1963) and they are linked
to the states of depression (Joormann and Stanton,
2016) and anxiety (Yazici-Çelebi and Kaya, 2022).
Moreover, cognitive distortions have been found
to correlate with the use of non-adaptive emotion
regulation strategies (Deperrois, 2022). Cognitive
restructuring, also known as cognitive reframing,
is a therapeutic intervention designed to encour-
age a more positive outlook towards situations by
addressing these negative thought patterns (Clark,
2013). This technique involves replacing negative
thoughts with more neutral or hopeful “reframed
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thoughts”, which provide a softer alternative per-
spective on the situation.

Although cognitive reappraisal and cognitive re-
structuring focus on different aspects of cognition—
reappraisal aims to change the appraisal of spe-
cific events, while restructuring addresses broader
thinking patterns—they are both emotion regula-
tion methods that target thoughts to influence emo-
tional states. This suggests the potential for a sys-
tematic relationship between emotional appraisal
dimensions and cognitive distortions. However, to
our knowledge, this relationship has not been thor-
oughly explored. NLP offers a more accessible and
efficient means for conducting such exploratory re-
search compared to traditional psychological stud-
ies, which requires recruiting human subjects and
eliciting relevant information from them.

Our aim in this work is to bring together emo-
tion appraisals and cognitive distortions, to explore
the link between these two different but related
psychological constructs. We believe that such a
relation (if it exists) could be exploited to define
more robust systems for automated emotion regula-
tion. For instance, understanding of such relations
could help to devise more deliberate and person-
alized ways for encouraging cognitive reframing
and/or emotional reappraisal. We begin by training
appraisal prediction models to perform automated
appraisal annotations on a dataset annotated with
cognitive distortions enabling a combined analysis
of both constructs. We analyze the distribution of
appraisal values for each distortion-appraisal pair
individually, and find statistically significant rela-
tions between cognitive distortions and appraisal
dimensions, suggesting that different distortion pat-
terns may exhibit distinct appraisal profiles. Fi-
nally, when comparing the appraisal profiles be-
tween original and reframed texts, we observed a
considerable positive shift in several appraisal di-
mensions, further demonstrating the link between
the two constructs and supporting the need for com-
bined study of the two areas.

2 Appraisal Modeling

In our attempt to analyze the relationship between
emotional appraisals and cognitive distortions, we
require both appraisal and distortion labels for the
same text inputs. No such dataset with both la-
bels is currently available. Therefore, we elected
to perform automated data annotation in order to
generate the desired labels. Although there are

datasets that have been annotated for appraisals
(Troiano et al., 2023), these are collected from
neutral sources (since cognitive appraisal is a nor-
mative phenomenon of all emotions, functional
and dysfunctional), and thus these texts are not
likely to contain too many cognitive distortions.
To verify this, we conducted a preliminary experi-
ment and applied a trained cognitive distortion pre-
diction model to the appraisal-annnotated dataset
(Troiano et al., 2023), which resulted in approx-
imately 80% data points assigned to the “no dis-
tortion” class, confirming our assumptions. Con-
sequently, the alternate approach was adopted. In
particular, we train appraisal prediction model on
the crowd-enVent dataset (Troiano et al., 2023),
and apply it to the thinking trap dataset (Sharma
et al., 2023b). The remainder of this section ex-
plains our methodology for training the appraisal
prediction model.

2.1 Crowd-enVent Dataset

The crowd-enVent is an emotion and appraisal
based corpus of event descriptions collected by
Troiano et al. (2023) as part of their research on
emotional appraisals. During the data collection
process, annotators recalled personal events and
annotated them based on their recollection of emo-
tions and feelings they experienced at the time of
the event. The dataset contains 6600 event descrip-
tions annotated with 21 appraisal dimensions on a
5-point Likert scale.1 The dataset is available in
pre-defined splits of training (4320 entries), vali-
dation (1080 entries) and test (1200 entries) sets.2

Please refer to the original paper by Troiano et al.
(2023) for more details on the dataset.

2.2 Model Architecture

We use a multi-regression model to predict the rat-
ings of all appraisal dimensions simultaneously.
Specifically, we adopt the multi-regression model
by Milintsevich et al. (2023) who used it for pre-
dicting the severity of eight depression symptoms.
The original model was a hierarchical model im-
plemented with sentence-transformers to encode
longer documents. For our sentence-level predic-
tion task, we forgo of the hierarchical definition
of the model and directly use the sentence-level
embeddings for final predictions. Furthermore, the

1Appendix C provides definitions of appraisal dimensions
considered in this study.

2Available from https://www.romanklinger.de/
data-sets/crowd-enVent2023.zip.
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Figure 1: Overview of the appraisal prediction model.

prediction head now produces 21 regression out-
puts, one for each emotional appraisal dimension
considered. Figure 1 provides an overview of the
proposed model.

2.3 Experimental Setup

We use the S-RoBERTa Base model for encoding
the input text, which is combined with the corre-
sponding S-RoBERTa tokenizer3. The model is
trained using AdamW optimizer with a learning
rate of 10−5 and SmoothL1Loss as the loss func-
tion. The network architecture applies a dropout
of 0.3, along with layer norm regularization in the
regression head. The overall code is a modified
version of work by Milintsevich et al. (2023).4

2.4 Results

Our model performs on par with the results from
Troiano et al. (2023). We use the root-mean-
squared error (RMSE) as the evaluation metric and
report macro-RMSE averaged over all appraisal
dimensions on the test set of 1.36 compared to 1.40
reported in the original paper. Furthermore, Fig-
ure 2 compares the performance of the two models
for each appraisal dimension, with our model out-
performing Troiano et al. (2023) for 13 out of 21
appraisal dimensions. Figure 2 also reports the
RMSE of just predicting the median ratings for in-
dividual appraisal dimensions, with both trained
models performing better than the baseline median
predictor in most dimensions. The average RMSE
of the median predictor was 1.55, which is clearly
worse than the trained models. Thus, we deem our
trained model good enough to be used for auto-
mated appraisal annotation in the remainder of the
paper.

3https://huggingface.co
4https://git.unicaen.fr/kirill.milintsevich/

hierarchical-depression-symptom-classifier

Figure 2: Appraisal ratings prediction accuracy in
RMSE for our model, the results reported by Troiano
et al. (2023), and those calculated against median pre-
dictions for each appraisal dimension as baseline.

3 Cognitive Distortion and Emotional
Appraisal

With the aim of analyzing the relationship between
appraisals and distortions, we apply the appraisal
prediction model trained in the previous section to
the Thinking Trap dataset (Sharma et al., 2023b),
obtaining a dataset with 22 labels per input text
(one cognitive distortion label and 21 emotional
appraisal ratings). The resulting dataset forms the
basis for the analysis discussed in the remainder
of the paper. This section provides details on the
dataset and explains the statistical methods used to
analyze the relationships between cognitive distor-
tions and appraisal dimensions.

3.1 Thinking trap Dataset

The Thinking Trap dataset was collected by Sharma
et al. (2023b) as part of cognitive reframing re-
search. The dataset contains entries from the exist-
ing Thought Records Dataset (Burger et al., 2021),
along with additional entries collected through an
online survey on the Mental Health America web-
site, constituting 300 entries in total. This data was
further annotated by mental health practitioners
and clinical psychology graduate students, provid-
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Distortion Class # entries

All-or-nothing thinking 99
Blaming 34
Catastrophizing 68
Comparing and Despairing 12
Disqualifying the Positive 40
Emotional reasoning 43
Fortune telling 78
Labeling 102
Magnification 15
Mind reading 71
Negative feeling or emotion 151
Overgeneralization 107
Personalization 98
Should statements 22

Not distorted 96

Table 1: Statistics of the cognitive distortion labels of
our version of the Thinking Trap dataset.

ing annotations for 15 cognitive distortion labels
(14 distortions and one “no distortion” class) ad-
dressed in the text along with corresponding re-
framed thoughts5.

The original annotation process of the Thinking
Trap dataset resulted in a multi-label dataset, with
each text associated with one or more distortion
labels. Because in this research we are interested
in each cognitive distortion category separately, we
converted the dataset into a multi-class format by
repeating the data points once for each associated
distortion label. The resulting dataset contained
only 19 data points belonging to the “no distortion”
class, amounting to only 1.9% of the total data.
Because we wanted to contrast appraisal profiles
for texts with and without cognitive distortions,
we included 77 data points with the “no distortion”
class from an additional dataset also collected by
the same authors. The final dataset contains 1036
data points with the class distribution provided in
Table 1. For more details on the dataset, please
refer to the original work by Sharma et al. (2023b).

3.2 Statistical Analysis

To investigate the relationship between cognitive
distortions and appraisal, we analyzed the statisti-
cal significance between each distortion category
and each appraisal dimension. For each distortion-
appraisal pair, we formed two groups of texts: a

5Please refer to appendix C for distortion definitions.

positive group (p), consisting of texts annotated
with the cognitive distortion, and a negative group
(n), consisting of texts without the distortion. This
grouping allowed us to compare appraisal values
in the presence and absence of each cognitive dis-
tortion.

We performed an independent statistical anal-
ysis for each distortion-appraisal pair to isolate
the effect of each distortion on the appraisal di-
mensions. Specifically, we employed the non-
parametric Mann-Whitney U Rank Test (Mann and
Whitney, 1947) to assess differences between the
positive and negative groups. Under the null hy-
pothesis, we posited that there would be no differ-
ence in appraisal values between the two groups
(p=n, where p represents the positive group and n
represents the negative group). To account for mul-
tiple comparisons across 14 cognitive distortion
classes and 21 appraisal dimensions, we applied a
Bonferroni correction (Abdi et al., 2007), setting
a base p-value of 0.05, which was divided by the
number of comparisons, which is 307 (the product
of 14 and 21).

3.3 Negative groups

One major consideration is the definition of the
negative group within this analysis. The relation-
ship between cognitive distortions and emotional
appraisal dimensions, as inferred from the Mann-
Whitney test, is strongly influenced by how the
positive and negative groups are defined. Although
the definition of the positive group p is fixed, the
negative group can have different meanings. There-
fore, we consider the following three different defi-
nitions of the negative group n:

No distortion: in this case, the negative group only
contains entries without any distortion, i.e., those
belonging to the “no distortion” class. This group
represents the appraisal profile of texts without
cognitive distortions and acts as a global baseline
against which we can compare individual distortion
profiles.

Exclusive: here, the negative group contains en-
tries that do not belong to the given distortion class
(defining the positive group) but belong to other
cognitive distortion classes (excluding “no distor-
tion”). By utilizing this negative group, we can
identify differences in appraisal values between
various distortion classes. This approach enables
us to analyze the appraisal profile of a specific dis-
tortion in relation to other distortions, rather than
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(a) No-distortion (b) Exclusive

Figure 3: Discretized significance plots of distortion-appraisal pairs for two definitions of the negative groups.
White cell implies a statistically significant relation between the distortion-appraisal pair, the black cell represents
no statistically significant difference.

comparing it to a global baseline.

All others: in this configuration we combine both
settings by including in the negative group all en-
tries that do not belong to the specified distortion
class (defining the positive group).

The remainder of the paper mostly focuses on
the first two categories of negative groups since
behavior of all others and exclusive categories was
found to be identical in all our experiments. This
can be attributed to the fact that roughly 90% of the
data points express a distortion, thereby dominating
the behavior of the “no distortion” class.

3.4 Results

Figure 3 plots the discretized significance values
for two definitions of the negative groups consid-
ered in our study.6 In these plots, a cell colored
white represents a statistically significant differ-
ence in appraisal values between the positive and
negative groups, while a black cell indicates no
statistically significant difference.

First, we observe notable similarities between
the two plots. For instance, both plots indicate a
lack of statistical significance for emotional rea-
soning and magnification across all appraisal di-
mensions considered. Similarly, unpleasantness,
goal support, and not consider dimensions exhibit
a lack of statistical significance across all distor-

6Please refer to Appendix A for the remaining plots.

tion classes. However, we also observe certain
differences between the two plots. In the “no dis-
tortion” setting (Figure 3(a)), appraisal dimensions
like chance responsibility and chance control show
a significant correlation with more than half of
the cognitive distortions. However, in the “exclu-
sive” setting (Figure 3(b)), these dimensions lack
significant correlation with any of the distortions.
While these plots reveal significant correlations
between cognitive distortions and appraisal dimen-
sions, they do not indicate the direction of strength
of these correlations, thus motivating the further
analysis conducted in the next section.

4 Distortions and Corresponding
Appraisal Profiles

The previous section showed systematic relations
between cognitive distortions and emotional ap-
praisals. In this section, we delve deeper into these
correlations, examining their nature, and studying
specific appraisal profiles associated with each dis-
tortion class.

4.1 Methodology

We begin by defining the “baseline” appraisal pro-
file using the “no distortion” negative group. This
choice is motivated by the desire to establish a
common baseline that represents the appraisal pro-
file of inputs devoid of any cognitive distortion.
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Figure 4: Baseline appraisal profile associated with the
“no distortion” class.

Specifically, the baseline profile is determined by
calculating the median value for each appraisal di-
mension using the data from the negative group.
Similarly, the appraisal profile for each distortion
class is defined by calculating the median value
for each appraisal dimension using the correspond-
ing positive group data. Finally, to compare the
distortion-specific appraisal profiles with the base-
line "no distortion" profile, we subtract the baseline
profile from each distortion-specific profile. In this
manner, we obtain an appraisal profile for each
cognitive distortion that is relative to the baseline
profile.

4.2 Results

The baseline profile shown in Figure 4 represents
the median appraisal values of event descriptions
without any cognitive distortions. Firstly, for most
appraisal dimensions the median values cluster
around the middle of the scale (between scores
2 and 4). Only four dimensions—-familiarity, pre-
dictability, unpleasantness, and attention—exhibit
median values above 4, while three dimensions—
pleasantness, goal support, and social norms—
have median values below 2. We also notice a
high median value for unpleasantness stemming
from the bias in the Thinking Trap dataset, which
primarily focused on negative thoughts and situa-
tions.

Figure 5 illustrates appraisal profiles associated
with individual distortion classes, relative to the
baseline profile. The distortion profiles generally
exhibit similar patterns, compared to the baseline
profile. The two notable exceptions from others
are should statements and comparing and despair-
ing, which display deviations in the dimensions
of familiarity, other’s responsibility, and other’s
control. Regardless of the similarity of the overall

pattern, some cognitive distortions show notable
peaks in some appraisal dimensions, such as high
self responsibility for the should statements or high
other’s responsibility and low self responsibility for
blaming.

Note that these plots illustrate the relative differ-
ences between the appraisal profiles of cognitive
distortions and the baseline profile, but they do not
indicate which of the distortion-appraisal relations
were statistically significant. The following subsec-
tion discusses the appraisal profiles, considering
the statistical significance analyses presented in
Section 3.

4.3 Discussion

While Figure 3 reveals variations in the statistical
significance of appraisal dimension correlations
across different settings (presence/absence of dis-
tortions), Figure 5 demonstrates that the magnitude
and direction of appraisal shifts relative to a non-
distorted baseline are broadly similar across most
distortion classes. This indicates that the presence
of cognitive distortions, rather than their specific
type, may be the primary driver of altered emo-
tional experiences.

Furthermore, we observe that the appraisal di-
mensions of suddenness, unpleasantness, goal sup-
port, accept consequences, not consider, and effort
exhibit a lack of significant correlation with nearly
all distortion classes, as illustrated in Figure 3(a).
In Figure 5, these dimensions also demonstrate a
relatively balanced distribution of distortion pro-
files around the baseline. In contrast, the appraisal
dimensions of chance responsibility, other’s re-
sponsibility, other’s control, and chance control
show the highest number of significant correlations
with distortion classes, as indicated in Figure 3.
Additionally, these dimensions exhibit highly po-
larized values in their distortion profiles, as seen
in Figure 5. This correlation between statistical
significance and profile polarization suggests that
most cognitive distortions exert similar effects on
some appraisal dimensions.

Finally, we illustrate specific distortion-appraisal
correlations from Figure 3 that align with estab-
lished psychological principles. To this end, Figure
6 depicts the appraisal profiles for two distortion
classes: mind reading and catastrophizing. In the
case of mind reading, the observed appraisal val-
ues for responsibility (namely, self responsibility,
other’s responsibility, and chance responsibility)
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Figure 5: Appraisal profiles (relative to the “no distortion” baseline) for all distortion classes. The x-axis represents
different appraisal dimensions considered while the y-axis plots the difference in appraisal scores between individual
distortions and the baseline (score(distortion)− score(baseline)).

and control (namely, self control, other’s control,
and chance control) are consistent with the dis-
tortion’s underlying mechanism. Mind reading, by
definition, involves assuming knowledge of another
person’s thoughts and intentions, thereby implic-
itly attributing greater responsibility and control
to that other person rather than to oneself or to
chance. Conversely, catastrophizing exhibits a neg-
ative correlation with the familiarity and accept
consequences dimensions. This is psychologically
plausible, as an individual’s lack of familiarity with
a situation would likely amplify feelings of uncer-
tainty and uncontrollability, making the potential
outcomes seem more catastrophic. Furthermore,
a reduced ability to accept consequences would
logically exacerbate the perceived severity of po-
tential negative outcomes, thus fueling catastrophic
thinking.

5 Cognitive Reframing and Emotional
Regulation

In the final analysis of this research, we examine
the impact of cognitive restructuring on appraisal
profiles. Cognitive restructuring aims to regulate
an individual’s emotional state. Therefore, a sig-
nificant change in appraisal profiles is expected
following the restructuring process. Specifically,
we anticipate a positive shift in the appraisal pro-
files as a result of cognitive restructuring.

Figure 6: Appraisal profiles (relative to the baseline) for
selected distortion classes. The x-axis represents differ-
ent appraisal dimensions considered while the y-axis
plots the difference in appraisal scores between individ-
ual distortions and the baseline (score(distortion) −
score(baseline)).
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Figure 7: The shift in appraisal profiles after cognitive reframing. Positive values mean that median appraisal value
increased after the reframing, while negative values mean indicate a decrease.

5.1 Dataset and Methodology

The Thinking Trap dataset, which formed the basis
of our analysis thus far, also provides reframings
of the input text. Annotators were asked to write
reframes that are rational, specific, readable and ac-
tionable. Appraisal labels were generated for the re-
frames using automated annotation, employing the
same prediction model trained in Section 2. Then,
based on the reframed inputs, appraisal profiles for
different distortion classes were generated using
the same methodology detailed in Section 4.1.

5.2 Inferences and Interpretations

Figure 7 plots the difference between appraisal pro-
files generated from the reframed inputs and the
original profiles shown in Figure 5. The plots illus-
trate a considerable increase in values for pleasant-
ness, while showcasing a decrease in values for di-
mensions such as unpleasantness and not consider.
The observed increase in pleasantness, along with
the decrease in unpleasantness, indicates a positive
shift in people’s perception of the situations. We
also observe a decrease in the appraisal dimension
not consider across all distortion classes, reflecting
an increased willingness to engage with, rather than
avoid, situations. Overall, the changes in appraisal
dimensions plotted in Figure 7 provide evidence

that cognitive reframing is associated with a poten-
tial positive shift in emotional appraisal. This find-
ing further strengthens the proposed link between
cognitive distortions and emotional appraisals, and
the necessity of studying these concepts together.
Finally, this positive shift in appraisal profiles for
reframed texts also supports the validity of the auto-
mated appraisal prediction model used in our study.

6 Related Work

Although automatic prediction of emotion ap-
praisals has been less studied than predicting dis-
crete emotions, in recent years, several works have
emerged in this direction. Several papers have
contributed datasets annotated with different sets
of appraisal dimensions (Hofmann et al., 2020;
Troiano et al., 2022, 2023; Zhan et al., 2023).
Few experiments have been presented to demon-
strate the utility of adopting NLP models to predict
the appraisal values based on text, training CNN-
based neural classifier (Hofmann et al., 2020),
fine-tuning RoBERTa-based models (Wegge et al.,
2022; Troiano et al., 2023), or prompting large lan-
guage models (LLMs) (Zhan et al., 2023).

In relation to cognitive distortions, similarly, few
datasets annotated with cognitive distortion cate-
gories have been published (Shreevastava and Foltz,
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2021; Wang et al., 2023; Sharma et al., 2023b) with
various classification approaches adopted to pre-
dict the cognitive distortions from text, using both
fine-tuned BERT-based models (Tauscher et al.,
2023; Maddela et al., 2023) and recently also in-
creasingly prompting LLMs (Chen et al., 2023;
Lim et al., 2024). Furthermore, NLP researchers
have developed methods for a variety of refram-
ing tasks including sentiment and empathy writing
(Reif et al., 2022; Sharma et al., 2023a), positive
reframing (Ziems et al., 2022; Goel et al., 2024; Jia
et al., 2025), and cognitive restructuring (Sharma
et al., 2023b; Maddela et al., 2023; Zhan et al.,
2024; Xiao et al., 2024).

7 Conclusion

Since both cognitive restructuring and emotional
reappraisal serve as emotion regulation strategies,
this paper explored the connection between the two
constructs from a computational standpoint. As
a first step, we automatically annotated appraisal
ratings on a dataset of cognitive distortions, pro-
ducing a new dataset supporting combined analysis.
Our analysis at the distortion-appraisal pair level
revealed statistically significant relations between
cognitive distortions and emotional appraisal di-
mensions, demonstrating systematic links between
the two constructs. By constructing appraisal pro-
files for individual cognitive distortions and com-
paring them to a “no distortion” baseline, our anal-
ysis showed similar patterns across distortion pro-
files, indicating a clear distinction between profiles
with and without cognitive distortions. Analyz-
ing the impact of cognitive restructuring on the
appraisal profiles revealed a shift towards appraisal
values indicative of a more positive interpretation
of the situations, consistent with the established
definition of cognitive reframing. It is our hope
that these preliminary results demonstrate the ex-
istence of a relationship between cognitive distor-
tions and emotional appraisal dimensions, and illus-
trate the potential benefits of jointly studying these
constructs and motivating further computational
research in this area.

Limitations

While we believe this research represents first steps
toward understanding correlations between cog-
nitive distortions and emotional appraisals, some
concerns remain. A primary issue in computational
mental health research is the quality of available

data and annotations. The Thinking Trap dataset
also suffers from the same problem: manual exam-
ination reveals instances with incorrect distortion
labels. This classification error stems, in part, from
the subjective nature of the task, leading to incon-
sistencies in labeling even among experienced psy-
chologists. Another concern with this dataset is the
length of the input texts. Classifying cognitive dis-
tortions or any mental health related aspects based
on such short texts is unrealistic and contributes to
noise in the data. Some examples illustrating this
issue are included in Appendix B.

Another major limitation of this work is that it
is exploratory research conducted from a computa-
tional standpoint, which lacks the in-depth con-
siderations and reasoning from a psychological
perspective. This research needs to be comple-
mented by detailed psychological studies, but this
is beyond the scope of this paper as well as our
knowledge and expertise.

Ethical Considerations

Despite the growing use of NLP (and AI in general)
for analyzing the mental and emotional state of
individuals based on a variety of input data sources,
some ethical considerations need to be taken into
account within the research process.

One major area of consideration is the data col-
lection process for such studies. In this work, we
use an existing publicly available dataset whose
authors reported considering the ethical aspects
of their data collection and annotation and also
sought approval for their procedures from their in-
stitution’s review board (see (Sharma et al., 2023b)
Section 4.3).

This research direction also comes with signif-
icant ethical considerations pertaining to the use
of such models. Despite the growing interest in
automated systems for mental health analysis and
monitoring, improper use of these systems can lead
to issues like labeling and stigma. Within our study,
we are not developing systems for making predic-
tions about an individual’s mental health, but rather
studying the general patterns over groups.
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Appendix

A Statistical analyses

Since the Thinking Trap dataset ensured a uniform
distribution of data points across different distor-
tion classes (Table 1), the appraisal values of texts
from cognitive distortion categories outweigh those
from the “no distortion” class, resulting in identi-
cal plots for the “Exclusive” (Figure 8(c)) and “All
others” (Figure 8(a)) settings.

B Data Limitations and Corresponding
Examples

The datasets used in this research also exhibit cer-
tain quality issues common to most datasets in the
field. In the Thinking Trap dataset, some input
thoughts are extremely short, making it difficult to
assess them due to insufficient information. Some
examples of such cases are provided below:

• I had a breakup, I am the cause of the breakup.

• I gained weight, I feel like I need to die to be
happy.

• My diet is not working, I feel like a failure.

While these texts may provide some hints about
potential cognitive distortions, both models and
humans would struggle to accurately assess 21 dif-
ferent emotional appraisal dimensions.

C Label definitions

C.1 Emotion Appraisals
See Table 2 for the definitions of the 21 emotion
appraisal dimensions used in this study.

C.2 Cognitive Distortions
See Table 3 for the definitions of the 14 cognitive
distortion categories used in this study.
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Dimension Definition
Suddenness The event was sudden or abrupt
Familiarity The event was familiar
Event predictability I could have predicted the occurrence of the event
Pleasantness The event was pleasant
Unpleasantness The event was unpleasant
Goal relevance I expected the event to have important consequences for me
Situational responsibility The event was caused by chance, special circumstances, or natural forces
Self responsibility The event was caused by my own behavior
Others responsibility The event was caused by somebody else’s behavior
Anticipated consequence I anticipated the consequences of the event
Goal support I expected positive consequences for me
Urgency The event required an immediate response
Self control I was able to influence what was going on during the event
Others control Someone other than me was influencing what was going on
Chance control The situation was the result of outside influences of which nobody had

control
Consequence acceptance I anticipated that I would easily live with the unavoidable consequences

of the event
Internal standards The event clashed with my standards and ideals
External standards The actions that produced the event violated laws or socially accepted

norms
Attention I had to pay attention to the situation
Not consider I tried to shut the situation out of my mind
Effort The situation required me a great deal of energy to deal with it

Table 2: List of appraisal dimensions considered in this research.

Dimension Definition
Emotional reasoning Treating your feelings like facts.
Overgeneralization Jumping to conclusions based on one experience.
Disqualifying the positive When something good happens, you ignore it or think it does not

count.
Mind reading Assuming that you know what someone else is thinking.
Labeling Defining a person based on one action or characterstic.
Catastrophizing Focusing on the worst/case scenario.
Personalizing Taking things personally, or making them about you
All-or-nothing thinking Thinking in extremes.
Fortune telling Trying to predict the future. Focusing on one possibility and ignoring

the other, more likely outcome
Negative feeling and emotion Getting "stuck" on a distressing thought, emotion, or belief.
Blaming Giving away your own power to other people.
Magnification Exaggerating certain aspects of yourself, other people, or a situation

while often simultaneously downplaying others.
Comparing and despairing Comparing your worst to someone else’s best.
Should statements Setting unrealistic expectations of yourself.

Table 3: List of cognitive distortions considered in this research.
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(a) All others

(b) No-distortion

(c) Exclusive

Figure 8: Significance plot between distortions and ap-
praisals for different definitions of negative distribution
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Abstract

Reframing a negative into a positive thought
is at the crux of several cognitive approaches
to mental health and psychotherapy that could
be made more accessible by large language
model-based solutions. Such reframing is typi-
cally non-trivial and requires multiple rational-
ization steps to uncover the underlying issue
of a negative thought and transform it to be
more positive. However, this rationalization
process is currently neglected by both datasets
and models which reframe thoughts in one step.
In this work, we address this gap by augment-
ing open-source datasets for positive text rewrit-
ing with synthetically-generated Socratic ratio-
nales using a novel framework called SOCRATI-
CREFRAME. SOCRATICREFRAME uses a se-
quence of question-answer pairs to rationalize
the thought rewriting process. We show that
such Socratic rationales significantly improve
positive text rewriting for different open-source
LLMs according to both automatic and human
evaluations guided by criteria from psychother-
apy research. We validate our framework and
the synthetic rationalizations with expert judge-
ments from domain experts and psychology
students in an IRB-approved annotation study.
Our findings highlight the potential of utilizing
the synergy between LLM reasoning and estab-
lished psychotherapy techniques to build assis-
tive solutions for reframing negative thoughts.

1 Introduction

Negative thoughts can have a profound effect on
human judgement and well-being. Oftentimes neg-
ative thoughts overshadow positive thoughts (Vaish
et al., 2008), because they can be emotionally
deep-rooted and triggering when brought to sur-
face (Beck, 1979). Cognitive Reframing is a highly-
validated Cognitive Behavioral Therapy (CBT) in-
tervention technique that aims to address this by
identifying and reframing negative thoughts into
positive ones (Clark, 2013) and has proven use-

Q: Why do you believe that this rejection
means you will never succeed as a researcher?
A: I feel that one rejection defines my career
and it is disheartening

Q: What evidence supports the belief that one
rejection determines your overall success?
A: Well, it feels like a setback and I fear it might
impact my career.

.

.

.

I submitted a paper to ACL
and it got rejected. I will

never succeed as a
researcher.

It is normal to feel
disappointed when a paper
gets rejected. I can use this

experience to learn and grow.

Figure 1: We use Socratic rationales consisting of
question-answer pairs to improve positive text rewriting
by verbalising the rewriting process. Here, we illustrate
this: given a negative thought, we generate Socratic
rationales grounded in Cognitive Behavioral Therapy to
reframe the original thought into a positive thought.

ful in both clinical therapeutic and self-help set-
tings (Williams, 2001). Therefore, reframing holds
great potential as a strategy for clinicians to provide
help in overcoming negative thoughts. Beyond this,
teaching people to reframe their own thoughts as
a self-guided mental health intervention could pro-
vide them with a coping strategy that does not rely
on clinical help (Jorm et al., 2006). However, com-
ing up with effective reframes can be challenging
and training people, both for clinical and self-help
settings, to effectively reframe negative thoughts
is a time-consuming and laborious process. Alto-
gether, this poses a risk of mental health improve-
ments being slowed by a lack of availability of
knowledge and clinicians.

Large Language Models (LLMs) hold great
promise to overcome this lack of clinician support
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and self-help resources by providing assistive solu-
tions and could also be used as a training resource.
Notably, it has been shown that they can effectively
guide text generation towards desired attributes like
non-toxicity (Liu et al., 2021; Zheng et al., 2023),
style (Reif et al., 2022; Tikhonov et al., 2019), or
persona (Song et al., 2020), and could therefore
provide a diverse set of reframes. Recent work has
also proposed LLM-based style transfer (Krishna
et al., 2020; Reif et al., 2022) and empathetic re-
sponse generation (Cao et al., 2025) methods in
downstream applications. This motivates this work,
where we aim to improve the reframing perfor-
mance of LLMs.

While LLMs hold great promise for mental
health applications due to their step-by-step reason-
ing and rationalization capabilities (Kojima et al.,
2022, inter alia), they require careful investigation
in tandem with domain experts. Several factors
need to be taken into consideration before deploy-
ing LLM-based applications for client or therapist-
facing applications. LLM-based solutions should
not only be consistent with the client’s mental state,
interpretable and avoid hallucinations, but impor-
tantly should also follow CBT guidelines.

Therefore, we aim to tackle this gap in literature
by making the reasoning of LLMs explicit and in-
clude it as a supervision signal during training. We
train LLMs for the positive text rewriting task by
first generating a rationalization using the Socratic
method1, which uses questioning strategies for un-
covering a person’s beliefs and motivations, and
has shown to be a useful tool for CBT-based cog-
nitive reframing. Socratic reasoning typically uses
probing questions to elicit alternative perspectives.
Table 1 lists different types of Socratic questions
that are common in literature and practice. We call
our method SOCRATICREFRAME.

We benchmark SOCRATICREFRAME with vari-
ous state-of-the-art LLMs for the task of positive
text rewriting using both automatic and human eval-
uations with clinical experts. Our results show that
explicitly using Socratic reasoning as a training
signal improves the text rewriting performance of
LLMs while staying interpretable and faithful to
CBT guidelines. We conduct extensive analysis on
the synthetically-generated Socratic rationales and
find that the socratic rationales are both informa-

1The terminology for the Socratic method is not consistent
within the literature (Carey and Mullan, 2004). In the context
of this work, we use the term Socratic reasoning to refer to
question-answer sequences that follow the Socratic method.

tive to the model and adhere to clinical standards
according to a known Socratic-questioning evalua-
tion scheme. Here, the rationales are rated as highly
helpful and relevant for the reframing process.

We use the generated rationales to augment three
existing cognitive reframing datasets from related
works. We release all data and code publicly to
enable subsequent research in the mental health
domain, for example, for clinician training.

2 Background & Related Work

2.1 NLP and Mental Health

Research on NLP for mental health has primarily
focused on utilizing linguistic features, as well as
neural representations, to identify and analyze men-
tal health conditions such as depression (Rinaldi
et al., 2020; Yates et al., 2017), anxiety (Juhng
et al., 2023; Wei et al., 2021), dyslexia (Björnsdót-
tir et al., 2023; Gala and Ziegler, 2016), autism
(Cho et al., 2022; Goodkind et al., 2018), and
schizophrenia (Mitchell et al., 2015; Sarioglu Kayi
et al., 2017), among others. Typically, these stud-
ies rely on crowdsourced data or annotated social
media posts to address the ethical and privacy con-
cerns associated with medical data (Harrigian et al.,
2020; Moßburger et al., 2020; Turcan and McKe-
own, 2019). Recently, efforts have been made to
utilize datasets that are more representative of the
interactions between a therapist and client in real
world settings (Pérez-Rosas et al., 2017; Shapira
et al., 2022; Howes et al., 2014; Lee et al., 2019;
Cao et al., 2019; Tanana et al., 2015; Shreevastava
and Foltz, 2021). Additionally, recent works have
utilized synthetic data to enhance the performance
of models in clinical (Kazi and Kahanda, 2019;
Hiebel et al., 2023; Shim et al., 2021; Lindsay et al.,
2022) and mental health (Wu et al., 2023b) settings.
Chen et al. (2023b) propose Diagnosis-of-Thought
prompting focusing only on diagnosing the type
of cognitive distortion given a patient’s speech. In
contrast, we develop a novel training framework for
improving LLM performance on cognitive refram-
ing. Our work aims to contribute to the growing
body of literature leveraging positive psychology
(Sheng et al., 2023) and LLMs to improve perfor-
mance on mental health tasks.

2.2 Socratic Questioning

The Socratic method has found wide use in peda-
gogy (Bautista, 2014) and psychotherapy (Braun
et al., 2015), because it can improve understand-
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Question Type Description Exemplars
Clarification Questions to go deeper into a thought “Why do you say that?”
Probing assumptions Questions to make someone think about unques-

tioned beliefs
“What could we assume instead?”

Probing reasons and evidence Questions digging into the reasoning behind a
thought

“How did you know that...?”

Probing implications Questions probing the consequences of a thought “What is likely to happen if ...?”
Probing alternative viewpoints Questions about other, equally valid viewpoints “What is another way to look at it?”
Question about the question Meta-questions about the question itself “Why do you think I asked this?”

Table 1: The six types of Socratic questions with representative exemplars from (Paul and Elder, 2019). We
synthetically generate Socratic questions spanning all types to improve cognitive reframing with (Section 3).

ing and enable alternative perspectives without be-
ing explicit or direct. Instead, it uses questioning
strategies to leave room for exploration which is
also helpful for other applications, such as tutor-
ing (Macina et al., 2023b). Recent works have used
the step-by-step nature of Socratic questioning to
improve NLP methods. Ang et al. (2023) collect
a large-scale dataset from Reddit annotated with
a question type to train Socratic question genera-
tion models. Wu et al. (2023a) develop a bench-
mark of Socratic-inspired deductive reasoning pat-
terns to train state-of-the-art textual entailment and
question answering models. Pagnoni et al. (2023)
propose Socratic pretraining to enable a question-
driven approach for summarizing documents. The
scaffolding of Socratic questioning also enables
LLMs to solve complex problems by decomposing
them into smaller sub-problems. Qi et al. (2023);
Shridhar et al. (2022, 2023) use Socratic methods
to improve LLM’s performance on a variety of rea-
soning tasks, including math word problem solving
and logical reasoning. Our work uses the Socratic
method as the core principle to guide a language
model while generating a reframed thought.

3 SOCRATICREFRAME

Cognitive reframing aims to reframe a negative
thought into a positive thought. We approach this
with LLMs that generate a positive thought condi-
tioned on the negative thought and metadata. How-
ever, directly training an LLM to map positive to
negative thought does not make the process be-
hind the reframing explicit, which is important both
for interpretability and model performance. Our
method SOCRATICREFRAME overcomes this by
training the model to verbalize a Socratic rationale
before generating the reframing.

Formally, cognitive reframing transforms a neg-
ative thought t ∈ V∗ into a positive thought
r ∈ V∗. Both are given as strings constructed from
a (model) vocabulary V . In addition to the negative

thought, metadata ψ ∈ V∗ is often available which,
for example, describes the person experiencing dis-
tress and the situation that caused it. One method
for automatic reframing is using an autoregressive
LLM with parameters θ to model the distribution

pθ(r | t,ψ) =
|r|∏

n=1

pθ(rn | t,ψ, r<n) (1)

paired with a decoding strategy, such as, sampling
or greedy decoding. The model can be both fine-
tuned using paired data Dtrain = {(ti, ri,ψi)}Ni=1

or used zero-shot with prompting. While intuitive,
this does not allow the model to explicitly reason
about and verbalize a rationale of the reframing.
This is both less interpretable and might lead to
overly-simplistic reframings.

Our proposed method SOCRATICREFRAME

aims to overcome this by making the model ratio-
nalize the thought process behind a specific refram-
ing by means of a sequence of Socratic question-
answer pairs. This means that we introduce an
additional variable s ∈ V∗ that is just a string of
this question-answer sequence. The model is then
tasked to first generate s and only then is allowed
to generate r. This is outlined in Figure 2. Hence,
the model now becomes

pθ(s ◦ r | t,ψ) =
|s◦r|∏

n=1

pθ
(
(s ◦ r)n | t,ψ, (s ◦ r)<n

)
,

(2)

where s◦r means that s is prepended to r. For mod-
els that we finetune, this means that each training
example is also augmented with a Socratic ratio-
nale s such that Dtrain = {(ti, ri,ψi, si)}Ni=1. Dur-
ing inference, s is not known and the model gener-
ates it before generating the positive thought. This
forces the model to explicitly reason about why a
specific positive thought is generated to reframe a
corresponding negative thought which we expect to
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Socratic 
Reasoning

Reframer
(LLaMa/Mistral)

Q: Did anything like this happen in the past?
How did you handle it then?

A:  There was a similar situation last year...
Q: ...
A: ....

Reframer
(LLaMa/Mistral)

Socratic 
Reasoning

LLM 

We will not be able to complete
 the work that needs to be done

Negative Thought

I can find a solution to this.

Positive Thought

Inference

Generating Socratic Rationale Training

We will not be able to complete
 the work that needs to be done

Negative Thought

I can find a solution to this.

Positive Thought

Figure 2: Detailed illustration of our framework SOCRATICREFRAME. First, we generate Socratic rationales using
GPT-4 with a few-shot prompt. Then, we use the generated Socratic rationale to train models for cognitive reframing.
During inference, the model generates the Socratic rationale before reframing the negative thought.

Model Input

<< Few-shot exemplars>>
##
Situation: I don't have a job
Negative Thought: I am a failure
Reframed Thought: I am not a failure.  Many people are out of work.  My worth is
not based on my employment.
Socratic Reasoning:

Model Output

Q (Clarification): You have said that you are a failure. Can you help me understand what you mean
by that?
A: I just can't seem to get a job no matter how hard I try. 

Q (Probing assumptions): Does not getting a job right now necessarily mean you're a failure? 
A: I feel like it does. 

.....

Q (Questioning the question): Could it be that your worth is not defined by whether you're employed
or not, but by who you are and what you can do?
A: I suppose, but it's difficult to see it that way.

Q (Clarification): So, how would you describe yourself now?
A: I'm someone who's facing a tough time, but I'm not a complete failure.

Figure 3: A sample Socratic rationale for an instance
from COGREF (Sharma et al., 2023) generated with
GPT-4 in a few-shot setting. We use clinical vignettes
from psychology literature as few-shot exemplars.

improve both performance and interpretability. In
the following section, we discuss how such Socratic
rationales can reliably be synthetically generated
for existing datasets by leveraging LLMs.

3.1 Generating Socratic Rationales

Our goal is to improve cognitive reframing with
Socratic rationales. Such rationales can be time-
consuming to write. Therefore, we use syntheti-
cally generated data which has recently been suc-
cessfully used in text classification (Li et al., 2023),
dialogue generation (Bao et al., 2023) and question-
answering (Riabi et al., 2021), among others.

In particular, we few-shot prompt GPT-

4 (Achiam et al., 2023) to generate Socratic
question-answer pairs based on negative thought
t, positive thought r, metadata ψ, and in-context
exemplars of Socratic rationales from clinical lit-
erature (Padesky, 1993) to ensure high quality and
groundedness. The generated Socratic rationale
s then gives explicit reasoning steps for the par-
ticular reframing and can be used to augment the
training data Dtrain. This can be seen as a form of
data augmentation and knowledge distillation into
the model that is trained for cognitive reframing.
As we will show in Section 6, the Socratic ratio-
nales are rated favourably by human annotators.
An example rationale is shown in Figure 3. Details
and examples are in Appendix A and Appendix D.
In addition to generating rationales, we prompt
GPT-4 to classify the specific type of each gener-
ated Socratic question according to the six types
described in Table 1, namely “Clarification”, “Prob-
ing Assumptions”, “Probing reasons or evidence”,
“Probing implications”, “Probing alternative view-
points”, and “Question”. These can be used for
further insights into the reframing process.

4 Empirical Analysis

We show the effectiveness of our method on mul-
tiple datasets for positive text rewriting that are
outlined in Section 4.1. More details on the exact
experimental set-up, such as the models used, are
found in Section 4.2 and Appendix A and the used
metrics are introduced in Section 4.3.
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POSREF PATREF COGREF
Train 6,679 5,249 400
Test 835 18,635 200
ψ - Persona Situation

Table 2: Statistics of the used datasets.

4.1 Datasets

Table 2 describes the datasets used in this work
which we further outline in the following.

We use three recently-released open-source
datasets. First, Positive Psychology Frames (POS-
REF) (Ziems et al., 2022) which contains tweets
where a hashtag has indicated stress. Each tweet is
mapped to a corresponding reframed text which is
grounded in a set of reframing strategies, for exam-
ple, Growth Mindset, Optimism, Self-affirmation.
POSREF does not contain any metadata. Then,
we use Pattern Reframe (PATREF) (Maddela et al.,
2023), a crowdsourced dataset of negative thoughts
that are conditioned on personas. These personas
describe the person experiencing the respective
negative thought. Here, ψ contains the persona-
specific information associated with each exam-
ple. For instance, a persona from the dataset in-
cludes “My mother was a teacher. My favorite
food is a salad. I enjoy nature. I teach a yoga
class. I am single.” Finally, we use Cognitive Re-
frame (COGREF) (Sharma et al., 2023) which is
an expert-annotated dataset of situations, thoughts
and reframes. Mental health practitioners were
prompted with a situation, which can be used as
metadata, to generate a negative and a reframed
thought. For example, one situation from the
dataset is “I participated in a hackathon and I lost”.

4.2 Experimental Set-up

We use different LLMs that we either prompt or
finetune. Namely, we prompt ChatGPT, LLaMa-
2 7B (Touvron et al., 2023) and Mistral 7B (Jiang
et al., 2023) and finetune LLaMa 7B and Mistral 7B
for cognitive reframing. All models are finetuned
using LoRA (Hu et al., 2021) due to computational
constraints. For generating Socratic rationales, we
use GPT-4. We use the transformers (Wolf et al.,
2020) library for all our experiments.

We test the models on different setups. Few
Shot (FS): Few shot exemplars of negative and
positive thought are given to the model which are
handcrafted from literature on cognitive refram-
ing. Chain of Thought (CoT): The model is asked

to think step-by-step and rationalize the reframed
thought. 2 Finetune (FT): The model is finetuned
using LoRA to reframe a negative thought without
a Socratic rationale. Socratic CoT (SoCCoT ): The
typical CoT prompt is modified by replacing “think
step-by-step” with an instruction to generate So-
cratic rationale before generating the reframe. Fine-
tune with Socratic Rationales (SoC): The model
is finetuned using LoRA to reframe a negative
thought by first rationalising it using Socratic ques-
tioning and then generating the positive reframing.
The prompt template used for finetuning is shown
in Figure 9.

4.3 Evaluating Cognitive Reframers
We aim to reframe a negative into a positive thought
while preserving the original meaning and seman-
tics. Hence, following Hu et al. (2022); Qu et al.
(2023), we evaluate them along the criteria of Trans-
fer Strength, which describes how well the thought
was transferred to a positive one, and Content
Preservation, which evaluates how well the original
meaning of the thought was preserved. We describe
how we measure both of them in the following.

Transfer strength defines how well negative sen-
timent is turned positive. To measure it, we first use
a finetuned RoBERTa model to evaluate the senti-
ment scores of the original and reframed thoughts.
Then, we use the pairwise difference of sentiment
scores between the original and reframed thoughts
and report the average, denoted by (∆Pos). We
report the number of samples with an increase in
positivity with respect to the original thought as
accuracy. A decrease in the score from the original
thought is considered a failed case (Acc). Sharma
et al. (2023) show that people tend to prefer more
empathetic reframes over overly positive reframes.
Hence, we also report ∆Emp as the difference be-
tween empathy scores of original and reframed
thoughts. The scores are computed using a pre-
trained RoBERTa empathy classifier. Our aim is
to reframe a thought but also preserve the original
meaning and not drastically change it. We rely on
the following automatic metrics which have been
widely used in the text reframing literature: BLEU
(Papineni et al., 2002) and BLEURT (Sellam et al.,
2020). Following all three datasets we consider

2We observed similar performance for zero-shot and few-
shot CoT and therefore only report zero-shot CoT. We believe
the similar performance in both setups stems from the nature of
the reframing task where there is extra contextual information
in the form of ψ and the LLMs are able to generalize well
even without few-shot exemplars.
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Content Preservation (↑) Transfer Strength (↑)
BLEU BLEURT ∆Pos Acc. (%) ∆Emp

Dataset Model LLaMa Mistral ChatGPT LLaMa Mistral ChatGPT LLaMa Mistral ChatGPT LLaMa Mistral ChatGPT LLaMa Mistral ChatGPT

FS 12.6 13.1 15.1 0.53 0.55 0.57 0.54 0.49 0.54 89.15 90.10 92.00 0.58 0.66 0.70
CoT 12.1 13.3 15.6 0.51 0.55 0.59 0.55 0.48 0.57 90.02 91.16 92.30 0.61 0.69 0.73

POSREF FT 14.3 15.1 - 0.56 0.58 - 0.55 0.51 - 91.46 91.10 - 0.63 0.72 -
SoCCoT 13.9 13.6 14.5 0.49 0.51 0.55 0.51 0.49 0.51 89.82 90.42 92.12 0.55 0.59 0.71

SoC 15.7 15.9 - 0.58 0.61 - 0.58 0.52 - 92.45 92.09 - 0.69 0.76 -

FS 71.9 73.0 73.8 0.64 0.65 0.63 0.49 0.78 0.81 97.02 96.51 97.61 0.81 0.80 0.87
CoT 72.0 73.5 73.9 0.64 0.65 0.65 0.48 0.77 0.83 97.23 96.01 97.60 0.83 0.81 0.89

PATREF FT 72.3 74.1 - 0.66 0.67 - 0.51 0.80 - 97.67 96.79 - 0.89 0.85 -
SoCCoT 70.2 73.5 71.2 0.59 0.61 0.62 0.48 0.62 0.78 95.02 95.64 96.10 0.80 0.82 0.86

SoC 75.2 75.1 - 0.69 0.68 - 0.52 0.82 - 97.90 97.00 - 0.90 0.88 -

FS 27.1 27.9 30.0 0.59 0.61 0.63 0.67 0.68 0.69 90.12 90.94 91.90 0.79 0.81 0.88
CoT 27.0 27.5 31.6 0.59 0.60 0.63 0.67 0.69 0.71 90.0 91.67 92.55 0.82 0.84 0.90

COGREF FT 29.0 30.0 - 0.61 0.62 - 0.69 0.70 - 91.48 91.88 - 0.89 0.91 -
SoCCoT 26.4 27.1 30.6 0.55 0.59 0.60 0.65 0.68 0.70 90.44 91.54 92.0 0.80 0.85 0.89

SoC 30.1 31.7 - 0.62 0.63 - 0.70 0.72 - 92.30 92.56 - 0.91 0.94 -

Table 3: Automatic evaluation results. FS=Few shot. CoT = Chain of Thought. FT=Finetune with LoRA.
SoC=finetune with Socratic rationale. Items in bold represent the best performance. Note that we do not finetune
ChatGPT. We observe that using Socratic rationales for fine-tuning models significantly improves the text rewriting
performance across all datasets. Mean values over three runs are reported.

(Ziems et al., 2022; Maddela et al., 2023; Sharma
et al., 2023), we report the BLEU scores for each
pair of original and reframed thoughts. Since it
has been shown that BLEU scores do not always
correlate well with human judgements on semantic
similarity, we also use a BERT-based BLEU vari-
ation, BLEURT-20 which is trained on synthetic
samples to get accurate semantic similarity scores.
We report the average over a dataset. Each score
is a value between 0 and 1, ranging from no to
complete semantic similarity.

4.4 Evaluating Socratic rationales
For Socratic rationales to be useful for a model,
they should intuitively contain new salient informa-
tion that is not contained in the negative thought.
We use the recently-proposed information-theoretic
metric REV (Chen et al., 2023a) to measure this.
REV uses conditional V-information to compute
the usable information that can be extracted from a
variable (s) by a model to predict another variable
(r), conditioned on a third variable (t,ψ). In our
setting, this measures the extra information pro-
vided by the Socratic rationales beyond what is
contained in the original negative thought. More
formally, we compute

REV(t, r,ψ, s) = − log pθ′(r | t,ψ)
+ log pθ(r | t,ψ, s),

(3)

where θ′ and θ are the parameters of two mod-
els trained to minimize cross-entropy, respectively.
The REV metric can then be computed for an entire
corpusD by averaging the pointwise (per-example)
scores. While Chen et al. (2023a) use fine-tuned
models on the specific datasets for computing the
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Figure 4: The Socratic rationales generated for all three
datasets have positive REV scores, meaning that they
indeed provide useful information for text rewriting.
Mean of the example-wise REV values are plotted for
all three datasets.

score, Lu et al. (2023) show that it can even be
calculated directly from pretrained LLMs with the
same effectiveness as using fine-tuned models (Lu
et al., 2023).

5 Results

In this section, we detail our results obtained with
different strategies. First, our main results in Sec-
tion 5.1 show that the Socratic rationales improve
text rewriting. Then, we show that the rationales
are indeed informative for the model in Section 4.4.

5.1 Main Results
Table 3 shows that using Socratic rationales con-
sistently outperforms both vanilla finetuning and
prompting strategies on all datasets. We show an
example in Table 4 that highlights how the positive
rewritings appear much more thoughtful, because
the Socratic rationale forces the model to explicitly
reason about the rewriting process. We empirically
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Method Reframed Thought
Mistral-FS I will improve.
Mistral-CoT I will improve and learn to be better.
Mistral-FT I will learn from the feedback and grow.
Mistral-SoC It is normal to feel disappointed. I can

use this experience to learn and grow.

Table 4: Sample reframed thoughts generated by Mistral
variants for the original thought: “I submitted a paper
to ACL and it got rejected. I will never succeed as a
researcher.” The additional socratic rationale leads to a
more detailed and well-founded reframing.

check whether the generated reframes are close in
length to the ground truth reframes for all datasets.
We observe that the average length of generated
reframes with our best performing model on all
datasets is only 5 tokens longer than the ground
truth, on average. It is noteworthy that Socratic
reasoning improves both the content preservation
as well as transfer strength capabilities of smaller
models beyond the performance of ChatGPT, de-
spite the model being multiple times larger than
LLaMa 7B and Mistral 7B. Across all datasets,
we observe that Mistral performs better in con-
tent preservation while LLaMA performs better
in the sentiment of the reframed thought. This
could be due to the different pretraining datasets
used for training the models. We also observe
that our method consistently generates more em-
pathetic reframes which is generally preferred by
people (Sharma et al., 2023). We note that both
positivity and empathy are lower for POSREF than
other datasets, possibly because POSREF contains
tweets which are known to be less positive in nature
(Sokolova et al., 2017). We observe that using So-
cratic reasoning improves BLEU scores by almost
2 points on average when compared to finetuning
without Socratic rationales. Distilling Socratic rea-
soning (from GPT-4) into smaller models helps
to preserve the original meaning and improve the
positive sentiment transfer. This is desirable for
users and practitioners alike, because more positive
sentiment will likely benefit users more and con-
tent preservation ensures that the reframing stays
relevant for them.

5.2 Socratic Rationales are Informative

Similar to previous work for evaluating free-text ra-
tionales (Chen et al., 2023a), we use the pretrained
GPT-Neo 2.7B (Gao et al., 2020) for computing
REV. We report the average REV metric over each
sample for all datasets. A REV value > 0 suggests

Socratic rationales support reframing by providing
additional information, while < 0 indicates oth-
erwise. In Figure 4, all datasets have REV > 0,
highlighting Socratic rationale’s utility in enhanc-
ing reframing tasks. Table 5 shows the generated
rationales for each of the dataset we consider. In
particular, POSREF has the highest informative-
ness for the reframed thoughts. We attribute this to
two main factors: First, POSREF lacks additional
context like situations or personas, causing token
dispersion where more information can lead to low
values of REV. Second, POSREF samples from
Reddit align better with GPT-Neo’s training data
than the crowdsourced data in the other datasets.

5.3 Socratic Rationales progressively lead to a
better reframe

Q1 Q2 Q3 Q4

0.40

0.45

0.50

0.55

0.60
POSREF
PATREF
COGREF

Figure 5: Sentiment scores for the generated Socratic
question-answer pairs show that the synthetic rationales
progressivley get better to lead to an improved reframe.

We partition Socratic rationales into four quar-
ters sequentially, each representing 25% of the data,
and calculate average sentiment scores for each
quarter. Figure 5 reveals a consistent trend across
all datasets: intermediate answers lead to increas-
ingly positive questions, suggesting that they aid in
iterative reframing.

6 Human Evaluation

6.1 Evaluating Reframed Thoughts

Prior cognitive reframing studies (Maddela et al.,
2023; Sharma et al., 2023) use Likert scales for
assessing aspects like fluency and readability. Yet,
our focus lies on helping users overcome unwanted
thoughts. Li et al. (2024) show that pairwise human
preferences are well-defined. In a similar setup as
Sharma et al. (2023), we compare 100 randomly
selected SOCRATICREFRAME generated reframes
against ChatGPT or a baseline model without So-
cratic rationales. After consenting to participate,
two computer science graduate students were re-
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Figure 6: Human evaluation results for Mistral-SoC
compared to Mistral-FT and ChatGPT. With a win rate
of over 50% human annotators prefer reframes gener-
ated by our method to ChatGPT and simple fine-tuning.

cruited to conduct the comparisons. The win rate
indicates a preference for Socratic reframes over
the baseline by the raters. The participants were
asked to select the reframed thought they find most
relatable, helpful and memorable - a criteria for
good reframes defined in Sharma et al. (2023).

As shown in Figure 6, Mistral-SoC outperforms
Mistral-FT by a significant margin with a win rate
of over 65% and tie rate of around 30%. We fit
a Bradley-Terry Model (Bradley and Terry, 1952)
on the preference data and obtain a strength of 1.3
for Mistral-SoC as compared to strengths -1.8 and
0.5 for Mistral-FT and ChatGPT, respectively. Intu-
itively, this means that Mistral-SoC will have a win
rate of 95% over Mistral-FT and 67% over Chat-
GPT, confirming the effectiveness of our method.

6.2 Evaluating Socratic Rationales

To evaluate the synthetically generated rationales,
we consider two key attributes: whether they repre-
sent the use of Socratic questioning in a clinically
meaningful way and the general helpfulness of the
questioning to overcome negative thoughts. Fol-
lowing Braun et al. (2015), we use the Socratic
Questioning Scale (SQS) to evaluate the quality
of generated rationales. SQS contains five Likert-
scale questions evaluating the use of the Socratic
method in a snippet. The final score is the sum
of these ratings. Originally developed for ther-
apy session transcripts, we include only three rele-
vant questions for text evaluation: Open-endedness,
Context, and Relevance.3 The full questions are
reported in Appendix C.1. Additionally, we con-
sider helpfulness as a metric to assess whether or
not the generated rationale is generally helpful in

3We note that in our evaluation criteria, “relevant” ques-
tions aim to tackle extrinsic hallucinations (generated text
cannot be verified given the source) and “contextual” ques-
tions aim to tackle intrinsic hallucinations (generated text
contradicts the source text), following the definitions from Ji
et al. (2023).

0 20 40 60 80 100
% Annotated

Relevant Questions

Contextual Questions

Open-ended Questions

Helpfulness

Not at all Sometimes Extensively

Figure 7: Human evaluation results for the Socratic
rationales show that annotators judge the generated ra-
tionales as highly helpful and relevant for reframing
negative thoughts.

overcoming negative thoughts. Annotators rate the
generated rationales on a 3-point Likert scale.

Expert Evaluation We recruit 14 mental health
experts and clinical psychology graduate students
for evaluating the quality of the Socratic rationales.
We verify the quality of randomly sampled Socratic
rationales with a clinical expert before conducting
the study with psychology students. The annotation
task was deemed exempt from an ethics review by
an institutional review board. Amidei et al. (2019)
suggest the use of Cronbach’s α for checking the
evaluation reliability in natural language genera-
tion tasks. We observe acceptably high values for
helpfulness (0.67), diversity (0.69), reflectiveness
(0.75) and relevance (0.65) of the questions in the
rationale. We observe that raters validate the syn-
thetically generated Socratic rationales as helpful to
reframe the original thought. More than 50% of the
raters also responded affirmatively on whether they
are willing to use LLMs for cognitive reframing.
More details are found in Appendix C.2.

Human Evaluations Three computer science
graduate students annotated 100 randomly sam-
pled Socratic rationales from the datasets. Figure 7
shows favorable ratings across all criteria. We ob-
tained an Intra Class Correlation (ICC) of 0.806 for
helpfulness and 0.601 for the SQS scale, indicating
that while the SQS is challenging to evaluate, help-
fulness is generally agreed upon by non-experts.
These findings align with similar agreement scores
in psychology (Braun et al., 2015). Additionally, a
Pearson correlation coefficient of 0.72 (p < 0.05)
between helpfulness and SQS ratings suggests that
better Socratic questioning correlates with greater
helpfulness in addressing negative thoughts.
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7 Clinical Implications

Our findings suggest that large language models
(LLMs) augmented with Socratic rationales can
serve as valuable tools for mental health profession-
als in cognitive restructuring and psychotherapy.
By breaking down the process of thought refram-
ing into a structured sequence of rationalization
steps, SOCRATICREFRAME aligns with established
therapeutic approaches such as cognitive behav-
ioral therapy (CBT) and Socratic questioning. This
structured reasoning can assist clinicians by:

• Enhancing Psychoeducation: Mental health
professionals can use LLM-assisted refram-
ing to demonstrate thought restructuring tech-
niques, making abstract cognitive principles
more tangible for patients.

• Supporting Self-Guided Interventions:
LLMs equipped with Socratic reasoning
could supplement therapy by providing
guided, interactive thought reframing outside
of clinical sessions, helping patients develop
cognitive flexibility in real time.

• Reducing Cognitive Load for Clinicians: –
By automating initial rationalization steps, our
approach may help therapists focus on more
nuanced aspects of patient care, such as emo-
tional processing and behavioral interventions,
without sacrificing the rigor of cognitive re-
structuring.

• Facilitating Training and Supervision: Psy-
chology students and early-career therapists
could use LLM-generated Socratic rationales
as a training aid, learning how to systemati-
cally guide patients through cognitive refram-
ing with structured question-answer pairs.

Given these potential applications, our work
highlights the importance of integrating AI-driven
reasoning techniques with clinical expertise to cre-
ate assistive tools that complement human-guided
therapy rather than replace it. Future research
should explore real-world deployment, patient en-
gagement, and the ethical considerations of using
LLM-based interventions in mental health contexts.

8 Conclusion & Future Work

In this work, we show that text rewriting models for
cognitive reframing can be improved by using So-
cratic rationales to verbalize the reframing process.

By releasing our code and data we hope to enable
future research, for example, on incorporating the
different question types that are annotated, or using
the data in therapist training.

Limitations

While synthetic data generated by LLMs like GPT-
4 offers a promising solution to data scarcity and
privacy concerns, a drawback could be a potential
lack of diversity and complexity. Our generated So-
cratic rationales may not fully capture all intricate
nuances or patterns in authentic therapist dialogues
while performing cognitive change with the So-
cratic method. A significant limitation when work-
ing with mental health and psychotherapy-based
datasets is the use of heavily curated or crowd-
sourced data. This can lead to an imbalance in the
demographics and language of our datasets. Since
the datasets we use are sourced from social me-
dia or crowdsourcing platforms, the quality of the
negative thoughts might also be limited.

In addition to the reframed thoughts, the datasets
considered in this work also contain the cognitive
distortions associated with each negative thought.
Cognitive distortions are thought patterns that lead
to negative feelings. We believe information like
cognitive distortions and reframing strategies can
be utilized to further improve the quality of the
Socratic rationales and subsequently enhance the
text reframing performance.

Finally, our focus in this work was to improve
text reframing which is an effective short-term in-
the-moment strategy. However, we emphasize that
assessing long-term outcomes is imperative and is
a future research direction.

Ethical Statement

While this work focused on generating Socratic
rationales to improve positive text rewriting, open-
ended LLMs still carry the risk of generating harm-
ful outputs. Therefore, we advise careful consid-
eration before they are applied in practice. Unsu-
pervised use of the Socratic questioning data as is,
without consulting trained professionals, could be
harmful and requires careful design and implemen-
tation before being applied in real-world settings.

Datasets Our work augments open-source posi-
tive text rewriting datasets, some of which include
social media-derived data. Social media users are
not representative of clinical populations, and self-
reported distress lacks clinical verification. We
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mitigate this by incorporating expert evaluations to
validate our approach. Public posts may contain
sensitive disclosures. Our study adheres to IRB
guidelines and we only use anonymized, public
datasets, ensuring ethical data use. Social media
data may reinforce biases or oversimplify mental
health struggles. Our framework grounds refram-
ing in psychotherapy principles, minimizing these
risks. While social media data is valuable for scal-
able mental health interventions, expert oversight
remains essential to ensure clinically sound appli-
cations.

IRB Approval We obtained approval from the
Ulm University’s Institutional Review Board. In
the board’s opinion, research using annotations and
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A Experimental details

We few-shot prompt GPT-4 with the default param-
eters from the OpenAI Python package. 4 We use
three few-shot exemplars. Following similar works
on synthetic data generation with LLMs (Macina
et al., 2023a), we use temperature sampling with
T = 0.4 and no top-k truncation for generating the
reframes. For the fine-tuning experiments, follow-
ing Dettmers et al. (2023), we apply LoRA to all
linear layers; training for 5 epochs with ADAMW,
a batch size of 8 and set the learning rate to 5e-4.
All other hyperparameters take the default value in
the configuration. We use NVIDIA A100 80GB
for the training.

B Prompt Design

B.1 Generating Socratic Rationales

System Prompt for GPT-4

You are an expert in Cognitive Behavioral
Therapy and Cognitive Restructuring, focus-
ing on guided discovery. The term cognitive
restructuring refers to the process of chal-
lenging, and changing, irrational thoughts.
Socratic questioning is one technique to en-
courage this process. Therapists use So-
cratic questioning verbally by asking prob-
ing questions about their clients’ irrational
thoughts. As clients improve their aware-
ness of irrational thoughts, they can begin
to consciously question their own thoughts.
The six types of Socratic Questions are: 1)
Clarification, 2) Probing assumptions, 3)
Probing reasons and evidence, 4) Question-
ing perspectives, 5) Probing implications
and 6) Questioning the question. They can
be used in any order and not all of them
might be needed for a given client.

Figure 8: This system prompt is used to prime GPT-4
with a personality grounded in the Socratic method.

An example of a clinical vignette taken from
Padesky (1993) used as a few-shot exemplar is:

Negative Thought: "I'm a complete failure in
every way."

Positive Thought: "I am not a failure."
Socratic Questioning:
Q (Clarification): You look defeated when you

say that. Do you feel defeated?
A: Yes. I'm no good.

4https://github.com/openai/openai-python

Q (Probing assumptions): You say you are no good.
Is it true that you haven't done anything
at all good?

A: Nothing of importance.
Q (Probing reasons and evidence): How about for

your children this week -- did you care for
them at all?

A: Of course, I helped my wife put them to bed
and took them to soccer practice.

Q (Questioning perspectives): Do you think that
was important to them?

A: I suppose so.
Q (Probing implications): And did you do

anything to make your wife happy this week?
A: She liked the fact that I came home from work

on time.
Q (Probing implications): Would a "complete

failure" be able to respond to his wife's
request in such a successful way?

A: I guess not.
Q (Probing implications): So is it really

accurate to say you are a complete failure
in every way?

A: I suppose not.
Q (Clarification): So how do you feel now?
A: I guess a little better.

The prompt template for GPT-4 is shown in Fig-
ure 3 and the system prompt is shown in Figure 8.

B.2 Finetuning

Prompt template used during finetuning

Input: Given a situation: «SITUATION»
and the associated negative thought: «NEG-
ATIVE THOUGHT», generate the So-
cratic rationale for guided discovery and
reframing the negative thought to a positive
thought.

Output:
«SOCRATIC RATIONALE»
«POSITIVE THOUGHT»

Figure 9: This template is used to finetune LLMs using
the Socratic rationales.

The prompt template used for finetuning is shown
in Figure 9.

C Human Evaluation Protocol

C.1 Evaluating Socratic Rationales
Socratic Questioning Scale (SQS) The follow-
ing questions were rated by annotators on a 3-point
Likert scale ranging from 1 (not at all) to 3 (exten-
sively) :

• How frequently were questions asked that
help develop alternative perspectives? -
This question aims to assess the frequency
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of inquiries that encourage the exploration
of diverse viewpoints or opinions. Annota-
tors should focus on identifying questions that
prompt respondents to consider different an-
gles, challenge assumptions, or think beyond
the conventional narrative.

• Was the question answering focused on the
emotions and situation of the person? -
This question assesses whether the majority
of answers provided focus on the emotional
state and circumstances of the individual in-
volved. Annotators should consider whether
responses primarily address the feelings, ex-
periences, or immediate context of the person
in question.

• Were the questions open-ended and require
thoughtful reflection? - This question is
designed to evaluate whether the questions
posed to respondents are open-ended and de-
mand deep contemplation rather than elicit-
ing simple, direct answers. Annotators should
look for questions that encourage respondents
to think critically and provide nuanced, reflec-
tive responses.

Helpfulness Annotators rate the helpfulness of
the question-answer pairs on a 3-point Likert scale
ranging from 1 (not helpful at all) to 3 (very help-
ful). The following question was asked to the an-
notators:

How helpful was the questioning in general?
This question seeks to gauge the overall effective-
ness and utility of the questions posed. Annotators
should consider the extent to which the questions
contributed to a meaningful discussion, elicited
insightful responses, or facilitated a deeper explo-
ration of the topic. Assessments should encompass
the clarity, relevance, and engagement level of the
questions.

We plan to release the generated rationales to
complement the original datasets under the Apache
license.5.

C.2 Validation with experts
We recruit psychology students for our study. The
students were given credits in return of their anno-
tation efforts. The average age of participants was
24.2 with 80% participants being females. The par-
ticipants were shown three diverse samples from

5https://www.apache.org/licenses/LICENSE-2.0

across the datasets and asked to rate the helpfulness
and SQS, in the same setting as described in Ap-
pendix C.1. Additionally, participants were asked
to answer the following question with either "Yes",
"No" or "Not sure":

Would you use an LLM to help you restruc-
ture negative thoughts? This question assesses
the willingness and openness of psychology stu-
dents towards incorporating Large Language Mod-
els (LLMs) into their therapeutic practices. Re-
sponses provide insights into whether LLMs are
perceived as viable tools for cognitive restructur-
ing, indicating their potential acceptance within
psychological interventions.

We observe that only 7% of the participants did
not want to use LLMs for restructuring negative
thoughts with 55% responding affirmatively and
the rest being unsure. We plan to conduct a more
large-scale annotation study with more experts and
non-experts in the future.

C.3 Evaluating Reframes
For a given context and negative thought, annota-
tors are shown two sample reframes and asked the
following question:

Given the context and original negative
thought, which reframed thought do you
find more relatable, helpful and memorable
(A vs B)?

D Qualitative Examples

Table 5 shows qualitative examples of generated
socratic rationales for each of the three datasets
used in our study.
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Dataset Input Generated Rationale
COGREF Situation: Having prob-

lems coming up with
words to write essay.
Negative Thought: I will
get a bad grade.
Reframed Thought: I’m
feeling anxious about this
assignment. I can use
skills to calm myself, try
my best on the essay, ask
for any appropriate help,
and whatever grade I get I
will know that I tried my
hardest.

Q: You’re worried about doing badly on this assignment. How have you done on past
essays?
A: I’ve gotten good grades, sometimes. But this one feels different.
Q: Do you think getting a bad grade on this specific essay means you’re generally bad at
writing or at this subject overall?
A: Well, I don’t think so, but I’m unsure about this topic.
Q: What evidence is leading you to believe that you will get a bad grade?
A: I’m having trouble coming up with points to write about.
Q: If a friend was in your position, what advice would you give them?
A: I would probably say to not panic and just give it their best shot.
Q: What would happen if you got a bad grade on this essay? How would that affect your
overall academic achievement?
A: One bad grade isn’t going to ruin my overall performance I guess.
Q: Can using some support like talking to your teacher or a study group help you in getting
through this?
A: That might be a good idea.
Q: So given these factors, do you still think it’s a definite that you will get a bad grade?
A: No, I suppose it’s not definite.
Q: So, what will you do about your essay now?
A: I think I’ll start by focusing on writing a draft based on what I know and then ask for
some help to see how I can improve it.

PATREF Persona: my favorite
band is rise against. my
favorite team is the rap-
tors. i usually go to bed
late. i like sports. i am
studying to be a dentist.
Negative Thought: I am
about to graduate and be-
come a Dentist, but that
means nothing. Anyone
can do that.
Reframed Thought: I am
about to graduate and be-
come a Dentist. Although
it is possible for anyone
to become a dentist, it is
very difficult, and I am
proud of myself.

Q: It sounds like you’re doing something remarkable, yet you downplay its value. Do you
genuinely believe becoming a dentist means nothing?
A: It doesn’t seem special when everyone else is doing similar things.
Q: Do you think everyone could become a dentist?
A: Maybe not everyone, but a lot of people could.
Q: It required you to put in several years of hard study and practice, didn’t it?
A: Yes, I did work hard.
Q: How many people do you think are willing or able to do what you did?
A: I’m not sure, probably not that many.
Q: So wouldn’t that mean that your achievement is indeed quite significant and not
something anyone could do?
A: I guess so.
Q: Isn’t it possible then that your achievement of becoming a dentist is both valuable and
hard-earned?
A: Yes, it’s starting to look that way.
Q: How do you feel about your upcoming graduation now?
A: I’m starting to recognize its importance and feel a bit proud.

POSREF Negative Thought: This
physics homework is the
death of me every week.
It’s so hard. And then
I have another physics
exam tomorrow night.
Reframed Thought:
Physics is challenging,
but is worth it. I have an
exam tomorrow, which I
hope to do well on.

Q: It sounds quite challenging, is Physics always this difficult for you or only certain
aspects?
A: Certain parts, like quantum mechanics.
Q: So, is it accurate to state that the entire subject is difficult, or just the quantum mechanics
part?
A: I suppose just the quantum mechanics part.
Q: Can you give me an example of a physics problem or concept you’ve been able to
understand quite well?
A: Yeah, I’ve been doing well in classical mechanics.
Q: Do you think that possessing skills in one area of physics could potentially aid in
understanding other areas, including quantum mechanics?
A: Maybe. But quantum mechanics seems very different.
Q: If classical mechanics and quantum mechanics are two aspects of the same discipline,
isn’t there a possibility that understanding one could help with the other?
A: It’s a possibility, I guess.
Q: Do you think saying that the physics homework is the death of you is a fair and accurate
statement?
A: Probably not, it’s just really frustrating sometimes.
Q: What if you thought about the physics homework as a challenge rather than a death
sentence? Could that change how you approach it?
A: Maybe. I could try.
Q: Now, how do you feel about the physics exam tomorrow?
A: I’m nervous, but maybe if I look at it as a challenge, it might feel less overwhelming.

Table 5: Socratic rationales generated with GPT-4 for different types of inputs from the three datasets we consider.
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Abstract

Natural language processing (NLP) holds po-
tential for analyzing psychotherapy transcripts.
Nonetheless, gathering the necessary data to
train NLP models for clinical tasks is a chal-
lenging process due to patient confidentiality
regulations that restrict data sharing. To over-
come this obstacle, we propose leveraging large
language models (LLMs) to create synthetic
psychotherapy dialogues that can be used to
train NLP models for downstream clinical tasks.
To evaluate the quality of our synthetic data,
we trained three multi-task RoBERTa-based
bi-encoder models, originally developed by
Sharma et al., to detect empathy in dialogues.
These models, initially trained on Reddit data,
were developed alongside EPITOME, a frame-
work designed to characterize empathetic com-
munication in conversations. We collected and
annotated 579 therapeutic interactions between
therapists and patients using the EPITOME
framework. Additionally, we generated 10,464
synthetic therapeutic dialogues using various
LLMs and prompting techniques, all of which
were annotated following the EPITOME frame-
work. We conducted two experiments: one
where we augmented the original dataset with
synthetic data and another where we replaced
the Reddit dataset with synthetic data. Our first
experiment showed that incorporating synthetic
data can improve the F1 score of empathy de-
tection by up to 10%. The second experiment
revealed no substantial differences between or-
ganic and synthetic data, as their performance
remained on par when substituted.

1 Introduction

Therapy transcripts offer rich insights into counsel-
ing sessions, capturing key details such as clients’
concerns, emotional states, and therapeutic in-
terventions (Lee et al., 2019; Imel et al., 2015).
Natural language processing (NLP) models have
shown great promise in analyzing these transcripts
(Laricheva et al., 2024; Ewbank et al., 2020; Gaut

et al., 2017). However, training such models de-
mands substantial data, which is difficult to access
due to the need to safeguard sensitive health infor-
mation, and institutional barriers to obtaining clini-
cal data (Lu et al., 2021; Aledavood et al., 2017).

Data Augmentation (DA) - a set of methods used
for synthetic generation of training data - is a way
to manage data scarcity when training machine
learning models (Ansari and Saxena, 2024). The
adoption and success of DA has mostly been in the
computer vision field, whereas for NLP tasks it has
exhibited a more limited impact when achieving
performance gains (Maier Ferreira and Reali Costa,
2020). Traditionally, NLP-specific data augmen-
tation approaches have relied on back-translation
(Corbeil and Ghadivel, 2020) or performing simple
operations to the original text, such as synonym
replacements or random word insertion (Wei and
Zou, 2019). However, performing simple transfor-
mations on existing text samples can lead to syntac-
tic and semantic distortions of the text (Giridhara
et al., 2019).

Generative language models have made a break-
through in augmenting unstructured text data (Ha-
gos et al., 2024). Models such as OpenAI’s GPT
series (OpenAI et al., 2024), have relied on sophis-
ticated self-attention mechanisms to generate new
data, rather than just performing local changes on
the text. Related studies have started exploring the
use of generative models for training few shot clas-
sifiers (Edwards et al., 2022), generating artificial
text for enhancing intent classifiers (Sahu et al.,
2022), and augmenting domain specific datasets
to boost domain specific NLP tasks (Amin-Nejad
et al., 2020). Although NLP models are an active
area of research, the creation of synthetic datasets
remains understudied in the mental health field.

In this research, we examined the viability of us-
ing LLMs for generating artificial counseling tran-
scripts to enhance the performance of NLP mod-
els for clinical tasks. We trained the bi-encoder
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model introduced in (Sharma et al., 2020), which
is capable of recognizing empathetic dialogues and
providing rationales that support its predictions. In
therapy, empathy plays a crucial role and serves as
a significant predictor of therapy outcomes (Elliott
et al., 2018). It stands as one of the fundamen-
tal factors that contribute to establishing a strong
working alliance between a psychotherapist and
their client during a session, regardless of the spe-
cific therapeutic approach employed (Elliott et al.,
2011). Research studies have shown that men-
tal health professionals can enhance their empa-
thetic responses through the provision of appropri-
ate feedback (Benster and Swerdlow, 2020; Sharma
et al., 2020). Hence, a model that can identify low
empathetic dialogues could help therapists recog-
nize areas where empathetic engagement could be
improved. By leveraging the guidance and input
provided by the model, therapists can refine their
empathetic skills and give more supportive therapy
sessions for their clients.

Our main contributions are as follows:

1. We present a methodology to generate and
evaluate counselling transcripts for data aug-
mentation purposes.

2. We demonstrate that our synthetic transcripts
can effectively fine-tune state-of-the-art mod-
els, enabling them to surpass baseline models
in text mining therapy transcripts.

3. We release the synthetic datasets used in this
study to help future mental health research.

2 Related Work

The generation of realistic synthetic patient data
has primarily concentrated on the production of
electronic health records (EHRs). Before genera-
tive models were used for data augmentation pur-
poses, many methods relied on rule-based methods
(Ansari et al., 2021). Among the initial generative
architectures used to augment EHR data, MedGan
(Choi et al., 2017) introduced a generative adver-
sarial network (GAN) designed to generate multi-
label patient records. To improve the quality of the
data generated by MedGan, medWgan and medB-
Gan were developed (Baowaly et al., 2018). These
models were based on the principles of Wasser-
stein GAN with gradient penalty (Gulrajani et al.,
2017) and boundary-seeking GANs (Hjelm et al.,
2018) respectively. It is worth noting that the pre-
vious models primarily concentrate on generating

the structured data components of an EHR. Syn-
thetic records frequently lack the inclusion of the
unstructured text section, and when it is included,
it is usually quite concise. For instance, in (Lee,
2018) their approach generates unstructured text
that is limited to 18 tokens or less.

In addition to GANs, transformer-based models
have also been used for medical data augmentation.
Liu (2018) trained a transformer with memory-
compressed attention to create EHRs, yielding
promising results (1.76 in the perplexity per token
and a 44.6 in the Rogue-1 metric). However, an
evaluation to measure the data’s quality for down-
stream task was not conducted. While previous
research has primarily focused on augmenting data,
limited attention has been given to evaluating its
utility for training machine learning models. Wang
et al. addressed this gap, in their study they em-
ployed synthetic data as supplementary training
data for two biomedical NLP tasks: text classifi-
cation and temporal relation extraction. Similarly,
Lu et al. used a transformer-based model to train
classifiers for patients readmission prediction.

While the majority of research has mostly con-
centrated on synthetic EHRs, there is also relevant
work within the field of synthetic mental health
data. One such example is found in (Ive et al.,
2020), where they artificially generated discharge
summaries from mental health providers. These
summaries were utilized in a downstream NLP text
classification task. Yet, there is still a scarcity of
research focusing on the creation of synthetic data
that mimics dialogues from therapy transcripts.

3 Method

3.1 Empathy Framework
To measure empathy in text-based conversations
we used the EPITOME framework (Sharma et al.,
2020), which establishes the following empathy
dimensions:

1. Emotional reactions - entails the therapist
expressing emotions such as warmth and com-
passion, in response to a patient’s message.

2. Interpretations - involves the therapist con-
veying their comprehension and understand-
ing of the emotions inferred from the patient’s
message.

3. Explorations - refers to the therapist’s pursuit
of a deeper understanding of the patient by
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delving into unexpressed feelings and experi-
ences that extend beyond the explicit content
of their messages.

Each of these empathy dimensions can take a value
of 0, indicating that the therapist is not expressing
it at all; 1, indicating a weak degree of expression;
or 2, indicating a strong expressing by the therapist.

3.2 Data sets
We gathered clinical therapy transcripts from the
following data sources:

1. MOST+ trial - Moderated Online Social
Therapy (MOST) is a youth-focused men-
tal health web platform. In the MOST+
trial (Alvarez-Jimenez, et al., 2020), MOST
was embedded within the online service
of Australian youth mental health provider
headspace, and provided an on-demand we-
bchat service manned by headspace counsel-
lors. A total of 200 therapy transcripts were
gathered from this study. From this dataset we
extracted 365 dialogue pairs between client
and counsellor.

2. Alexander Street Press – The Counseling
and Psychotherapy Transcripts, Client Narra-
tives, and Reference Works (Alexander Street,
2009) contains 2,000 therapy session tran-
scripts. From this dataset we gathered 214
dialogue pairs between patient and therapist.

3. Mental health subreddits We utilized the
labeled Reddit dataset compiled by Sharma
et al. (2020), which encompasses content from
55 subreddits dedicated to mental health. This
dataset contains a total of 3,081 dialogue pairs
between Reddit users that have been annotated
using the EPITOME framework.

In close collaboration with therapists, we designed
prompts for the LLMs to generate synthetic therapy
transcripts. These prompts were crafted based on
the EPITOME definitions of empathy, which were
designed to characterize communication of empa-
thy in text-based conversations. We developed a
unique prompt for each of the three dimensions
of empathy in EPITOME: Emotional Reactions,
Interpretations, and Explorations. For a compre-
hensive list of all the prompts used, please refer to
Appendix A. The prompts were used as inputs to
the following models:

1. Standalone LLM The prompts were fed to a
GPT-3 model (Brown et al., 2020) and a Fal-
con 7b model (Penedo et al., 2023), an LLM
that was trained to follow complex instruc-
tions.

2. LLM with verbal reinforcement learning
We used the Reflexion framework (Shinn
et al., 2023) to reinforce GPT-3 and Faclon
7b through linguistic feedback. The linguistic
feedback was designed in collaboration with
a clinical psychologist. For a comprehensive
list of all the linguistic feedback used, please
refer to Appendix B.

For each model, we generated synthetic datasets
and labeled them according to the EPITOME
framework. In total, we produced 10,464 synthetic
therapy dialogues. To evaluate the quality of our
synthetic data, we compared the performance of
an empathy classifier trained under two conditions:
augmenting the Reddit dataset with synthetic data,
and replacing portions of the Reddit dataset with
synthetic data. The MOST+ trial and Alexander
Street Press datasets served as the testing datasets.

3.3 Annotation Task and Process
3.3.1 Annotator training
Three authors of the paper annotated the datasets
according to the EPITOME guidelines outlined in
(Sharma et al., 2020). Each annotator completed
a comprehensive training program consisting of
nine one-hour coding sessions and received de-
tailed manual feedback on 360 dialogue data points
from a clinical psychologist.

3.3.2 Empathy Annotation
The annotators were presented with a dialogue pair
extracted from a therapy transcript, involving a ther-
apist and a patient. The annotators were tasked to
identify the presence of the three empathy dimen-
sions. For each dimension, they assigned labels of
0 (no communication), 1 (weak communication),
or 2 (strong communication) to indicate the level of
empathy conveyed in the therapist’s response. The
inter-annotator agreements for each dataset were as
follows: 0.6719 for the synthetic transcripts from
GPT-3, 0.6280 for the Alexander Street database,
0.6147 for the MOST+ transcripts, and 0.7822 for
the Reddit dataset. These scores were calculated
by averaging the pairwise Cohen’s κ of all pairs
of annotators, with each pair annotating more than
120 dialogue pairs per dataset.
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Data Source None Weak Strong Total

Emotional Reactions
Reddit 2,034 899 148 3,081
Alexander 147 26 41 214
MOST+ 211 59 95 365

Interpretations
Reddit 1,645 178 1,321 3,081
Alexander 94 76 44 214
MOST+ 180 116 69 365

Explorations
Reddit 2,600 104 377 3,081
Alexander 131 60 23 214
MOST+ 156 141 68 365

Table 1: Empathy level distribution in datasets consisting of clinical therapy transcripts and dialogues from mental
health support platforms

3.4 Model
For our empathy classifier we used the multi-task
bi encoder developed by Sharma et al. (2020). This
model was designed to evaluate the degree of em-
pathy conveyed in a psychologist’s response to a
patient’s message. This evaluation results in a nu-
merical output, where a score of 2 signifies a strong
communication of empathy, a score of 1 indicates
a weak expression of empathy, and a score of 0
suggests the absence of empathy.

3.5 Experimental setup
To evaluate our synthetic data, we conducted two
experiments: one where we augmented the Reddit
dataset with synthetic data and another where we
replaced portions of the Reddit dataset with syn-
thetic data. In each experiment, we trained three
bi-encoders, each designed to detect a type of em-
pathy: emotional reaction, interpretation, or explo-
ration.

The first experiment examined how adding syn-
thetic data to the Reddit dataset affects model per-
formance. We conducted 15 iterations, with the
first iteration serving as a baseline containing no
synthetic dialogues. In the following iterations, we
incrementally added synthetic dialogues in batches
of 30 data points, with the final iteration incorpo-
rating 420 synthetic dialogues. The dialogue pairs
added to the Reddit dataset were evenly distributed
across empathy levels.

The second experiment evaluated whether syn-
thetic data could replace real data without com-
promising performance. In this experiment, we
gradually substituted portions of the Reddit dataset
with synthetic data while preserving the original
empathy distribution. We conducted five iterations,
each replacing 10% of the original data with syn-

thetic data. The first iteration included 10% syn-
thetic data, while the final iteration reached 50%
replacement.

The testing dataset for all experiments consisted
of 579 dialogue pairs from the Alexander Street
Press and the MOST+ trial. For each experiment,
we reported the accuracy and F1 score for the three
components of empathy: exploration, interpreta-
tion, and emotional reaction.

To train the bi-encoders we used the default hy-
perparemeters proposed by Sharma et al. (2020).
We trained the model for 4 epochs using a learn-
ing rate of 2 × 10−5, and a batch size of 32. The
computing infrastructure employed for training this
model was an NVIDIA A100 GPU.

4 Results

In this section, we present the results of augmenting
the Reddit dataset from (Sharma et al., 2020) with
our synthetic data, as well as the results of partially
substituting the Reddit dataset with synthetic data.

4.1 Reddit dataset augmentation
Figure 1 shows the accuracy and F1 score results of
augmenting the Reddit dataset with synthetic data.

4.1.1 F1 scores
Training the bi-encoder models on the Reddit
dataset resulted in F1 scores of 0.48, 0.32, and
0.58 for exploration, interpretation, and emotional
reaction, respectively. Augmenting the Reddit
dataset with 420 synthetic dialogues improved per-
formance, resulting in F1 scores of 0.53, 0.48, and
0.59 for the same categories. This corresponds
to an improvement of 0.05, 0.16, and 0.01, respec-
tively. Notably, the highest F1 score for exploration,
0.57, was achieved with 360 synthetic data points,
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while for interpretation and emotional reaction, the
model reached its peak F1 score of 0.60 with 390
synthetic data points.

4.1.2 Accuracy
Training the bi-encoder models on the Reddit
dataset, resulted in accuracy scores of 0.64, 0.50,
and 0.66 for exploration, interpretation, and emo-
tional reaction, respectively. Augmenting the
dataset with 420 synthetic dialogues improved per-
formance, increasing accuracy to 0.66, 0.60, and
0.69 for the same categories. This corresponds to
an improvement of 0.02, 0.10, and 0.03, respec-
tively. Notably, the highest accuracy for explo-
ration, 0.68, was achieved with 360 synthetic data
points, while interpretation peaked at 0.61 with 360
additional synthetic data points, and emotional re-
action reached its highest accuracy of 0.71 with
390 synthetic data points.

4.2 Reddit dataset substition
Figure 2 presents the accuracy and F1 score results
of substituting the Reddit dataset with portions of
synthetic data.

4.2.1 F1 score
The empathy dimension that showed the greatest
improvement when replacing the Reddit dataset
with synthetic data was interpretation. When
50% of the Reddit data was replaced with GPT-3-
generated data using verbal reinforcement learning,
the model achieved an F1-score of 0.43, compared
to 0.32 when trained solely on the Reddit dataset.

For the emotional reaction metric, the quality of
synthetic data generated by GPT-3 was comparable
to that of the Reddit dataset. Their performance,
rounded to two significant digits, remained con-
sistent at 0.58 across all substitution percentages.
Similarly, for the empathy exploration metric, per-
formance remained similar across various substi-
tution percentages, except in the 10% substitution
test, where the Reddit dataset outperformed the
synthetic data by 2%.

4.2.2 Accuracy
The empathy dimension that showed the greatest
improvement when replacing the Reddit dataset
with synthetic data was interpretation. When
50% of the Reddit data was replaced with GPT-3-
generated data using verbal reinforcement learning,
the model achieved an accuracy of 0.57, compared
to 0.50 when trained solely on the Reddit dataset.

For the emotional reaction metric, the synthetic
data generated by GPT-3 generally outperformed
the Reddit dataset. The largest performance dif-
ference occurred with a 20% substitution, where
GPT-3’s reflexion-based data achieved a score of
0.72, surpassing the Reddit dataset’s 0.67. For the
empathy exploration metric, performance remained
consistent across various substitution percentages,
with a maximum difference of only 0.01.

5 Discussion

The data augmentation results reveal a notable
trend: while adding synthetic data continues to
improve performance, the rate of improvement de-
creases beyond a certain threshold. Specifically, for
exploration, the impact of additional data slows af-
ter 90 data points, and for interpretation, after 150.
This suggests that while synthetic data remains
beneficial, its effectiveness diminishes over time,
likely due to redundancy or a reduced introduction
of novel information.

This finding has practical implications for
dataset construction. Rather than indiscriminately
increasing the volume of synthetic data, researchers
should prioritize curating high-quality, diverse ex-
amples that fill specific gaps in the existing dataset.
This targeted approach not only maximizes the im-
pact of synthetic data but also reduces computa-
tional costs, training time, and, in the case of propri-
etary models like GPT-3, expenses associated with
API usage. Notably, the synthetic data generated
by the Falcon model also enhanced the model’s
performance when used to augment the training
dataset. This is valuable since Falcon is licensed
under Apache 2.0, unlike proprietary models that
require paid access. Falcon LLM can be run lo-
cally, fine-tuned, and used without cost, offering
an advantage for researchers seeking to generate
synthetic data without financial constraints.

The substitution experiments demonstrate that
synthetic data can replace portions of organic data
without compromising performance. This suggests
that synthetic data can serve as an alternative to or-
ganic data containing protected health information.
This is beneficial when fine-tuning external models
that require data to be sent to a third party, such
as fine-tuning an OpenAI GPT model. By leverag-
ing synthetic data, researchers can mitigate privacy
concerns while maintaining, or even enhancing,
model performance.
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(a) (b)

(c) (d)

(e) (f)

Figure 1: Accuracy and F1 scores for the three dimensions of empathy using synthetic data to augment the orignal
Reddit data.
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(a) (b)

(c) (d)

(e) (f)

Figure 2: Accuracy and F1 scores for the three dimensions of empathy when substituting different percentages of
the original Reddit data with synthetic data.
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6 Conclusion

We generated synthetic datasets using LLMs and
prompt engineering techniques, labeling them ac-
cording to the EPITOME framework. To evaluate
the impact of synthetic data, we trained bi-encoder
models for empathy detection and measured their
performance gains when augmenting the original
dataset. Our results show that incorporating syn-
thetic data improved the F1 score of empathy ex-
ploration detection by up to 10%. Notably, when
replacing 50% of the original data with synthetic
data, the interpretation dimension of empathy saw
an 11% increase in F1 score. Meanwhile, the emo-
tional reaction and exploration dimensions main-
tained consistent performance when substituting
the original dataset entirely.

7 Ethical Considerations

While our results illustrate the advantages of using
synthetic data to enhance NLP model performance,
it is essential to acknowledge that LLMs can exhibit
various biases in their outputs (Acerbi and Stub-
bersfield, 2023; Navigli et al., 2023). Therefore, a
thorough examination is necessary to prevent the in-
advertent propagation of such biases (Ayoub et al.,
2024; Tao et al., 2024).

In the context of synthetic mental health data,
assessing the presence of stereotypes in the gen-
erated texts is particularly critical (Lozoya et al.,
2023). Research has shown that stereotypes and
biases can negatively impact mental health treat-
ment outcomes (Wirth and Bodenhausen, 2009;
Chatmon, 2020). Future work should evaluate the
extent to which synthetic dialogues reinforce or mit-
igate existing biases, particularly in the portrayal
of different demographic groups and mental health
conditions. This could involve conducting qualita-
tive and quantitative analyses of the generated texts,
comparing them to real-world clinical dialogues,
and implementing bias-detection frameworks to
identify and mitigate harmful stereotypes.

8 Limitations

Due to resource constraints, we limited the number
of synthetic dialogues generated and labeled. Fu-
ture research could explore the upper limits of per-
formance improvement achievable with synthetic
data, particularly for certain dimensions of empa-
thy, such as interpretation, where the trend sug-
gests that additional data may further enhance the
model’s performance.

Additionally, we only used 3 annotators to label
the data, the annotators shared similar demographic
features such as gender, age range, nationality, and
educational background. This lack of diversity
among annotators may have introduced biases into
the dataset, as their perspectives and interpretations
could be influenced by shared cultural and personal
experiences. Future studies should consider em-
ploying a more diverse group of annotators to en-
hance the representativeness and generalizability
of the labeled data.

Another limitation of our study, due to computa-
tional constraints, was that we only tested a 7B pa-
rameter model, rather than larger models that have
demonstrated superior generative performance. Fu-
ture work could explore the use of more advanced
open-source LLMs, such as LLaMA 3 (Grattafiori
et al., 2024) and Mistral (Jiang et al., 2023), to
evaluate the quality of synthetic data. Additionally,
testing newer techniques for prompt optimization
could help improve the quality of the synthetic text
we generate (Lozoya et al., 2024).
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the actor, the evaluator, and the self-reflection com-
ponent. In our experiments, the LLM-actor gener-
ates therapeutic dialogues using one of the prompts
listed in Appendix A. The evaluator then assesses
the generated dialogues based on the intended level
of empathy, using the prompts from table 3. Fol-
lowing this evaluation, the self-reflection LLM
provides feedback to the LLM-actor, enabling im-
provements in the therapeutic dialogue. The fi-
nal, refined dialogue is then stored in the training
dataset.
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Category Level Description
E

m
ot

io
na

lR
ea

ct
io

ns Strong

Write a dialogue between two individuals where one person (Person 1) seeks
help while the other person (Person 2) provides emotional support. Person
2 should demonstrate strong communication skills by expressing empathy,
warmth, compassion, and concern towards Person 1 after reading their mes-
sage.

Weak

Write a dialogue between two individuals in which one person (Person 1)
seeks help, while the other (Person 2) responds with minimal empathy. How-
ever, Person 2 demonstrates weak communication skills by offering little
compassion or emotional support, providing only indifferent or dismissive
responses to Person 1’s concerns.

None

Write a dialogue between two individuals where one person (Person 1) seeks
help while the other person (Person 2) provides no empathy at all. Person 2
only provides factual information or offensive and abusive responses showing
no communication of empathy towards Person 1 after reading their message.

In
te

rp
re

ta
tio

ns Strong

Write a dialogue between two individuals where one person (Person 1) seeks
help while the other person (Person 2) provides emotional support. Person 2
should communicate an understanding of feelings and experiences inferred
from Person 1’s post, specifying the inferred feeling or experience or commu-
nicating understanding through descriptions of similar experiences.

Weak

Write a dialogue between two individuals in which one person (Person 1)
seeks help while the other (Person 2) provides emotional support. However,
Person 2 demonstrates weak communication skills by offering only a minimal
acknowledgment of Person 1’s feelings and experiences, merely stating that
they understand.

None

Write a dialogue between two individuals where one person (Person 1) seeks
help while the other person (Person 2) provides no empathy at all. Person 2
only provides factual information or offensive and abusive responses showing
no communication of empathy towards Person 1 after reading their message.

E
xp

lo
ra

tio
ns Strong

Write a dialogue between two individuals where one person (Person 1) seeks
help while the other person (Person 2) provides emotional support. Person 2
should demonstrate strong communication skills by improving understanding
of Person 1 by exploring the feelings and experiences not stated in the post,
showing active interest in what the seeker is experiencing and feeling, and
probing gently as an aspect of empathy.

Weak

Write a dialogue between two individuals in which one person (Person 1)
seeks help, while the other (Person 2) provides emotional support. However,
Person 2 demonstrates weak communication skills by offering only a surface-
level understanding of Person 1’s feelings and experiences, merely restating or
acknowledging what has already been expressed without deeper exploration.

None

Write a dialogue between two individuals where one person (Person 1) seeks
help while the other person (Person 2) provides no empathy at all. Person 2
only provides factual information or offensive and abusive responses showing
no communication of empathy towards Person 1 after reading their message.

Table 2: Prompts for each type of empathy dimension
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Category Level Description

E
m

ot
io

na
lR

ea
ct

io
ns Strong

Evaluate whether Person 2 demonstrates strong communication skills by ex-
pressing empathy, warmth, compassion, and concern towards Person 1. Check
if Person 2’s responses include validating statements, supportive language,
and expressions of care.

Weak
Evaluate whether Person 2 provides a weak empathy while responding to
Person 1. Check if Person 2 acknowledges the issue but provides little com-
passion or emotional support, with responses that are indifferent or dismissive.

None
Evaluate whether Person 2 provides no empathy at all. Check if Person
2 responds with purely factual, indifferent, offensive, or abusive remarks,
showing no concern for Person 1’s emotions.

In
te

rp
re

ta
tio

ns Strong
Evaluate whether Person 2 accurately infers and communicates an understand-
ing of Person 1’s feelings and experiences. Check if Person 2 explicitly states
the inferred emotions or relates to similar experiences.

Weak
Evaluate whether Person 2 provides only minimal acknowledgment of Person
1’s feelings. Check if Person 2 states that they understand but does not
elaborate on the emotions or experiences involved.

None
Evaluate whether Person 2 provides no acknowledgment or interpretation of
Person 1’s feelings. Check if Person 2 responds with factual information,
offensive, or abusive remarks without recognizing or addressing emotions.

E
xp

lo
ra

tio
ns Strong

Evaluate whether Person 2 actively explores and probes Person 1’s unstated
feelings and experiences. Check if Person 2 asks questions, expresses curios-
ity, and deepens understanding by gently prompting further discussion.

Weak

Evaluate whether Person 2 provides only surface-level responses without
deep exploration of Person 1’s emotions or experiences. Check if Person 2
merely acknowledges or restates what was already expressed without probing
further.

None
Evaluate whether Person 2 completely avoids exploring Person 1’s emotions
or experiences. Check if Person 2 provides only factual information, dismis-
sive responses, or offensive and abusive remarks.

Table 3: Evaluation prompts for each type of empathy dimension
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Abstract

This study presents a systematic comparison
of three approaches for the analysis of men-
tal health text using large language models
(LLMs): prompt engineering, retrieval aug-
mented generation (RAG), and fine-tuning. Us-
ing LLaMA 3, we evaluate these approaches on
emotion classification and mental health condi-
tion detection tasks across two datasets. Fine-
tuning achieves the highest accuracy (91% for
emotion classification, 80% for mental health
conditions) but requires substantial computa-
tional resources and large training sets, while
prompt engineering and RAG offer more flex-
ible deployment with moderate performance
(40-68% accuracy). Our findings provide prac-
tical insights for implementing LLM-based so-
lutions in mental health applications, highlight-
ing the trade-offs between accuracy, computa-
tional requirements, and deployment flexibility.

1 Introduction

The increasing prevalence of mental health condi-
tions, coupled with limited access to mental health
professionals, has created an urgent need for scal-
able approaches to mental health assessment and
support. Traditional diagnostic methods in this
area often rely heavily on clinical interviews and
self-reported questionnaires, which can be time-
consuming, subject to human bias, and limited in
their reach (Chung and Teo, 2023). Recent ad-
vances in large language models (LLMs) present
promising opportunities to enhance mental health
assessment through automated analysis of text-
based data.

LLMs have demonstrated remarkable capabili-
ties in understanding and generating human lan-
guage, with recent models like GPT-4, LLaMA
2 (Touvron et al., 2023), and their derivatives
achieving unprecedented performance across vari-
ous natural language processing tasks (Brown et al.,
2020). In the medical domain specifically, LLMs

have shown potential in tasks ranging from clinical
decision support to patient education and medi-
cal documentation (Thirunavukarasu et al., 2023).
However, their application to mental health assess-
ment presents unique challenges due to the nuanced
nature of emotional expression and the critical im-
portance of accuracy in clinical contexts.

Previous research has explored various ap-
proaches to leverage LLMs for mental health
applications. Studies have investigated the use
of zero-shot and few-shot prompt strategies for
mental health text classification (Lamichhane,
2023), achieving moderate success in tasks such
as detecting stress and depression. Other work
has examined the potential of fine-tuned mod-
els for specific mental health tasks (Ezerceli and
Dehkharghani, 2024), demonstrating improved per-
formance through domain adaptation. However,
there remains a significant gap in understanding
the relative efficacy of different LLM deployment
strategies for mental health assessment tasks.

Our study addresses this gap by conducting a
systematic comparison of three distinct approaches
for mental health text classification: prompt engi-
neering (including both zero-shot and few-shot vari-
ants), retrieval augmented generation (RAG), and
fine-tuning. We evaluated these approaches using
two complementary datasets: the DAIR-AI Emo-
tion dataset, comprising 20,000 tweets labeled with
six basic emotions, and the Reddit SuicideWatch
and Mental Health Collection (SWMH), which con-
tains 54,412 posts related to various mental health
conditions.

This work makes several key contributions to the
field:

1. We provide the first comprehensive compar-
ison of prompt engineering, RAG, and fine-
tuning approaches for mental health text clas-
sification, offering insights into their relative
strengths and limitations.
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2. We demonstrate the effectiveness of LLaMA
3-based models for mental health assessment
tasks, achieving accuracy rates of up to 91%
on emotion classification and 80% on mental
health condition classification through fine-
tuning.

3. We present practical insights into the imple-
mentation challenges and resource require-
ments of each approach, informing future ap-
plications in clinical settings.

Our findings have important implications for
the development of automated mental health as-
sessment tools, suggesting that while fine-tuning
achieves the highest accuracy, both prompt engi-
neering and RAG offer viable alternatives with
different trade-offs in terms of computational re-
sources and deployment flexibility. These results
contribute to the broader goal of developing reli-
able, scalable tools to support mental health profes-
sionals and improve access to mental health assess-
ment.

In the following sections, we present related
work and background (Section 2), detail our
methodology (Section 3), present our experimental
results (Section 4), discuss their limitations (Sec-
tion 7), and conclude in (Section 5).

2 Related Work

The intersection of large language models (LLMs)
and mental health assessment represents a rapidly
evolving field with significant potential for improv-
ing healthcare delivery. This section examines the
current state of LLMs in healthcare applications
and their specific developments in mental health
contexts.

2.1 Large Language Models in Healthcare

Recent advances in LLMs have transformed their
potential applications in healthcare (He et al.,
2023). These models have demonstrated capabil-
ities ranging from clinical decision support and
medical documentation to patient education and
healthcare communication (Thirunavukarasu et al.,
2023). The emergence of domain-specific medical
LLMs, such as Med-PaLM 2 and Clinical-Camel,
has further enhanced their utility in healthcare set-
tings by incorporating specialized medical knowl-
edge and terminology (Singhal et al., 2025).

The use of LLMs in healthcare applications typ-
ically follows three main strategies: fine-tuning

existing models, prompt engineering, and retrieval-
augmented generation (RAG). Fine-tuning has
shown particular promise in specialized medical
tasks, with models achieving performance compa-
rable to healthcare professionals in diagnostic sce-
narios (Singhal et al., 2025). Prompt engineering
approaches have shown effectiveness in zero-shot
and few-shot learning contexts, allowing flexible
deployment without extensive retraining (Liu et al.,
2023). RAG methods have emerged as a promis-
ing approach for grounding LLM responses with
domain knowledge, thereby reducing hallucination
and improving reliability (Lewis et al., 2020; Gao
et al., 2023).

2.2 Mental Health Text Analysis

Mental health assessment presents unique chal-
lenges for automated analysis due to the subtle
nature of emotional expression and the critical im-
portance of accurate interpretation. Traditional ap-
proaches to the analysis of mental health text have
relied on rule-based systems and classical machine
learning techniques, often struggling to capture the
nuanced context necessary for an accurate assess-
ment (Kazdin, 2011).

Recent work has begun to explore the potential
of LLMs for mental health applications. Studies
have shown promising results in the detection of
signs of depression, anxiety, and suicidal ideation
from social media posts (Ma et al., 2024). The evo-
lution of LLM capabilities has particular relevance
for mental health research. Recent studies have
shown that advanced LLM versions can provide
human-level interpretations in qualitative coding
tasks (Dunivin, 2024) and achieve accuracy com-
parable to mental health professionals in certain
diagnostic contexts (Kim et al., 2024).

When applied to qualitative analysis, LLMs have
demonstrated the ability to perform various analyt-
ical approaches, including thematic analysis, con-
tent analysis, and grounded theory, as validated by
human experts (Xiao et al., 2023b; Rasheed et al.,
2024). This suggests potential for enhancing, rather
than replacing, traditional qualitative analysis meth-
ods in mental health research. However, these ap-
plications pose important challenges, including the
need for accurate predictions given the critical na-
ture of mental health assessment, concerns about
privacy and data security, and the importance of
maintaining therapeutic alliance in clinical settings
(Byers et al., 2023).
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Figure 1: Overview of our experimental framework comparing three LLM deployment approaches (fine-tuning,
prompt engineering, and RAG) for mental health text analysis. Each approach processes the same input data through
distinct pipelines, enabling systematic comparison of their effectiveness.

2.3 Evaluation Frameworks

The evaluation of LLMs in mental health applica-
tions requires careful consideration of both model
performance and clinical utility. Although tradi-
tional metrics such as accuracy and F1 scores pro-
vide important quantitative measures, they must be
contextualized within the broader requirements of
mental health assessment. Recent work has high-
lighted the importance of developing comprehen-
sive evaluation frameworks that consider not only
classification accuracy but also the ability of the
model to provide interpretable and clinically rele-
vant output (Xu et al., 2024).

The existing literature shows particular gaps in
understanding the effectiveness of different LLM
deployment strategies for mental health applica-
tions. Although studies have examined individual
approaches, comprehensive comparisons of fine-
tuning, prompt engineering, and RAG methods in
mental health contexts remain limited. This gap is
particularly significant given the practical consid-
erations, such as the availability of resources and
the computing requirements involved in deploying
these different approaches in clinical settings.

Furthermore, the evaluation of LLMs in mental
health applications must consider ethical implica-
tions and potential biases (Chancellor et al., 2019;
Gallegos et al., 2024). This includes ensuring that
models do not perpetuate existing biases in mental
health diagnosis and that they maintain appropriate
boundaries in therapeutic contexts. These consider-
ations inform both the choice of evaluation metrics

and the interpretation of results in mental health
applications of LLMs.

3 Methodology

This study implements and evaluates three dis-
tinct approaches for LLMs in mental health text
analysis: fine-tuning, prompt engineering, and
retrieval-augmented generation (RAG). We utilize
the LLaMA 3 model architecture, specifically the
8B parameter version, as our base model across all
experiments to ensure fair comparison. Figure 1
presents the overall pipeline of our experimental
framework. As shown in the Figure, our prompt
engineering approach investigates both zero-shot
and few-shot learning capabilities of the LLaMA 3
model for mental health text analysis.

3.1 Datasets

Our evaluation employs two complementary
datasets that capture different aspects of mental
health and emotional expression in text.

DAIR-AI Emotion Dataset The DAIR-AI (Sar-
avia et al., 2018) dataset comprises 20,000 tweets
labeled with one of six fundamental emotions: joy,
sadness, anger, fear, love, or surprise. During
our experiments, we maintain the original paper’s
data split: training set: 16,000 samples (80%); val-
idation set: 2,000 samples (10%); test set: 2,000
samples (10%). Table 1 shows a sample of the
DAIR-AI dataset.
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Sample Text Label
i can go from feeling so hopeless to
so damned hopeful just from being
around someone who cares and is awake

sadness

im grabbing a minute to post i feel
greedy wrong

anger

i am ever feeling nostalgic about
the fireplace i will know that it is
still on the property

love

ive been taking or milligrams or
times recommended amount and ive
fallen asleep a lot faster but i
also feel like so funny

surprise

i feel as confused about life as a
teenager or as jaded as a year old
man

fear

i have been with petronas for years
i feel that petronas has performed
well and made a huge profit

joy

Table 1: Samples and labels from the DAIR-AI Dataset.

Reddit SuicideWatch and Mental Health Col-
lection (SWMH) The SWMH (Ji et al., 2021)
dataset contains 54,412 Reddit posts that discuss
various mental health conditions. Each post is la-
beled with one of the following categories: depres-
sion, anxiety, bipolar disorder, or suicidal ideation.
The dataset is divided by the authors that pub-
lished it as follows: training set: 34,824 samples
(64%); validation set: 8,706 samples (16%); test
set: 10,882 samples (20%). Table 2 presents a
sample of the SWMH dataset.

3.1.1 Data Preprocessing
We conduct a preprocessing step on both datasets
to ensure data quality and standardization. 1) Re-
moval of URLs, user mentions, and special charac-
ters. 2) Standardization of text encoding to UTF-8.
3) Truncation of texts exceeding the model’s maxi-
mum token limit (2048 tokens). 4) Verification of
label consistency and removal of any samples with
ambiguous or missing labels.

3.2 Experimental Setup

Our experiments are run on A100 GPU with 83.48
GB of RAM and 200 GB of disk space on Google
Colab Pro+. We use the 8B parameter version of
LLaMA 3 (Grattafiori et al., 2024), applying 4-bit
quantization to optimize memory usage while pre-
serving model performance. The base model con-
figuration includes a float16 precision for com-
putational efficiency and a LLaMA tokenizer with
right-padding and end-of-sequence tokens. During
fine-tuning, we used the following hyperparam-
eters: learning rate: 2e-4 with cosine schedule;

Sample Text Label
Wanting to skip my exam on Saturday
because I’m so tired and mentally
fried that a few days off might help.

Anxiety

Do other bipolar folks have problems
with substance abuse? I’ve had
overdoses and ended up in the ICU,
and now I take my meds as prescribed.

Bipolar

Anonymous Entry: plz be nice. I’ve
become a deteriorated husk of a
person—hopefully this is my last
moment of self-awareness.

Depression

I’m pretty sure my friend is
suicidal; he keeps saying
self-hating things like “I’m just a
little emo prick.” What do I do?

Suicide
Watch

Table 2: Samples and labels from the SWMH Dataset.

weight decay: 0.001; batch size: 1 per device; gra-
dient accumulation steps: 8; training epochs: 1;
maximum steps: -1.

Classification evaluations are performed using
F1 score, precision, and recall as our main metrics.

3.3 Fine-tuning
Our fine-tuning approach adapts the LLaMA 3
model to the specific requirements of mental health
text analysis while maintaining computational ef-
ficiency. Figure 2 illustrates the fine-tuning archi-
tecture and process flow. To address the computa-
tional challenges of fine-tuning large models, we
employed Low-Rank Adaptation (LoRA) (Hu et al.,
2021). This approach significantly reduced the
number of trainable parameters while maintaining
model performance. Our LoRA configuration in-
cluded a rank of 64 and an alpha scaling factor of
16.

3.4 Zero-Shot Prompting
We use zero-shot prompting to classify text without
providing prior examples.

We used the following prompt template for both
DAIR-AI and SWHM datasets, adjusting for the
corresponding labels.

Analyze the emotional content in the following
text and classify it into exactly one of these
categories: joy, sadness, anger, fear, love,
or surprise. Provide only the category label as
output.

Text: [input_text]

3.5 Few-Shot Prompting
In our few-shot approach, we first select random
examples and their corresponding labels from the
training set and provide them as additional input
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Figure 2: Architecture of our fine-tuning implementa-
tion, showing the integration of LoRA for parameter-
efficient adaptation, the training process flow, and the
evaluation pipeline.

to guide the model’s reasoning. We included two
examples for each label, ensuring balanced repre-
sentation across classes. Example prompt:

Task: Classify the emotional content of text into
one of these categories: joy, sadness, anger, fear,
love, or surprise.

Example 1:
Text: "Finally got my dream job after months of
trying!"
Emotion: joy

Example 2:
Text: "I miss my old friends so much it hurts."
Emotion: sadness

Example 3:
Text: "How dare they treat people this way!"
Emotion: anger

[Additional examples...]

Now classify this text:
[input_text]

3.6 Retrieval-Augmented Generation (RAG)

The success of RAG models hinges on their capa-
bility to locate and retrieve pertinent examples and
on the LLM’s proficiency in effectively using the
retrieved information. We believe that this is partic-
ularly helpful for the classification of mental health
text, where additional context and examples can
better inform the model. Since RAG can operate
with much fewer training examples than is usually
required to fine-tune an LLM model on a specific
task, we consider RAG as a middle ground between

few-shot prompting and fine-tuning.
We implement a RAG model that incorporates

relevant contextual information derived from the
training dataset during inference time. Figure 3
presents the overall architecture of our RAG imple-
mentation. It retrieves relevant examples from a
knowledge base to be used during inference time to
inform the model’s decision, which are then added
as part of the generation input.

3.6.1 Knowledge Base Construction

While implementing our model, we constructed a
specialized knowledge base to support the retrieval
process for each dataset:

Embedding Generation: We utilized the
BAAI/bge-small-en-v1.5 (Xiao et al., 2023a)
model to generate dense vector representations of
training examples. The resulting embeddings are
added to a vector database for storage and retrieval.

Vector Database: We use ChromaDB (Contribu-
tors, 2025) as our vector database. Our configura-
tion includes cosine similarity as the distance met-
ric, HNSW (Hierarchical Navigable Small World)
as the indexing method, and category labels and
source information as metadata storage.

3.6.2 Retrieval Process

During retrieval, we start by embedding the in-
put query with the BAAI/bge-small-en-v1.5 model,
then we selected the top-k nearest neighbors con-
sidering diverse examples across categories, finally,
we form an unified context using the retrieved ex-
amples. The retriever returns the three most similar
documents for each query, balancing context rich-
ness with computational efficiency.

Generation Component: The generation com-
ponent combines the retrieved context with the in-
put text to produce classification decisions. We use
the following prompt template:

Review the following examples and context:

[Retrieved Context Documents]

Based on these examples, classify the emotional
content of the following text into one of these
categories: joy, sadness, anger, fear, love,
or surprise. Provide only the category label.

Text to classify: [input_text]
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Figure 3: Architecture of our RAG model, illustrating
the flow from input processing through retrieval and
generation stages. The diagram shows how the system
integrates embedded knowledge retrieval with LLM-
based classification.

Method DAIR-AI Emotion SWMH
Accuracy F1 Accuracy F1

Fine-tuning 91% 0.87 80% 0.81
Zero-shot 49% 0.38 68% 0.67
Few-shot 39% 0.30 45% 0.57
RAG 47% 0.32 56% 0.45

Table 3: Performance comparison across methods and
datasets. F1-scores (macro) provide a balanced measure
of performance across all categories.

4 Results

Our experiments show significant performance vari-
ations across fine-tuning, prompt engineering, and
retrieval augmented generation (RAG) approaches.
Figure 4 presents the comparative performance in
all methods.

Fine-tuning achieves the best performance, with
accuracies of 91% and 80% on the DAIR-AI Emo-
tion and SWMH datasets. Notably, zero-shot
prompting emerged as the second-best performing
approach, reaching 49% and 68% on each dataset,
surpassing both the few-shot prompting and RAG.
This suggests that carefully crafted prompts can
effectively leverage the model’s pre-trained knowl-
edge for mental health text analysis, even with-
out additional examples or context. However, we
should clarify that in this study, we only used sim-
ple prompts as in the example shown in section 3.4
and kept them consistent throughout all experi-
ments.

Figure 4: Performance comparison across different ap-
proaches for both datasets. The graph shows accuracy
scores for fine-tuning, zero-shot prompting, few-shot
prompting, and RAG methods.

Table 3 summarizes the classification perfor-
mance in all methods and datasets. The perfor-
mance disparity between the different approaches
is particularly noteworthy, with the gap being more
pronounced in emotion classification compared to
the detection of mental health conditions.

Compared to prior work using relation networks
(Ji et al., 2021), our approach demonstrates a 15.3%
absolute improvement in classification accuracy
and a significant boost in F1-score on the SWMH
dataset. While the baseline relied on handcrafted
sentiment and topic modeling features for classifi-
cation, our fine-tuned LLaMA 3 model effectively
captures the intricate language nuances in mental
health discourse, yielding superior predictive per-
formance. Furthermore, our zero-shot prompting
approach (68% accuracy) surpassed the baseline’s
performance, suggesting that LLMs can general-
ize mental health-related text classification without
requiring domain-specific feature engineering.

The greater advantage of the fine-tuning ap-
proach in the DAIR-AI Emotion dataset compared
to the SWMH can be partially attributed to the
dataset sizes (54.4K vs. 20K). A larger training set
enables for a more effective fine-tuning, whereas
this advantage diminishes and may even be re-
versed with smaller training sets.

4.1 Analysis of Best-Performing Methods

A more detailed evaluation of fine-tuning, zero-
shot prompting, few-shot prompting, and RAG re-
veals distinct patterns in their effectiveness across
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different classification tasks. Table 4 presents a
comprehensive comparison of these approaches in
all classification categories.

The fine-tuned model demonstrated varying lev-
els of performance across emotion categories. It
achieved exceptional results for basic emotions
such as joy and sadness (F1-scores of 0.94 and
0.95), followed by a strong performance for anger
and fear (both 0.89). More complex emotional
states proved more challenging, with love achieving
an F1-score of 0.81 and surprise showing the low-
est performance at 0.72. For mental health condi-
tions, the model achieved the highest performance
in detecting anxiety and bipolar disorder (F1-scores
of 0.86 and 0.85, respectively) while maintaining
robust performance for depression detection (F1:
0.79).

Zero-shot prompting showed notably strong per-
formance in mental health condition detection, par-
ticularly for depression and anxiety (F1-scores
of 0.70 and 0.74). However, its performance on
emotion classification varied considerably. While
achieving moderate results for joy and sadness (F1-
scores of 0.56 and 0.58), it struggled significantly
with more nuanced emotions like love and surprise
(F1-scores of 0.25 and 0.26). The approach showed
particularly low recall for fear detection despite
high precision, indicating a conservative classifica-
tion pattern for this category.

4.2 Analysis of Less Successful Methods
The evaluation of RAG and few-shot prompting
revealed important insights about their practical
limitations in mental health text analysis. Table 5
presents the key performance metrics for these ap-
proaches.

The RAG system achieved moderate perfor-
mance levels (47% and 56% accuracy in DAIR-AI
and SWMH, respectively), with effectiveness heav-
ily dependent on retrieval quality. Performance was
strongest when highly relevant context was success-
fully retrieved (64% accuracy) but dropped signifi-
cantly with lower-quality retrievals (31% accuracy).
Few-shot prompting showed unexpectedly lower
performance compared to zero-shot approaches,
suggesting that example-based prompting may in-
troduce conflicting patterns that complicate the
classification task in mental health contexts.

Our findings indicate that while RAG and few-
shot prompting offer benefits in terms of inter-
pretability and flexibility, their current implemen-
tations face significant challenges in achieving re-

liable performance for mental health text analysis
task (Chung et al., 2023).

5 Conclusion

This study provided a systematic comparison of
fine-tuning, prompt engineering, and retrieval aug-
mented generation for mental health text classifi-
cation. Fine-tuning showed superior performance,
achieving 91% accuracy in emotion classification
and 80% in the detection of mental health condi-
tions, although at the cost of significant computa-
tional requirements. Zero-shot prompting emerged
as a viable alternative, particularly for mental
health condition detection (68% accuracy), suggest-
ing that carefully designed prompts can effectively
leverage pre-trained knowledge when fine-tuning
is not feasible. However, both RAG and few-shot
prompting showed limited effectiveness, with per-
formance heavily dependent on retrieval quality
and example selection.

These findings have important implications for
developing automated mental health assessment
tools. While fine-tuned models show promise for
reliable screening applications, their varying perfor-
mance across different emotional states and mental
health conditions suggests current approaches may
be better suited for initial assessment rather than
definitive diagnosis.

Future research directions include the inves-
tigation of hybrid approaches that combine the
strengths of multiple methods, the development
of more efficient fine-tuning techniques, and the
exploration of ways to improve the detection of nu-
anced psychological states. In addition, more work
is needed to validate these approaches in clinical
settings and across diverse populations.

6 Ethical Considerations

This study follows ethical guidelines on data us-
age, model reliability, and the responsible deploy-
ment of large language models (LLMs) for men-
tal health evaluation. The datasets used in this
research, DAIR-AI Emotion and SWMH, are pub-
licly available, ensuring transparency and repro-
ducibility. The SWMH dataset consists of pub-
licly shared Reddit posts, while the DAIR-AI Emo-
tion dataset contains labeled social media text. No
personally identifiable information (PII) was pro-
cessed, and no direct engagement with individuals
was conducted.

Automated systems carry the risk of misclassifi-
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Dataset Category Fine-tuning Zero-shot Few-shot RAG
F1 Prec/Rec F1 Prec/Rec F1 Prec/Rec F1 Prec/Rec

DAIR-AI Joy 0.94 0.94/0.93 0.56 0.80/0.43 0.35 0.35/0.35 0.44 0.82/0.30
Sadness 0.95 0.95/0.94 0.58 0.47/0.75 0.24 0.20/0.30 0.27 0.35/0.22
Anger 0.89 0.88/0.91 0.46 0.39/0.57 0.36 0.30/0.45 0.29 0.41/0.23
Fear 0.89 0.89/0.88 0.17 0.88/0.09 0.29 0.25/0.35 0.31 0.45/0.24
Love 0.81 0.80/0.82 0.25 0.26/0.25 0.22 0.20/0.25 0.30 0.44/0.23
Surprise 0.72 0.73/0.71 0.26 0.24/0.27 0.34 0.30/0.40 0.31 0.44/0.24
Average 0.87 0.86/0.87 0.38 0.40/0.36 0.30 0.27/0.33 0.32 0.45/0.25

SWMH Depression 0.79 0.78/0.80 0.70 0.59/0.84 0.52 0.74/0.40 0.40 0.45/0.36
Anxiety 0.86 0.87/0.86 0.74 0.90/0.63 0.56 0.78/0.44 0.61 0.72/0.53
Bipolar 0.85 0.87/0.83 0.62 0.88/0.48 0.63 0.80/0.53 0.40 0.45/0.36
Suicide 0.75 0.75/0.75 0.61 0.68/0.56 0.55 0.64/0.48 0.39 0.44/0.35
Average 0.81 0.82/0.81 0.67 0.70/0.64 0.57 0.75/0.47 0.45 0.52/0.40

Table 4: Detailed performance metrics for Fine-tuning, Zero-shot, Few-shot, and RAG approaches across all
categories. Precision/Recall values are presented as Prec/Rec.

Method DAIR-AI SWMH
Acc. Top Category Acc. Top Category

RAG 47% Joy (0.44) 56% Anxiety (0.61)
Few-shot 39% Anger (0.36) 45% Bipolar (0.63)

Table 5: Performance summary of RAG and few-shot
approaches. The top Category shows the highest F1
score achieved for any single category.

cation, especially in sensitive areas such as depres-
sion and suicidal ideation. Any potential applica-
tion of these models outside of research settings
would require extensive validation, supervision by
clinical professionals, and adherence to ethical and
regulatory standards to avoid misinformation or
unintended consequences.

7 Limitations

This study demonstrated the potential of large lan-
guage models for psychological assessments but
also showed a few limitations. Fine-tuning a model
as extensive as LLaMA-3 8B required significant
computational resources. This dependency on high-
end resources limits the accessibility of our ap-
proach for researchers with constrained computa-
tional capacities. Furthermore, the models were
trained and evaluated on the DAIR-AI Emotion
and SWMH datasets, which, while diverse, may
not fully capture the complexity and variability of
real-world psychological text data. This could re-
strict the generalizability of the findings to other
domains, languages, or text formats, e.g., short vs.
long text. Additionally, our study does not address
the practical integration of these tools into clinical
workflows, which would require collaboration with

domain experts and rigorous validation.
Addressing these limitations in future research

could improve the accessibility, generalizability,
and ethical applicability of LLM-based psycholog-
ical assessment tools.
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Abstract
Natural Language Processing (NLP) in mental
health has largely focused on social media data
or classification problems, often shifting focus
from high caseloads or domain-specific needs
of real-world practitioners. This study utilizes a
dataset of 644 participants, including those with
Bipolar Disorder, Schizophrenia, and Healthy
Controls, who completed tasks from a standard-
ized mental health instrument. Clinical annota-
tors were used to label this dataset on five clin-
ical variables. Expert annotations across five
clinical variables demonstrated that contempo-
rary language models, particularly smaller, fine-
tuned models, can enhance data collection and
annotation with greater accuracy and trust than
larger commercial models. We show that these
models can effectively capture nuanced clinical
variables, offering a powerful tool for advanc-
ing mental health research. We also show that
for clinically advanced tasks such as domain-
specific annotation LLMs provide wrong labels
as compared to a fine-tuned smaller model.

1 Introduction

The inherent complexity of mental health data
presents significant challenges, even as the avail-
ability of AI systems designed to aid in its under-
standing and categorization continues to grow (Lee
et al., 2021). AI-based systems have increasingly
leveraged social media as a data source in the realm
of mental healthcare, leading to the development
of pre-trained models like MentalBERT (Ji et al.,
2022) and initiatives to classify and detect various
mental health phenomena, such as schizophrenia
(Liu et al., 2022), disease progression (Birnbaum
et al., 2019), depression (Kang et al., 2016), and
stress (Winata et al., 2018).

In addition to the ethical issues surrounding the
use of social media for clinical diagnoses, numer-
ous other challenges persist. These include par-
ticipant bias (Palacios-Ariza et al., 2023), issues
with generalizability (Mitchell et al., 2015), and

Figure 1: Our method creates a fine-tuned model. This
model is able to directly interact with recruited partici-
pants to help them undertake established mental health
instruments through turn-based tasks. It can annotate
for clinical variables with low error. We see that com-
mercial LLMs like GPT-4 / GPT-4o cannot annotate
when it comes to clinical variables which are niche to a
domain.

an overreliance on self-disclosure or non-clinical
labels (Mitchell et al., 2015; Coppersmith et al.,
2014).

Psychiatric disorders such as schizophrenia and
bipolar disorder are often characterized by lan-
guage deficiencies (Merrill et al., 2017). Individ-
uals with these conditions may exhibit disorga-
nized language comprehension and speech patterns
(Kuperberg, 2010). Consequently, text or speech-
based mental health instruments can be employed
to assess individuals with medically validated diag-
noses, thereby elucidating the effects of psychiatric
disorders.
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Previous efforts to apply AI in the context of
schizophrenia and bipolar disorder have predom-
inantly focused on automated diagnoses using
smaller datasets (Sadeghi et al., 2021). These classi-
fication endeavors have encountered multiple chal-
lenges. For instance, social media data often results
in non-clinical labels (Ernala et al., 2019), while
the classification of clinical data is complicated
by small datasets (Sadeghi et al., 2021), underuti-
lization of records (Montazeri et al., 2022), and
attempts to apply AI to multiple psychiatric disor-
ders simultaneously (Chandran et al., 2019).

Moreover, the scarcity of robust data sources for
mental health care and AI remains a significant
barrier, as noted by Harrigian et al. (2021). The
reliability of social media labels is further under-
mined over time due to evolving subjective anno-
tation metrics (Harrigian and Dredze, 2022). To
enhance the application of AI and language models
in schizophrenia and bipolar disorder research, we
propose a novel approach. This approach involves
testing the efficacy of AI models in the context of
data collection and annotation.

Our study starts with a dataset comprising 644
participants with established medical histories of
schizo-affective disorder or schizophrenia (SZ),
bipolar disorder (BD), or who are healthy controls
(HC). These participants undergo a mental health
instrument involving interviews conducted by ex-
pert clinicians (Patterson et al., 2001). We engaged
two expert clinicians to annotate transcribed speech
samples across five clinical variables. Importantly,
we do not conduct automated diagnoses nor suggest
that language models should be used for diagnostic
purposes. Instead, we demonstrate how modern
language models can assist in data collection and
annotation.

The contributions of this paper are as follows:

• Extending a real-world dataset with expert
clinical annotation, focusing on the language
and speech deficiencies of individuals with
bipolar disorder and schizophrenia.

• Creating a model that assists clinicians in
maintaining dialogue with recruited partici-
pants for data collection purposes.

• Creating another model replicating clinical
annotation of domain-specific variables with
low error.

• Demonstrating that our models achieve low
error rates and higher accuracy compared to
commercial language models like GPT-4.

2 Data Collection and Labeling

We start by using the dataset introduced by Aich
et al. (2022) in 2022. The data consists of tran-
scribed texts from interviews with 644 participants.
In the initial dataset, the authors recruited par-
ticipants from three categories: participants with
schizophrenia, participants with bipolar disorder,
and healthy control groups. The diagnoses for sub-
jects are all based on the DSM-V. The participants
were in two simulated clinical tasks with expert
clinicians to build the dataset. For task descrip-
tions, please refer to appendix A.

We present a clinical annotation task to expand
the dataset.

2.1 Clinical Annotation of Data

We collect clinical scores for our SSPA data. The
SSPA instrument variables (Mausbach et al., 2008)
are defined below. Annotators adhering to these
definitions were found to have near-perfect agree-
ment {κ ≥ 0.85} when labeling the presence of
these variables (Patterson et al., 2001):

• Interest/Disinterest: Subjects with a relevant
mental health condition show low engagement
in SSPA tasks since brain functions are im-
paired.

• Fluency: Subjects with higher fluency use
fewer filler words such as umm, you know, or
sooo, and/or fewer long pauses during SSPA
tasks.

• Clarity: Subjects with greater communi-
cation clarity exhibit stronger coherence in
speech, both in how things were said and what
was said. In lay terms, this variable describes
how well subjects can get their point across.

• Focus: Subjects with greater focus can more
solely concentrate on the task given to them
without veering from their course. This vari-
able also describes the subject’s ability to fo-
cus on the interviewer and the current and
overall task objectives.

• Social Appropriateness: Subjects with
greater social appropriateness scores fare bet-
ter socially with respect to the scene. They
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react more appropriately to interview cues and
are able to maintain increased composure dur-
ing tasks.

These five SSPA scores are based on partici-
pants’ interactions with the clinicians. Each of
these scores is annotated for a subject in each
scene. The scores are then averaged across the
scene for the subject. A subject’s total SSPA score
is the average of their two scene scores. Scor-
ing is performed manually by experts, achieving
a high inter-class coefficient. As shown in prior
work (Patterson et al., 2001), subjects’ SSPA scores
are significantly correlated with the presence or
absence of schizophrenia/schizoaffective disorder
(p < 0.01).1

For annotation and collection, there were two
expert annotators. These were practicing clini-
cians and researchers in psychiatry. Each anno-
tator reviews the entire transcript and labels all five
scores. Gold standard labels are adjudicated by
discussion among clinical experts. The SSPA is a
well-established standardized test with the scoring
metrics clearly defined. Cohen’s Kappa κ for all
clinical scores was κ ≥ 0.85. For our work, we
consider the final adjudicated gold standard labels.

3 Methods - Interview Sequence
Generation

3.1 Context-Aware Interviewer

Our first specialized objective was to design a
proof-of-concept context-aware interviewer to facil-
itate SSPA sessions. Currently the SSPA is admin-
istered by human clinicians with heavy case-loads.
The US mental healthcare system is already heavily
over burdened with a very low number of clinicians
to a high number of patients (Coombs et al., 2021),
potentially leading to mistakes and reduced effi-
ciency. Having a trustworthy and viable agent can
help alleviate some of this. To administer the SSPA
in a language modeling setting understanding of
context is important. Each response from an inter-
viewer depends not only on the previous turn, but
the entire dialogue history to that point, i.e. the
entire context window of that string. As described
previously, our SSPA data is represented as two sets
of dialogues (lists of n utterances), one of which
belongs to the patient P and the other of which
belongs to the interviewer I: P = {P0, P1, ..., Pn}

1Results are from a t-test taken comparing SSPA scores
for schizophrenia and control group patients.

and I = {I0, I1, ..., In}. Both are stored with as-
sociated timestamps indicating when utterances
begin.

In a real world setting, it is expected that an in-
terviewer has facilitated many interviews before,
across people with bipolar disorder and schizophre-
nia as well as people with neither condition. It is
also expected that in each complete dialogue turn
{Pi, Ii}, the Interviewer response Ii is not only a
response to the dialogue Pi but to the set of dia-
logues {P0, I0, P1, I1, ..., Ii−1, Pi}. The intuition
is thus that the interviewer is responding not only
to what was just uttered by the patient, but in a way
that is suitable with the entire conversation so far,
including all patient and interviewer utterances up
to the most recent patient utterance.

3.2 Task Setup for Interview Experiment
In this section we describe our setup for the super-
vised fine-tuning (SFT) experiment. We model this
task as a sequence to sequence problem. Our model
is trained to generate an appropriate sequence of
dialogue in response to dialogue sequences it has
seen in such a way that it is aligned with that gener-
ated by a real-world interviewer. We train on 75%
of all BD, HC, and SZ dialogues across both scenes.
The input and outputs for the encoder-decoder for-
ward pass are:

I → Out =

{
P0 → I0, if n = 0

P0, I0, ..., Ii−1, Pi → Ii, n = i

The equation above again emphasizes that to cre-
ate input-output pairs we consider the dialogue his-
tory in addition to the most recent utterance. If we
are at index 0 of a conversation, the interviewer’s
response is based directly on the the patient’s ut-
terance, but otherwise the interviewer response is
based on the entire dialogue history between the
patient and interviewer, until the i-1th interviewer
utterance and the patient utterance Pi.

A schematic diagram for the SSPA language
modeling process is shown in Figure 2. The model
is fine-tuned until the loss drops from 1.64 initially
to 0.1 after 15000 checkpoints and then results are
calculated. To initialize training we provide the
following source prefix:

You are an intelligent
interviewer see the examples
provided and learn to interview
a new patient
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Figure 2: Interview model turns and dialogue history to calculate reconstruction loss and generate well aligned
sequences towards the SSPA

We selected this prefix after experimenting with
simpler versions (e.g., "Interview a patient" and
"Talk to a patient based on examples") and finding
that the more complex final prefix was necessary
to produce results well-aligned with reference in-
terviews. This process does not involve in-context
learning (ICL), prompt engineering, or tuning; it
is a manually constructed prefix. Current literature
suggests that better prefix descriptors, followed by
improved training, yield superior results (Xue et al.,
2022). Standard hyper-parameters were maintained
at default values, and training was conducted on
T4 GPUs.

The fine-tuned model was tested individually on
all scenes and classes to simulate real-world in-
terview conditions, where the interviewer focuses
on a single scene and person, independent of prior
interview training. To evaluate the quality of gener-
ated output, we computed syntactic similarity using
ROUGE (Lin, 2004) scores, semantic similarity us-
ing cosine similarity, and alignment with human
dialogue using BERTScore (Zhang et al., 2020).

3.3 Results: Generated Interview Quality

In Table 1 we present the results of the interview
SFT experiment. To compute semantic similarity
scores, we first encoded both the generated utter-
ance and the corresponding gold expected utterance
as word embeddings from the DeBERTA model ow-
ing to the model’s increased ability to align with
human speech (Zhang et al., 2020; He et al., 2021),
and then calculated the cosine similarity between
those embeddings. To compute syntactic similarity,

we use ROUGE-1 to find overall unigram overlap
and ROUGE-L to find the longest common sub-
sequence overlap. We report precision, recall, and
F1 scores for these two metrics using the ROUGE-
SCORE package from the Python library.2 We use
the BERTScore (Zhang et al., 2020) metric directly,
using a deberta model to vectorize the inputs to the
metric generator (Zhang et al., 2020),3 and report
the precision, recall, and F1-score. According to
the authors of the original paper, this model (de-
berta) offers the best understanding of the closeness
of generated text to human intent. For all seman-
tic metrics we use deberta as our choice of model
since it has been consistently shown to outperform
other encoder based popular choices like BERT or
RoBERTa (He et al., 2021).

BERTScores, designed to capture intent and se-
mantic similarity, are almost double the correspond-
ing ROUGE scores for the same scenes. Recent
studies have shown (Zhang et al., 2020; Hanna and
Bojar, 2021) that BERTScore has two important
properties. Firstly, it correlates with other summa-
rization and similarity metrics (e.g., cosine sim-
ilarity or BLEU score). Secondly, when a task
becomes harder such as in our case, BERTScore ac-
curacy peaks around 80% (Hanna and Bojar, 2021).
Considering that our BERTScores for our task are
close to 70% we can conclude that our model works
at a high performance level. A better cosine simi-

2https://pypi.org/project/rouge-score/
3BERTScore needs users to specify which model to use to

calculate metrics between two given strings. We use deberta
for the same reasons cited earlier; i.e., studies have found it to
generate text that more closely matches human speech.
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Class × Scene Semantic Syntactic Similarity Human Alignment

Cosine ROUGE-1 ROUGE-L BERTScore

P R F1 P R F1 P R F1

BD Scene_1 0.652 0.381 0.380 0.360 0.363 0.370 0.340 0.66 0.66 0.66

BD Scene_2 0.623 0.361 0.346 0.334 0.344 0.336 0.317 0.61 0.61 0.61

SZ Scene_1 0.634 0.331 0.316 0.301 0.328 0.314 0.300 0.63 0.64 0.63

SZ Scene_2 0.613 0.371 0.362 0.346 0.360 0.352 0.340 0.62 0.63 0.61

HC Scene_1 0.670 0.390 0.390 0.360 0.380 0.390 0.360 0.67 0.68 0.67

HC Scene_2 0.643 0.402 0.392 0.380 0.390 0.380 0.370 0.64 0.64 0.63

Table 1: Interview SFT Results. P=precision, and R=recall.

larity represents closeness in the embedding space
of the vectors, whereas a good BERTScore tells
us that the outputs are aligned with the reference
sample.

However, even with a well-performing model,
our ROUGE score is quite low. Some of this may
be attributed to hallucinatory effects. For example,
we observe that in one case while the interviewer in
the original script says, e.g., "My name is INTER-
VIEWER," our model generates, e.g., "My name
is NAME"—that is, a hallucinated name that was
never previously mentioned in the dialogue. Thus,
although this is structurally aligned with the refer-
ence, it differs in a key way that is best captured by
ROUGE.

Another reason why our model exhibited lower
syntactic than semantic performance may lie in dis-
fluency. In our reference dialogues the interviewers
often pause using filler words like uh, uhh, okay,
or mmhmm to give the patients more time to speak.
While our model thematically aligns decently well
with these statements, its exact filler word matches
are quite low. For example, we observe that the
model also pauses but uses different filler words, or
longer sequences of filler words, negatively affect-
ing our ROUGE metric. However, throughout our
observations, we can see that the model seems to
understand the SSPA expectation of the interviewer
role, even though we do not specify this in our SFT
setup explicitly.

We qualitatively observe that the model appears
capable at staying on-topic for the scene-specific
task (e.g., generating content like "Of course I will
try to send someone over the fix the leak."). It is
interesting to observe that the model can discern
the underlying task over long periods of training.
Even without telling the model explicitly what the
SSPA task involves, we can see that the model

understands that a leaky pipe is at its core. This
may suggest that LLMs are well-suited for tasks
with better data and longer training (Min et al.,
2022; Brown et al., 2020). While our alignment-
based scores are not exceptionally high, this is still
a strong starting benchmark for a nuanced task
(Hanna and Bojar, 2021). The model captures close
to 70 points of alignment with the intent of the
actual interviewer. In the next phase we use this to
generate annotator scores using another model to
further progress the autonomous pipeline.

4 Methods - Annotation Generation

We also frame our SSPA score prediction task as
a sequence to sequence task. Rather than simply
predicting a sequence of scores, we also predict the
label for which the score is being generated. In Sec-
tion §2.1 we discussed what the five clinical vari-
ables are and how the scores are collected. In this
score prediction task, the model learns to predict
the score (SSPA clinical value) and the correspond-
ing label. Therefore, the model predicts a sequence
Interest = XX,F luency = Y Y rather than a
simple distribution 4, 5, 3... This increases com-
plexity, but helps us evaluate and walk towards a
more explainable model. For this setting we use
the interview dialogues from our source dataset and
a t5-base LLM. We use the following prompt to
generate scores:

You are an intelligent annotator
see the examples provided and
generate scores for each variable

The source prefix selection and other model pa-
rameters are kept the same as in the interview gener-
ation task described earlier in this paper. The model
trains for 10000 checkpoints and the validation
loss goes from 0.8 to 0.02 in our best performing

185



model checkpoint. We calculate this reconstruction
loss between the variable labels and scores that are
annotated by our clinicians and the ones that are
generated by our model. A standard cross-entropy
loss function is used to find the loss. The model is
trained on 75% of the data and validated on 5% of
the data, with the remainder held out for testing.

4.1 Results: SSPA Score Prediction

The results of the SSPA score prediction model
are presented in Table 2. The values represent the
root mean squared error (RMSE) between the orig-
inal annotated labels Y = {S1, S2, . . . , Sn} and
the predicted labels Y ′ = {S′

1, S
′
2, . . . , S

′
n}, where

Y ∈ {Interest,Fluency,Clarity,Focus,Social}.
The results indicate generally low error, with im-
proved predictive performance in Scene 2 com-
pared to Scene 1.

The model exhibits superior performance for the
variables Social and Focus, which is anticipated as
the SSPA predominantly evaluates social skills, and
Social encapsulates social appropriateness. The
variables Focus, Clarity, and Fluency are linguisti-
cally dependent, with the model performing best in
this order, and the least effective for Interest. The
higher RMSE for Interest can be attributed to its
reliance on non-verbal cues such as body language,
which are absent from our transcripts.

Overall, this standalone model demonstrates ef-
fective prediction capabilities. In the subsequent
section, we illustrate the adaptation of our previous
model from §3.1 into a chained pipeline, enabling
SSPA interview transcripts to be scored with mini-
mal RMSE differences compared to the standalone
model.

5 Chained Model

So far in this paper we have created two standalone
models: one in §3.1 that can learn from interview-
ers to appropriately interact with patients to facili-
tate the SSPA task, and the other in §4 that reads
patient-interviewer transcripts and generates a se-
quence of SSPA scores for a patient. In this section
we experiment with combining them. The primary
motivation for this lies in anticipated real-world
need, moving towards a seamless support tool for
busy clinicians who may otherwise need to admin-
ister and score the SSPA manually. We create a
chained model that (1) converses with the patient,
and (2) predicts SSPA scores from the encounter.

We predict scores for dialogues that our model

generated in §3.1. The input consists of the en-
tire dialogue between the patient P and generated
interviewer dialogues Igen, forming the sequence
{P0, I0, P1, I1, ...Pn, In}, where an interviewer di-
alogue Ik ∈ {Igen} acts as input and the model
returns a sequence of five integer-valued scores,
{S1, S2, .., S5}, that quantify the SSPA variables
defined in §2.1 (Interest, Fluency, Clarity, Focus,
and Social).

5.1 Results: Chained Model
We present the results of the experiment in Table
3. The scores reported are the RMSE between
the expected SSPA scores and the generated SSPA
scores predicted for LLM-facilitated SSPA tran-
scripts. Our first observation is the acute closeness
to the stand-alone model scores (recall Table 2).
This shows that even when LLM-based assistants
are adapted in a chained end-to-end fashion, the re-
sults are similar to those observed using standalone
models.

When we compare the difference between errors
for Tables 2 and 3 we can see that the differences
are quite low at both a variable level and a class X
scene level. We can see in Tables 5 and 4 that on a
per scene or per variable basis the differences are
quite low with no significant difference 4

6 Comparison with GPT Models

To compare the performance of our model against
a large model like GPT, below we provide a base-
line comparison between GPT-4, GPT-4o, and our
method in replicating annotation tasks as detailed
in §2.1. To get these labels we show GPT-4 the
same de-identified data along with definitions of
the clinical variables and ask it to label the data
along these five categories. The results, presented
in Table 6, illustrate the mean errors per class and
scene, with statistical significance validated using
the Wilcoxon signed-rank test. We find that GPT
models show a high degree of error in compari-
son to our method when annotating clinical scores.
This shows that a small fine-tuned model can out-
perform a large model like GPT with appropriate
fine tuning.

Our experiments reveal two significant trends in
our interview replication model: an intrinsic com-
prehension of tasks and the generation of unrelated

4A t-test between the RMSE scores per case (scene and
class) and per variable shows the differences between score
distributions for the standalone and chained models are not
statistically significant (p < 0.05).
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Class and Scene RMSE

Interest Fluency Clarity Focus Social Avg. RMSE/Case

BD Scene_1 1.36 1.10 1.04 0.97 1.06 1.10
BD Scene_2 1.09 1.11 1.14 1.15 1.12 1.12
SZ Scene_1 1.27 1.27 1.28 1.19 1.30 1.26
SZ Scene_2 1.22 1.10 1.13 1.10 1.07 1.12
HC Scene_1 1.28 1.36 1.35 1.33 1.33 1.33
HC Scene_2 0.84 0.78 0.68 0.84 0.68 0.76
Avg. RMSE/Var 1.17 1.12 1.10 1.09 1.09 N/A

Table 2: RMSE scores for standalone score prediction model, using original dataset. Avg-RMSE/Case represents
the mean RMSE across a diagnostic group and scene. Avg-RMSE/Var represents the mean RMSE for that SSPA
variable of the column.

Class and Scene RMSE

Interest Fluency Clarity Focus Social Mean/Case

BD Scene_1 1.28 1.12 1.07 0.97 1.06 1.10
BD Scene_2 1.39 1.11 1.14 1.18 1.10 1.18
SZ Scene_1 1.37 1.33 1.27 1.20 1.30 1.29
SZ Scene_2 1.33 1.13 1.12 1.15 1.10 1.16
HC Scene_1 1.33 1.37 1.27 1.30 1.28 1.31
HC Scene_2 0.83 0.78 0.75 0.92 0.75 0.80
Avg. RMSE/Var 1.25 1.14 1.10 1.12 1.09 N/A

Table 3: RMSE scores for the chained score prediction model. Interview sequences come from the generative model
described in §3.1. Mean/Case represents the mean RMSE across a diagnostic group and scene. Avg-RMSE/Var
represents the mean RMSE for that SSPA variable of the column.

information. Even without explicit task instruc-
tions, a well-constructed fine-tuning loop allows a
smaller model to intuitively understand tasks, ev-
idenced by the model’s ability to identify tasks
from indirect references. Despite the tendency of
the model to hallucinate information such as names
and dates, which typically impedes performance on
tasks necessitating factual precision, our findings
indicate that these hallucinations do not compro-
mise task completion. For our annotation task, we
maintained a sequence-to-sequence setup for pre-
dicting scores and variable labels, observing low
error rates and consistent performance across both
stand-alone and chained model setups.

7 Conclusion

This paper focused on an alternate purpose of
LLMs in mental healthcare. Instead of classi-
fication or diagnostic problems we focus on a
collaborative-LLM setup. We show that for real
world clinical tasks, often involving complicated
and nuanced variables, smaller and focused fine-

tuning can help with data collection and annotation
with relatively low error. We also show that such
models can be chained together to create reliable
and robust end-to-end data collection and annota-
tion pipelines. We showed that modern LLMs such
as GPT-4 or GPT-4o do not perform at the same
level as a fine-tuned model on clinically nuanced
tasks.

In mental health settings the expertise that clin-
icians bring cannot be replaced by LLM technol-
ogy. Rather a collaborative approach where lo-
cally trained LLMs can learn from clinical labeling
behavior without compromising data to external
servers is a better way forward. Our findings indi-
cate that language models can significantly assist
clinicians in scaling data collection and labeling
with high reliability, as evidenced by low error rates
and high similarity scores. We anticipate that the
clinical community will find our models ready for
practical implementation, and our methods both
translatable and adaptable to specific clinical tasks.
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Figure 3: Chained Model Setup. Two standalone t5 models are chained by output and input. The Interview generator
model works with patient dialogues to create LLM generated transcripts. This is fed into the score prediction model
which outputs low error scores for the SSPA using a cross-entropy loss function.Picture resized for space limitations.
Please zoom-in while reading review version.

BD Scene 1 BD Scene 2 SZ Scene 1 SZ Scene 2 HC Scene 1 HC Scene 2

0.0 0.06 0.03 0.04 0.2 0.04

Table 4: Difference of mean errors per case and scene.

Interest Fluency Clarity Focus Social

0.8 0.02 0.0 0.03 0.0

Table 5: Difference of mean errors per variable.

8 Limitations

In this study, we engaged 644 participants, which
constitutes a relatively small sample size. While
Patterson et al. (2001) originally identified eight
variables in the SSPA, we selected only five for
our analysis. The excluded variables were either
unrelated to speech (e.g., personal grooming) or
lacked expert raters due to their independence from
the healthcare context (e.g., negotiation ability).
We employed the T5 model for this task, primarily

due to hardware constraints. Despite its smaller
size, the T5 model demonstrated the capability to
achieve relatively low error rates even with lim-
ited computational resources. This observation
suggests that utilizing a larger model with more
computational capacity could potentially reduce
errors further. Furthermore, our study is limited to
analyzing transcripts from audio recordings derived
from the original dataset and does not incorporate
multimodal aspects such as features of voice or
audio.

Another limitation of our study concerns the use
of a commercial language model, such as GPT-
4/4o, exclusively for comparing annotations rather
than conducting interviews. Although it could be
argued that a commercial language model might
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Scene/Class
GPT-4
Error

GPT-4o
Error

Our Error p 4 p - 4o

HC - Sc - 1 1.60 1.57 0.2 0.03 0.03
HC - Sc -2 1.70 1.66 0.04 0.03 0.03
SZ - Sc -1 1.44 1.50 0.03 0.03 0.03
SZ - Sc - 2 1.64 1.53 0.04 0.03 0.03
BD - Sc - 1 1.51 1.49 0.00 0.03 0.03
BD - Sc - 2 1.45 1.53 0.05 0.03 0.03

Table 6: Baseline Comparison with GPT4 and GPT4o. We can see that the p values comparing our error with GPT
errors show a significant difference.

also be employed for interviews to compare perfor-
mance outcomes, this approach raises significant
ethical concerns. Firstly, most commercial lan-
guage models do not possess adequate safeguards
or specialized training to generate content that is
safe for individuals with severe psychiatric condi-
tions. Secondly, using such models could involve
transmitting sensitive subject data and speech pat-
terns to third-party systems, thereby raising serious
ethical issues related to privacy and confidential-
ity. Consequently, commercial language models
were restricted solely to annotation tasks using de-
identified data.

The broader implications of these limitations
merit careful consideration. Future work could ex-
plore how the currently excluded SSPA variables
might be more formally defined and integrated
into automated annotation pipelines using large lan-
guage models (LLMs). While our study included
644 participants—a meaningful number in the con-
text of psychiatric research—it remains relatively
modest from the perspective of generalizability in
AI applications for mental health. Nonetheless,
this dataset represents one of the largest and medi-
cally validated corpora available for schizophrenia
(SZ) and bipolar disorder (BD), laying essential
groundwork for future model development. Due
to hardware constraints, we employed the T5-base
model, and it remains an open question whether
scaling to larger variants (e.g., T5-XL or T5-XXL)
would yield statistically significant performance
improvements. We also limited the use of com-
mercial models like GPT to annotation tasks only,
in order to avoid exposing participants to unsu-
pervised, third-party systems—particularly given
the ethical concerns around deploying such models
with vulnerable populations. Despite these con-
straints, our findings demonstrate that the speech
patterns of trained psychiatrists can be reliably

replicated with low error, opening the door to po-
tential extensions such as modeling patient speech
or augmenting data for low-resource clinical con-
texts. Finally, while we utilize established metrics
such as BERTScore, ROUGE, cosine similarity,
and RMSE, we acknowledge that these summariza-
tion benchmarks offer limited explainability with
respect to individual-level communication quality.
We encourage future work to incorporate more in-
terpretable evaluation frameworks to deepen in-
sight into both linguistic nuance and clinical rele-
vance.

9 Ethical Concerns

This paper aims to demonstrate how modern lan-
guage models can be deployed in clinical settings to
collect and label data responsibly. We exclusively
use labels that are well-established in clinical con-
texts. Importantly, this paper does not advocate for
or implement the use of language models as diag-
nostic tools for mental health. We illustrate that
markers of speech relevant to psychiatric healthcare
can be predicted using language models. However,
predicting variables like Interest or Focus should
not be used or interpreted for unrelated tasks, such
as advertising, targeted marketing, or any clinical
purposes without appropriate expertise.

All data-related activities, including labeling, an-
notation, and sharing, were conducted with the ap-
proval of four independent academic Institutional
Review Boards (IRBs). Participants in the original
study provided informed consent. We adhere to
all ethical codes established by the ACM and ACL.
This paper involves numerous clinical experts in
the labeling, adjudication, and language modeling
processes, ensuring proper guidance and assistance.
Using these models or concepts from this paper for
non-clinical purposes or without expert guidance
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in clinical contexts is strictly prohibited.
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A Task Description and Purpose

In this appendix we briefly describe the Social
Skills Performance Assessment. We will talk about
the purpose of the task, the task itself, and what we
can gain from this task.

Task Motivation The Social Skills Performance
Assessment, abbrev. SSPA is a mental-health instru-
ment which serves as an indicator of social skill.
The motivations, some of which we discussed in
the introduction, is that people with psychiatric ill-
nesses are more likely to show less cohesion and
more disorganization in their speeches, as opposed
to healthy control subjects. The SSPA task stan-
dardizes the way speech is measured for subjects
with, and without psychiatric illnesses by having
the subjects take on two tasks with expert clini-
cians.

For both tasks, the participants speak with a
trained clinician. Their video and audio are
recorded. Then transcribed. The labels mentioned
in this paper were the clinicians rating the partici-
pants performance on the tasks to the two tasks.

Task Description There are two tasks to the
SSPA. The first task is the neutral or friendly task,
and the second task is the confrontational task.

The Friendly Task consists of the participant
simulating a conversation as if they moved to a
new neighborhood. They are asked to introduce
themselves to the new neighbor. We observe people
without psychiatric illnesses to briefly talk about 2-
3 topics and stay consistent. People with illnesses
tend to sway between 13-15 topics and are unable
to concisely present thoughts.

The Confrontational Task consists of the par-
ticipant complaining to their landlord after a leaky
pipe has not been fixed for months. We observe that
healthy controls are able to quickly articulate and
talk only about the problem at hand. We observe
that BD and SZ often talk about multiple different
things and then talk about the problem given to
them.

Task Outcomes Annotating clinical variables is
a different task than classification. While these
variables are not classifiers of psychiatric illnesses.
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They are important features. These variables give
clinicians and scientists much needed quantifica-
tion in the field of life-long psychiatric illnesses.
Therefore, it is imperative to bring modern technol-
ogy to the equation and slowly make care and data
collection accessible and efficient.

Prompt Details

This section describes the prompt that was used
for GPT-4/4o to annotate the posts as described in
Section §6.

System Prompt - You are going to act as
a clinical annotator. You will see a set of
conversations between a doctor and a par-
ticipant. You will also be told of a task.
You need to return a python compatible
list of five scores from a range of 1-5.
Below I describe what these scores rep-
resent. Remember that for these scores 1
is lowest and 5 is highest.

Interest - This score on 1-5 will describe
how interested this person was in the con-
versation. Look at the participant’s en-
gagement in the conversation and rate
this score.

Fluency - This score on 1-5 will describe
how fluent a person was. A person with
more filler words will score lower.

Clarity - This score on 1-5 will describe
how clearly the subject was able to com-
municate their thoughts. A higher score
shows better communication skills.

Focus - This score on 1-5 will describe
how concentrated the subject was on the
task. A person who deviates off topic
will score lower.

Social Appropriateness - This score on 1-
5 will describe how socially appropriate
to the task this participant’s score was. A
higher score is more socially appropriate.

Return the results as a list [] with five
numbers for each of the scores above.

User Prompt - In this task the partici-
pant has to introduce themselves as a new
neighbor in the neighborhood.

Doctor - Hey there, how are you? Partic-
ipant - Hey I just moved. ...

Continues for entire conversation. The system
prompt remains the same, while for each task the
user-prompt changes.
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Abstract

We provide an overview of the CLPsych 2025
Shared Task, which focuses on capturing men-
tal health dynamics from social media time-
lines. Building on CLPsych 2022’s longitudi-
nal modeling approach, this work combines
monitoring mental states with evidence and
summary generation through four subtasks:
(A.1) Evidence Extraction, highlighting text
spans reflecting adaptive or maladaptive self-
states; (A.2) Well-Being Score Prediction, as-
signing posts a 1 to 10 score based on social,
occupational, and psychological functioning;
(B) Post-level Summarization of the interplay
between adaptive and maladaptive states within
individual posts; and (C) Timeline-level Sum-
marization capturing temporal dynamics of self-
states over posts in a timeline. We describe key
findings and future directions.

1 Introduction

Mental health concerns is a pressing global issue
(WHO, 2022), necessitating solutions that both ex-
pand access to care and continuously monitor in-
dividuals over time, thereby reflecting the multi-
faceted and dynamic nature of mental health.

Over the past decade, social media platforms
have emerged as major venues where people openly
discuss mental health, sharing experiences and
emotional states that can span years (Coppersmith
et al., 2014; Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022b). This abundance of user-
generated data offers an unprecedented opportunity
to monitor individuals longitudinally, providing
early detection, prevention, and “just-in-time” in-
terventions well before difficulties escalate.

While traditional NLP approaches to men-
tal health centered on static classification tasks
(e.g. depression detection in De Choudhury et al.
(2013)), recent work has recognized the complex-
ity of mental health trajectories as fluctuating dy-

*Denotes equal contribution.

namic states influenced by evolving contexts, in-
teractions and psychological processes, emphasiz-
ing the need for longitudinal, context-rich models
that capture how mood, behavior, and cognition
fluctuate over time (Tsakalidis et al., 2022b; Tseri-
otou et al., 2023). Moreover, accounting for both
maladaptive and adaptive states delivers a more nu-
anced picture of well-being while also uncovering
factors that can lead to personalized interventions
(Slonim, 2024).

CLPsych shared tasks have followed this trend,
shifting from user-level classification (Coppersmith
et al., 2014; Shing et al., 2018; Zirikly et al., 2019)
to longitudinal tasks such as detecting “Moments
of Change” (MoC) (Tsakalidis et al., 2022a) and
evidence generation (Chim et al., 2024).

The CLPsych 2025 shared task combines lon-
gitudinal modeling in social media timelines with
evidence generation, promoting humanly under-
standable rationales that support recognizing men-
tal states as they dynamically change over time.
Adopting the MIND transtheoretical framework
(Slonim, 2024), we seek to identify both adaptive
and maladaptive self-states in a users longitudinal
data via the following tasks: (A.1) Evidence Ex-
traction, highlighting text spans within posts that
reflect adaptive or maladaptive states; (A.2) Well-
Being Score Prediction, assigning a 1–10 rating
indicative of individuals’ social, occupational, and
psychological functioning, informed by maladap-
tive and adaptive states; and (B-C) Summarization,
capturing individuals’ mental health progression at
the post level (B) and across the entire timeline (C)
on the basis of adaptive and maladaptive states.

Our dataset comprises Reddit-based user time-
lines from mental health related subreddits (MHS),
with posts annotated by clinical experts following
the MIND scheme, which captures how an indi-
viduals self-state evolves in response to personal
challenges, life events, or social interactions. From
a clinical perspective, this means not only detecting
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risk and symptoms but also identifying and track-
ing a person’s strengths and coping abilities as they
emerge and evolve. Summaries at various time res-
olutions further enhance explainability – critical for
mental health professionals seeking clear, evidence-
based insights. Computational challenges involve
working with models that can process longitudinal
data, incorporating and synthesizing appropriate
evidence to generate rationales for the progression
of an individual.

After providing a quick review of the landscape
in NLP for mental health, focusing on temporality
and explainability (§2), we describe the shared task
(§3) and data annotation (§4.2). We discuss evalua-
tion metrics (§5), methods by participating teams
and results (§6.1), and conclude with an overview
of key findings (§6.4), limitations, clinical implica-
tions and directions for future research (§7).

2 Related Work

2.1 NLP for Mental Health Applications

Explainability in mental health: Early work pri-
marily focused on classification tasks, either at the
document-level (Sawhney et al., 2022a) or user-
level, with the latter addressing both static assess-
ment of mental health conditions (Coppersmith
et al., 2015; Shing et al., 2018; Zirikly et al., 2019;
Sawhney et al., 2022b) and longitudinal monitoring
of psychological states over time (Tsakalidis et al.,
2022a,b; Hills et al., 2023).

Recent developments have shifted toward more
fine-grained analysis and explainable approaches
to mental health assessment. The 2023 eRisk Task
focused on ranking sentences based on their rel-
evance to depressive symptoms (Parapar et al.,
2023), while Nguyen et al. (2022) developed BERT-
based methods that incorporate PHQ-9 symptoms
for improved interpretability in depression detec-
tion. Similarly, Nemesure et al. (2021) employed
SHAP values (Lundberg and Lee, 2017) to explain
predictions for anxiety and depression models, and
Zirikly and Dredze (2022) leveraged PHQ-9 ques-
tions as auxiliary tasks to provide explanations for
depression detection, evaluating performance on
manually annotated text spans.

In the context of fostering interpretability, Garg
(2024) annotated a dataset with highlighted text
spans across various ‘wellness’ dimensions, while
the CLPsych 2024 shared task explored Large Lan-
guage Models (LLMs) to identify evidence support-
ing suicide risk assessments (Chim et al., 2024).

This reflects the field’s increasing emphasis on pro-
viding clinically meaningful explanations along-
side predictions.
LLMs have been leveraged for mental health clas-
sification (Amin et al., 2023), data augmentation
(Liyanage et al., 2023), and reasoning (Xu et al.,
2023), demonstrating promise in detecting psycho-
logical indicators (Yang et al., 2023), extracting rel-
evant evidence from text (Xu et al., 2024a), and gen-
erating clinically informed summaries (Song et al.,
2024b). LLMs using instruction fine-tuning and
Chain-of-Thought (CoT) prompting (Yang et al.,
2023) have also been employed, though such ap-
proaches can pose risks of incorrect predictions and
flawed reasoning, especially in complex conversa-
tions (Li et al., 2023).
Evidence extraction: Accurate span extraction
is a crucial task in mental health assessment, en-
abling clinicians to identify and summarize the
most relevant patient data for clinical evaluation.
Prior work at the intersection of NLP and mental
health have utilized LLMs to predict critical mental
states and provide reasoning for predictions (Yang
et al., 2024b; Xu et al., 2023, 2024b). Yet these
approaches lack transparency and complex reason-
ing processes can lead to hallucination (Li et al.,
2023).
LLMs and summarization: LLMs have been used
to generate clinically meaningful summaries from
social media posts (Song et al., 2024b, 2025; So-
tudeh et al., 2022), summarize counseling sessions
(Srivastava et al., 2022), generate structured medi-
cal reports from patient-doctor conversations(Ad-
hikary et al., 2024; Michalopoulos et al., 2022),
and summarize Mental State Examinations (MSE)
(Mumtaz et al., 2024). However, uncertainties re-
main regarding the effectiveness of LLMs in gener-
ating contextually appropriate summaries, particu-
larly in domains such as mental health (Klein et al.,
2024; Asgari et al., 2024).
Temporal modeling: Most models have relied
on recurrent neural networks without explicitly ac-
counting for time intervals between posts (Tsaka-
lidis et al., 2022a), or struggle to capture complex
linguistic patterns over time (Bayram and Benhiba,
2022), despite the role of longitudinal linguistic fea-
tures in mental health applications (Homan et al.,
2022; Chim et al., 2025). Recent work has devel-
oped time-aware modeling approaches. Hills et al.
(2023) introduced a Hawkes process-inspired ap-
proach capturing both temporal dynamics and lin-
guistic context in user timelines, which was further
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Timeline t

Sed ut perspiciatis unde omnis iste natus error
sit voluptatem accusantium doloremque
laudantium, totam rem aperiam, eaque ipsa
quae ab illo inventore veritatis et quasi
architecto beatae vitae dicta sunt explicabo. 

     (Timeline t, post 1)

Lorem ipsum dolor sit amet, consectetur
adipisicing elit, sed do eiusmod tempor
incididunt ut labore et dolore magna aliqua.

(Timeline t, post 0)

...

Nemo enim ipsam voluptatem quia voluptas sit
aspernatur aut odit aut fugit, sed quia
consequuntur magni dolores eos qui ratione
voluptatem sequi nesciunt.

     (Timeline t, post n)

C: (Summary of entire

timeline t's self-states

dynamics, over all posts)

*Placeholder text is used here for privacy.

A.1: [accusantium doloremque laudantium,quasi architecto], [vitae dicta sunt explicabo]
A.2: 5

B: (Summary of post-level self-states in timeline t, post 1)

A.1: [sit amet, consectetur], [dolore magna]
A.2: 6

B: (Summary of post-level self-states in timeline t, post 0)

A.1: [], [odit aut fugit]
A.2: 8

B: (Summary of post-level self-states in timeline t, post n)

Figure 1: Participants are asked to tackle the tasks described in §3: identifying adaptive and maladaptive evidence
(A.1), predicting well-being (A.2), and summarizing mental health dynamics at the post (B) and timeline level (C).

integrated into a hierarchical transformer architec-
ture (Hills et al., 2024). Tseriotou et al. (2023)
proposed sequential path signature networks to
capture the temporal and linguistic progression
in user posts, while Tseriotou et al. (2024b) in-
troduced TempoFormer, which modifies the trans-
former architecture to account for relative tempo-
ral aspects between sequential data points, using
time-sensitive rotary positional encodings. Such ap-
proaches have demonstrated superior performance
in detecting subtle changes in mood and mental
states by effectively modeling both linguistic and
temporal context in social media posts.

2.2 Mental Health Self-State Dynamics

The MIND approach (Slonim, 2024) proposes a
paradigm shift from categorical classification of
trait-like psychopathology to modifiable intraper-
sonal dynamics. MIND provides a transtheoretical
scheme that breaks down individuals experiences
into core building blocks central to major thera-
peutic approaches, including cognitive-behavioral
therapy (CBT), psychodynamic, interpersonal, re-
lational, and experiential models. This highlights
that human experience consists of multiple self-
states that fluctuate and change over time (Beck
et al., 2021; Bromberg, 2014; Stiles, 2001). Each
self-state comprises identifiable elements character-
ized by specific combinations of Affect, Behaviour,
Cognition, and Desire (ABCD) (Revelle, 2007)
coactivated in a meaningful manner and directed ei-
ther toward the self or others (Lazarus and Rafaeli,
2023). At a specific moment, one self-state may
be dominant, while others, often complementary,
may be subtler or remain in the background. Focus-

ing on self-states in theory, research, and practice
can reveal within-person adaptive and maladaptive
states, as well as between-person differences in
typical self-states.

Recent developments in NLP, specifically the
emergence of LLMs, have demonstrated the ca-
pability to identify individuals’ emotions (Mayer
et al., 2024) and cognitions (Singh et al., 2024)
from longitudinal mental health data. Nonetheless,
no prior research has yet leveraged LLMs to sys-
tematically capture the complex interplay among
ABCD elements especially as these manifest dy-
namically in adaptive and maladaptive self-states, a
gap which this shared task directly seeks to address.

3 Task Definition and Instructions

We describe in detail the tasks introduced in §1 and
provide an overview in Figure 1.

Task A consists of two sub-tasks: Task A.1 in-
volves identifying adaptive and maladaptive self-
state evidence from an individual’s post as a set
of continuous spans. Each post can include either:
(1) a single self-state (adaptive or maladaptive); (2)
two complementary self-states (adaptive and mal-
adaptive) or (3) evidence of neither. Task A.2 re-
quires rating the overall well-being of an individual
on a scale from 1–10 based on GAF (Association
et al., 2000). This score reflects the well-being
of an individual based on three aspects: social,
occupational and overall individual psychological
functioning. While well-being scores are assigned
at the post level, participants were encouraged to
consider the sequence of previous posts and the
extracted evidence from Task A.1 in this task.
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Task B involves post-level summarization of self-
states. Such summaries should capture the inter-
play between adaptive and maladaptive states man-
ifesting in the post through identification of the
central organizing aspects (ABCD) that drive the
state and should provide the anchors for the sum-
mary. The expectation is to first identify the domi-
nant self-state and then describe how core aspects
influence the rest, emphasizing their evolution.

Task C involves summarizing self-states at the
individuals’ timeline-level. The focus should be
on the temporal interplay between adaptive and
maladaptive self-states, with emphasis on concepts
such as flexibility, rigidity, improvement, and dete-
rioration. When applicable, the temporal dynamics
should capture changes in the dominant self-states
and specifically how underlying changes in ABCD
aspects contribute to potential transitions.

Ground truth data for all the above tasks were
provided to the participants during training but not
at test time. For Task A.1, additional information
regarding each gold self-state evidence was made
available in the training set only. Specifically, the
types of evidence provided were under: Affect (A),
Behavior towards the other (B-O), Behavior to-
wards the self (B-S), Cognition of the other (C-O),
Cognition of the self (C-S), and Desire/Expectation
(D), along with further sub-categories stemming
from each of the six categories. The full list of
categories can be found in the Appendix A.2.

4 Data and Annotation

4.1 Data

We utilized the Reddit-New dataset originally intro-
duced in the CLPsych 2022 shared task (Tsakalidis
et al., 2022a). This dataset comprises user timelines
extracted from various MHS from 2015 to 2021.
Given the extensive nature of the MIND annota-
tion scheme, annotating entire timelines proved
to be prohibitively resource-intensive. To address
this, we implemented a selective sampling strategy.
Specifically, we reduced excessively long timelines
by extracting subsets containing between 10 and
12 representative posts. Additionally, timelines of
moderate length were preferentially sampled to bal-
ance feasibility with sufficient contextual richness.
Beyond this length-based selection, timelines were
chosen randomly, subject to two constraints:

• User Uniqueness: No user was represented
by more than one timeline within the test set,

Train Test
# Timelines 30 10
# Posts 343 94
Avg. Tokens per Post 134.4 142.9
# Adaptive Evidences 399 145
# Maladaptive Evidences 526 171

Table 1: Dataset descriptive statistics.

and users appearing in the training set were
explicitly excluded from the test set to ensure
independence between training and evaluation
data and to prevent potential data leakage that
could inflate performance metrics.

• Density Diversity: Using the CLPsych 2022
annotations for mood switches and escalations
(i.e. MoC), we define timeline ‘density’ as the
proportion of posts labeled with MoC tags and
use it for stratified sampling. This helps us to
capture a diverse range of emotional fluctuation
patterns and related mental health dynamics.

The final dataset (see Table 1) contains time-
lines selected for length, content relevance, user
uniqueness, and density distribution. This strategy
maintains the longitudinal nature of the data while
providing sufficient context for identifying adap-
tive and maladaptive self-states, as well as captur-
ing the dynamics of psychological states over time.
Furthermore, this enabled thorough annotations of
detailed ABCD aspects in each post.

4.2 Annotation
Two Master’s students in clinical psychology, both
fluent in English, annotated the selected timelines
using the MIND scheme (§2.2). Annotators re-
ceived comprehensive training conducted by a clin-
ical expert and ongoing supervision from a senior
MA student with prior experience in annotation
using the MIND scheme. Annotators underwent
a preliminary training phase, during which they
received iterative feedback and conducted reconcil-
iation meetings to enhance consistency and inter-
rater reliability.

Annotators followed a structured workflow. For
each post, they first identified adaptive and mal-
adaptive self-states. Within each identified self-
state they annotated the present ABCD elements,
selecting the most salient span as evidence for each
element. Next, they assessed the individual’s over-
all well-being based on GAF guidelines, consider-
ing both the specific post and the context of pre-
vious posts. They then composed a detailed sum-

196



mary for each post, specifying which self-state was
dominant, the primary psychological dimension
underpinning that self-state from the ABCD ele-
ments, and a description of the interplay between
different elements constituting the self-state. This
description considered temporality and causality
to capture the evolving psychological dynamics
within each post.

Beyond individual posts, annotators synthesized
their insights at the timeline level, producing a com-
prehensive summary that mapped the interplay be-
tween adaptive and maladaptive self-states across
the timeline. This included a description of how
self-states dynamically changed (or remained sta-
ble) over time. Details about the annotation plat-
form are specified in Appendix A.1.

Inter-annotator agreement was assessed using
standard reliability metrics over 23 posts anno-
tated by both annotators. For Task A.2 (Well-being
Score), which involves numerical ratings, anno-
tators demonstrated high agreement achieving a
Pearson correlation coefficient (r) of 0.793 and an
Intraclass Correlation Coefficient (ICC2) of 0.791,
indicating high agreement. Additional evaluations
of inter-annotator agreement using task-specific
metrics detailed in Section 5 (BERTScore-based
measures for Task A.1 and mean squared error for
Task A.2), are provided in Appendix A.3.

5 Evaluation Metrics

5.1 Task A
Evidence Extraction. The main metric we con-
sider is the recall of evidence spans. Recall is pri-
oritized given that the costs of overlooking impor-
tant evidence outweigh those of supplying excess
evidence for the task of capturing mental health
dynamics over time. Moreover, in our gold data,
annotators selected the single most salient evidence
span per self-state annotation (§4.2). As such, pre-
cision metrics could unfairly penalize valid predic-
tions that simply differ from what the annotator
considers as the most salient, whereas recall more
accurately reflects performance.

Following Chim et al. (2024), for a given user,
given predicted evidence spans H and gold evi-
dence spans E, we average the maximum recall-
oriented BERTScore (Zhang et al., 2020):

Recall =
1

|E|
∑

e∈E
max
h∈H

BERTScore(e, h)

We use deberta-xlarge-mnli to compute em-
beddings and apply rescaling as recommended

by Zhang et al. (2020). In addition, we report a
weighted version of recall, which is sensitive to pre-
dicted evidence lengths relative to gold evidence
lengths. For a given user with gold evidence spans
of cumulative token count ngold and predicted spans
with cumulative token count npred, if the predicted
evidence spans are longer than the gold-standard
ones, we apply weight w to the timeline-level re-
call:

w =

{
ngold
npred

if npred > ngold

1 otherwise

Well-being Score Prediction We evaluate well-
being score predictions over all annotated posts
using mean squared error (MSE), which appropri-
ately penalizes larger errors and accommodates
ordinal and continuous data:

MSE =
1

n

n∑

i=1

(yi − ŷi)
2

As supplementary metrics, we report MSE strati-
fied by risk categories: serious impairment to func-
tioning (1 to 4), impaired functioning (5 to 6), min-
imal impairment to functioning (7 to 10). Finally,
based on these categories, we cast the task into
a classification problem (serious, impaired, mini-
mal) and report macro F1. This reflects a system’s
ability to identify well-being categories rather than
exact scores, regardless of category prevalence.

5.2 Task B
Following prior work in general domain (Maynez
et al., 2020) and mental health summarization
(Song et al., 2024a), we leverage predictions from
a natural language inference (NLI) model (Laurer
et al., 2024) for summary evaluation.1 We consider
consistency to be the absence of contradiction. For
each sentence in a submitted summary s ∈ S, we
use the NLI model to compute its mean probability
of contradicting each sentence in the correspond-
ing gold-standard evidence summary g ∈ G, taking
the gold sentence as premise and the submitted sen-
tence as hypothesis:

CS = 1
|S|·|G|

∑
s∈S

∑
g∈G (1− NLI(Contradict|g, s))

To complement consistency, we also evaluate
summaries by their contradiction to expert sum-
maries. We expect there to be some natural con-
tradictory information in most summaries, since

1https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli
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summarized evidence can include both risk factors
and protective factors. We compute the contradic-
tion score by averaging the maximum contradiction
probability of a predicted sentence against gold
evidence summary sentences:

CT =
1

|S|
∑

s∈S
max
g∈G

NLI(Contradict|g, s)

To support post-hoc analysis, we assess whether
generated summaries are supported by their corre-
sponding supporting evidence spans. This is only
informative if the assessed system actually uses
predicted spans for post-level summarization.

EA =
1

|H|
∑

h∈H
max
s∈S

NLI(Entail|h, s).

5.3 Task C
Following Task B, we evaluate timeline-level sum-
maries primarily with mean consistency (CS), sup-
plementing with contradiction (CT).

6 Teams & Results

6.1 Participating Teams
A total of 26 teams (69 members) completed
the registration process (see Appendix B.1), with
members of 3 teams having participated in a past
CLPsych shared task. Out of these 26 teams, 14
(49 members) submitted output files for one or
more tasks and 11 teams submitted a paper (Ta-
ble 9). Teams who submitted solutions averaged
3.5 members while those who did not averaged 1.6,
suggesting that having more members increased
the chance of completion.

6.2 Baselines
A range of LLMs and smaller model baselines were
provided along with the official team submissions’
results. This allowed for a direct comparison of
teams’ solutions, given strong setups for each task.
Baselines are presented below (with prompts in
Appendix C). All LLM baselines used Llama-3.1-
8b-Instruct (Grattafiori et al., 2024).2

Task A.1: For evidence extraction, two zero-shot
prompting baselines and two smaller BART-based
models were used, representing both single-post
and window-based approaches with the latter tak-
ing into account the context of recent posts. BART-
based models allowed showcasing the effect of fine-
tuning for generation.

2https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct

All Adapt. Maladapt.
Teams R WR R WR R WR

Aquarius .51 .46 .50 .47 .52 .45
BLUE .56 .39 .47 .40 .64 .38
BULUSI .43 .37 .34 .34 .53 .40
CIOL .25 .17 .23 .15 .26 .20
CSIRO-LT .46 .43 .38 .38 .54 .48
EAIonFlux .52 .47 .52 .48 .52 .46
ISM .56 .45 .49 .46 .63 .44
MMKA .60 .34 .52 .37 .68 .31
NoviceTrio -.03 -.03 -.10 -.10 .05 .05
PsyMetric .17 .17 .15 .15 .18 .18
ResBin .47 .30 .26 .26 .68 .36
Seq2Psych .28 .24 .25 .24 .31 .24
uOttawa .64 .50 .59 .54 .68 .46
Zissou .58 .32 .45 .31 .71 .34

Llama ZS Single-Post .36 .34 .31 .29 .38 .41
Llama ZS 5-Post .50 .26 .37 .25 .63 .27
BART Single-Post .40 .38 .47 .46 .34 .30
BART 5-Post .26 .26 .28 .28 .24 .24

Table 2: Results on Task A.1 (evidence extraction). We
consider recall and weighted recall over all spans, adap-
tive spans only, and maladaptive spans only.

• Llama ZS Single-Post: Zero-shot prompting
on each post by providing definitions of adap-
tive and maladaptive self-states and asking the
LLM to generate an adaptive and a maladaptive
evidence list.

• Llama ZS 5-Post: Same as above, but operat-
ing on each post along with the recent posting
history from an individual’s timeline (5 posts).

• BART Single-Post: BART (Lewis et al., 2020)
fine-tuned separately for adaptive and maladap-
tive span generation on each post.

• BART 5-Post: BART fine-tuned as above but
operating on a window of 5 posts separated by
a [SEP] token (current post + 4 recent posts).
Spans are based solely on the last post.

Task A.2: For well-being score prediction, two
zero-shot prompting baselines and two smaller
models were used. While one version of the mod-
els is single-post based, another version considered
the context of recent posts, as is the case of the
BiLSTM modeling the sequential aspect.

• Mode: Mode of training data scores (7).

• Llama ZS Single-Post: Zero-shot prompting
on each post by providing definitions of each
score for well-being prediction.

• Llama ZS 5-Post: Same as above, but operat-
ing on each post along with the recent posting
history of the individual (5 posts).

198



• BERT Post-level: BERT model (Devlin et al.,
2019) with a regression layer fine-tuned on the
post-level for well-being score prediction, aver-
aged over 5 seeds.

• BiLSTM 5-Post (BERT): BiLSTM operating
on a window of 5 posts (current + 4 recent
posts) for well-being score prediction, averaged
over 5 seeds. For each post the [CLS] token of
BERT representations is used.

Tasks B and C: Two zero-shot LLMs, with one
version including an intermediate LLM generated
summary, were used for the post and timeline sum-
maries using prompts with clinical directions.

• Llama ZS Summary: Zero-shot prompting on
single posts (Task B) and timelines (Task C).
The model is instructed to identify the dom-
inant and secondary self-states and highlight
the central organizing ABCD aspects that drive
the state along with their interplay, including
guidance through definitions.

• Llama ZS w/ Intermediate Summary: A two-
layer LLM approach following Song et al.
(2024b), where first a post-level (Task B) or
a timeline-level (Task C) concise summary is
produced with zero-shot prompting, and then
this summary is used as in Llama ZS Summary
to generate the self-states summary.

6.3 Results

This section presents results and an overview of
system submissions, focusing on the best run.3

System Characteristics The majority of sub-
missions took a pipeline approach, using predic-
tions from an earlier subtask to inform the next
(e.g. use predicted evidences and scores to guide
summarization). More than a third of teams used
Retrieval Augmented Generation (RAG) through
dense retrieving examples from the training set for
in-context learning. Most used clinical information
provided in the shared task description document
in their prompts, and a few explored incorporat-
ing additional domain knowledge during feature
extraction, prompt design, and data augmentation
(Seq2Psych, CIOL, BLUE).
Model Characteristics A few teams employed
Pretrained Language Models (PLMs), mostly for
evidence extraction (MMKA, Seq2Psych). About
a third used traditional approaches, such as KDE

3For details of each submission and information about
model families, sizes, and context lengths, see Appendix B.

MSE (↓) F1 (↑)Teams All Min. Imp. Ser.

Aquarius 2.01 1.25 3.11 2.16 0.37
BLUE 2.26 2.06 3.69 1.41 0.39
BULUSI 1.92 0.65 1.19 3.04 0.35
CIOL 3.99 2.89 0.49 7.31 0.12
CSIRO-LT 2.04 1.08 3.68 1.82 0.34
EAIonFlux 2.08 2.11 3.71 1.77 0.32
ISM 2.76 2.74 5.00 1.93 0.32
MMKA 6.61 4.95 11.76 4.22 0.26
NoviceTrio 13.83 18.62 11.59 3.16 0.14
PsyMetric 3.23 3.28 6.63 2.52 0.30
ResBin 8.02 1.89 3.71 20.26 0.19
Seq2Psych 3.27 2.63 1.38 4.98 0.19
uOttawa 2.62 2.91 4.03 2.28 0.30
Zissou 3.14 3.09 4.32 2.91 0.34

Mode 7.30 0.47 1.31 19.20 0.13
Llama ZS Single-Post 4.22 3.20 3.66 4.67 0.26
Llama ZS 5-Post 4.46 7.06 3.20 1.67 0.27
BERT Post-level 2.90 2.81 2.32 3.39 0.14
BiLSTM 5-Post (BERT) 4.56 5.34 1.01 5.68 0.13

Table 3: Results on Task A.2 (well-being score pre-
diction). In addition to overall MSE, performance on
posts in different well-being score ranges are reflected
by MSE computed over posts in the minimal impair-
ment to functioning, impaired functioning, and serious
impairment to functioning ranges, and macro F1.

for sampling (ISM) and random forests for span
classification (CIOL) and well-being score predic-
tion (ResBin). All teams used LLMs in at least
one task. LLMs have mostly been used to directly
generate predictions, but also for feature extrac-
tion (Seq2Psych). Participants developed systems
on private and self-hosted instances, without using
Cloud APIs. All employed LLMs were generalist
models, generally 9B or smaller in size (42%), and
the majority can model long contexts of over 100k
tokens (58%).

Task A.1: Results for evidence identification are
in Table 2. Instruction prompting with demonstra-
tions proved effective, as shown in the system that
achieved top recall and length-weighed recall (uOt-
tawa). Most submissions followed this approach,
although finetuned PLMs continue to be perfor-
mant (MMKA). Systems that achieve high recall
on adaptive tend to also perform well on maladap-
tive spans. Across the board, systems were better
at identifying evidence for maladaptive self-states
than adaptive ones, with the exception of EAIon-
Flux, which targets retrieval and achieves the same
performance level on both self-state categories.

Task A.2: Results for well-being score prediction
are in Table 3. The best-scoring system used an op-
timized weighted LLM ensemble (BULUSI). Sys-
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Task B Task C
CS EA CT (↓) CS CT (↓)

Aquarius .88 .69 .78 .92 .88
BLUE .91 .59 .53 .95 .54
BULUSI .87 .81 .81 .94 .71
CIOL .61 .81 .97 .61 1.0
CSIRO-LT - - - - -
EAIonFlux .89 .76 .78 .91 .76
ISM .86 .76 .78 .85 .83
MMKA - - - - -
NoviceTrio .69 .17 .89 .86 .60
PsyMetric .70 .47 .56 .93 .35
ResBin .76 .67 .84 .90 .82
Seq2Psych - - - - -
uOttawa .86 .70 .83 .94 .71
Zissou .85 .74 .77 - -

Llama ZS Summary .88 - .85 .88 .80
Llama ZS w/ Inter. Summary .89 - .84 .94 .58

Table 4: Results on Task B (post-level) and Task C
(timeline-level). Summaries are assessed primarily on
mean consistency to gold summaries (CS). We addition-
ally report entailment by extracted evidences (EA) on
post-level, and contradiction to gold summaries (CT).

tems that incorporate extracted evidence or jointly
predict evidence and score tend to achieve better
MSE (Aquarius, EAIonFlux), but tackling more
than two subtasks in the same prompt remains chal-
lenging. Given this task’s sequential nature, teams
also explored using timeline-based features (CIOL)
and person-contextualized modeling (Seq2Psych).
Overall, systems that excel at posts in the impaired
functioning range (5 to 6) also tend to excel at those
indicating minimal impairment (7 to 10).
Tasks B & C: Table 4 shows results for post-
level and timeline-level summarization. Almost all
teams used LLMs, except team ResBin who fine-
tuned long-context PLMs. Over half of the teams
incorporated predictions from post-level tasks as
additional well-being signals for summarization.

6.4 Performance Analysis and Discussion

Maladaptive vs Adaptive states: Figure 2 sum-
marizes the post-level self-state summary perfor-
mance across the best runs per team with respect
to the number of labeled evidence spans in the test
set. When the number of adaptive evidence spans
in a post changes, the average team performance
remains largely the same. By contrast, when the
number of maladaptive evidence increases, perfor-
mance increases. While this trend holds when the
total number of spans increases, the mean consis-
tency of the summaries clearly benefits from more
maladaptive evidence spans. This uncovers model
limitations; they more easily synthesize negative

aspects compared to positive ones, potentially due
to the latter being more subtle.

A closer look into the submissions in terms
of adaptive self-state spans identification reveals
that the top-performing teams either leverage large
70B LLMs with carefully selected demonstrations,
through RAG or otherwise, or leverage the fine-
tuning of much smaller models such as RoBERTa
with data augmentation. By contrast for maladap-
tive self-states, while few-shot learning with 70B
models and PLMs continued to work well, smaller
LLM prompting in the range of 7-9B parameters
achieved top performance. Furthermore, top sys-
tems perform better at capturing maladaptive (.71)
compared to adaptive (.59) evidence. These re-
sults demonstrate that consistent with psychology
literature (Baumeister et al., 2001), current LLMs,
especially smaller ones, remain challenged by the
task of identifying nuanced and subtle positive ex-
periences, compared to negative experiences which
are generally more salient and attention-grabbing.

Figure 2: Post-level summarization performance in
terms of average mean consistency across all teams
with respect to the number of adaptive, maladaptive and
total evidence spans (left) and histogram of posts per
total evidence span (right).

Well-being Scores: Figure 3 provides different
views to performance for well-being. As shown
in the top boxplot, average MSE is the lowest (i.e.
best) in the minimal impairment to functioning
(scores 7-10) group. However, the middle line chart
shows that the aggregate performance in terms of
post-level self-state summarization for this group
is worse compared to the group with serious im-
pairment to functioning (1-4; left) and impaired
functioning (5-6; middle). The bottom boxplot
shows that posts in this group have the lowest me-
dian number of evidence spans. These results sug-
gest that score prediction is differently impacted
by the absence of self-state evidence compared to
precise span extraction and summarization tasks;
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posts with fewer evidence (and especially adaptive
rather than maladaptive evidence) may be harder
to summarize (Figure 2), but not necessarily harder
to score on a well-being scale.

Figure 3: Distribution of average MSE per well-being
score functioning bin per team (top), average mean con-
sistency of post-level summary across well-being scores
per team (middle), and number of labeled evidence
spans per well-being bin (bottom).

Temporality and Well-being Score: In order to
assess the temporal nature of well-being score’s
evolution in an individual’s timeline, we compare
this year’s CLPsych annotations with CLPsych
2022’s (Tsakalidis et al., 2022a) MoC annotations
which are by definition longitudinal. For posts that
do not present enough relevant information about
an individual’s mental state we assigned the latest
recorded well-being score. We calculate the Spear-
man’s correlation between the clinically annotated
well-being score and the MoC seeing a statistically
significant weak negative correlation (-.38). We
further obtain a more longitudinal well-being score
version by calculating the absolute well-being fluc-
tuation between consecutive posts. The correla-
tion of this variable with MoC is a stronger (sig-
nificant) moderate correlation (.44). These results
presented in Table 5, suggest that the currently pro-
vided well-being scores are of weak longitudinal
nature, also manifesting through the lower perfor-
mance of the BiLSTM baseline compared to the
BERT Post-level baseline in Table 3.

Additionally, we append together statistics from
the: current CLPsych 2025 Task A.2, CLPsych
2022 MoC and TalkLife MoC Dataset from Tse-
riotou et al. (2024a) in Table 6. Since the mean
absolute well-being fluctuation is .91 and the stan-
dard deviation is .75, we define change in terms of

Variable Spearman’s Corr. p-value

Well-being Score -0.375 4.8e−16

Well-being Fluctuation 0.440 7.9e−12

Table 5: Spearman’s correlation of well-being scores
and fluctuation between consecutive posts with respect
to corresponding Moments of Change labels.

fluctuations to be larger or equal to 2. As shown in
the table, Reddit dataset changes are less frequent
than TalkLife ones while their timelines span a
longer period of time. Comparing this year’s labels
with other datasets’, well-being score changes are
considerably sparser than MoC (i.e. Switches and
Escalations combined) and each change on average
spans a longer time period, potentially limiting the
degree of longitudinality of the well-being score
prediction task. These findings may account for
the lower performance of teams that attempted to
tackle well-being score prediction in a temporal
way (CIOL, Seq2Psych).

Dataset
Reddit (current) Reddit TalkLife

Well-being MoC MoC
Change Switch Escalation Switch Escalation

Mean Point Time Diff. 4d 14hr 27min 2d 6hr 58min 6hr 51min 11sec
Median Point Time Diff. 2d 19hr 11min 22hr 42min 55sec 59min 38sec
Mean consecutive events 1.39 1.19 2.83 1.58 4.12
Median consecutive events 1 1 2 1 3
Mean events in timeline 2.30 1.60 3.85 1.77 4.03
Median events in timeline 2 1 2 1 1

Table 6: Well-being and MoC statistics of datasets on
time and event length.

7 Conclusion

Expanding on previous shared tasks, we intro-
duced a novel multi-task framework grounded in
the transtheoretical MIND approach. Participants
were asked to identify adaptive and maladaptive
self-states (Task A.1), predict post-level well-being
scores (Task A.2), and generate post- and timeline-
level summaries that reflect psychological progres-
sion (Tasks B and C). Systems using LLMs were
able to identify both adaptive and maladaptive
states although an asymmetry was observed in fa-
vor of maladaptive states.

Future directions could address the more longi-
tudinal nature of well-being by reformulating the
task towards a more temporal one and exploring
temporal models that focus on capturing sparser
and more subtle changes over longer time periods
as well as amplify the signal of adaptive behavior
which is important in achieving and monitoring
better therapeutic outcomes.
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Limitations

As in the vast majority of prior work leveraging
social media for individual-level mental health as-
sessments, this year’s shared task involves individ-
uals who generated content in self-selected online
communities. The present tasks were conducted
using social media posts made on various mental
health-related subreddits in the English language,
by users who willingly self-disclosed their thoughts
and feelings. Generalization of the approaches pre-
sented in this work to other contexts and in other
languages remains an open area of research.

Annotation was performed over 40 relatively
short timelines due to the annotation load for clin-
ical experts. This potentially hinders the perfor-
mance of smaller supervised models, still leaving
open questions around their true potential. Addi-
tionally, although the well-being score was anno-
tated on the post-level with full timeline content
visibility, the longitudinal manifestation of individ-
uals’ well-being remains underexplored. Since the
annotation process involved selection of the most
salient available adaptive and maladaptive spans for
each ABCD element, this task does not yet explore
the more nuanced selection of additional evidence
spans and their connection to one another.

Although the dynamic evolution of self-states
was to some extent addressed in this work with
respect to summarization, there is still need to ex-
plore such dynamic progression through the lenses
of other tasks such as monitoring and dialogue
tracking. Finally, multimodality, which provides
important cues especially in the clinical setting in
terms of the manifestation of self-states, remains
for now a future direction.

Ethics

This year’s tasks explored the prediction of well-
being scores from online posts of users over time,
as well as the extraction of adaptive and maladap-
tive evidence spans and further summarization of
self-state information at the post and timeline lev-
els. This multi-task framework is grounded in the
MIND scheme (Slonim, 2024) that views human
experience as consisting of self-states fluctuating
over time. Each self-state constitutes of identifiable
units characterized by specific combinations of Af-
fect, Behavior, Cognition, and Desire (ABCD).

While the evidence extraction and summaries
provide some guidance with respect to ABCD el-
ements and maladaptive and adaptive states, this

cannot be used for diagnostic purposes, especially
without the involvement of human experts. Adap-
tive and maladaptive evidence extracted by such
models should be reviewed by clinical experts or
used in the loop to augment their capacity by effi-
ciently presenting information to them.

Additionally, the task cannot make any claims
about the potential evidence providing explanations
for well-being scores. Rather, it forms a research
direction towards making causal links between the
two, paving the way towards language models that
can better reason along their decision making pro-
cess.

In terms of data, even though we are using pub-
licly available content from Reddit, we prohibited
its redistribution and the use of any third-party
LLMs that would require sending (part of) the in-
formation to the provider’s servers, to ensure pro-
tection of the sensitive content.
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Appendix A Annotation

A.1 Annotation Interface

Figure 4 shows a screenshot of the annotation
platform INCEpTION (Klie et al., 2018), which
we adapted for our task. INCEpTION provides
a user-friendly interface that enables annotators
to efficiently assign labels and categories directly
onto text segments. By customizing the annotation
schema and label sets, we streamlined the annota-
tion process, enhancing precision and consistency
aligned with our research objectives.

A.2 MIND Framework

Table 10 shows categories and sub-categories
within the framework.

A.3 Further IAA Measures

We complement the standard inter-annotator agree-
ment measures reported in Section 4.2 with addi-
tional consistency metrics.

We first calculate relaxed pairwise F1 scores
over spans identified in Task A.1 (State Evidence),
following the previous CLPsych shared task (Chim
et al., 2024) and established practices (Hripcsak
and Rothschild, 2005; Deleger et al., 2012). In
this relaxed metric, a minimal overlap of one to-
ken between spans is considered a match. Results
are summarized in Table 7. These values indi-
cate lower agreement compared to CLPsych 2024,
likely due to the broader, more comprehensive na-
ture of our task. Furthermore, we calculate the
agreement between the annotators using the same
metrics employed for system evaluation, recogniz-
ing that inter-annotator agreement serves as an es-
sential reference point or upper bound for assessing
system performance.

Span Type F1
Adaptive spans .51
Maladaptive spans .58
Overall (micro-average) .56

Table 7: Relaxed pairwise F1 agreement for Task A.1.

Our findings, detailed in Table 8, emphasize the
complexity of the annotation tasks and underscore
that achieving high agreement is challenging even
for clinically informed annotators. Thus, achieving
performance close to these inter-annotator agree-
ment values can be considered as approaching the
maximum attainable performance for these tasks.

Metric Task Value
BERTScore recall A.1 0.469
BERTScore weighted recall A.1 0.387
Mean squared error (MSE) A.2 2.913
Macro F1 A.2 0.403

Table 8: Inter-annotator agreement over 23 posts using
the system evaluation metrics. Note that recall measures
were averaged across both comparison directions to re-
flect the symmetric nature of inter-annotator agreement.

Appendix B Participant Submissions

This section presents an overview of the registra-
tion process (§B.1), individual systems (§B.2) from
each participating team and provides an overview
of methods (§B.3).

B.1 Registration Process

The registration process consisted of three stages:
a) completing an individual and a team registration
through an online form, b) reading and signing a
data sharing agreement, and c) receiving access
instructions for training data stored in a password-
protected compressed file. During stage a) the or-
ganizing team assisted participants looking for col-
laborators in the team-forming process. For b),
the data sharing agreement asked the teams to de-
termine the password-protected private storage of
the data, while restricting explicit or implicit data
distribution through third party LLM platforms.

Team #Members Task A Task B Task C Paper submitted
Aquarius 5 2 2 2 X
BLUE 3 3 3 3 X
BULUSI 2 3 3 3 X
CIOL 3 1 2 2 X
CSIRO-LT 4 3 - -
EAIonFlux 2 2 2 2 X
ISM 2 2 2 2 X
MMKA 4 2 - - X
NoviceTrio 3 1 1 1
PsyMetric 2 1 1 1
ResBin 2 1 1 1 X
Seq2Psych 6 3 - - X
uOttawa 4 3 3 3 X
Zissou 7 1 1 - X
Total 49 28 21 20 11

Table 9: Team information and submissions for the
CLPsych 2025 shared task.

Each team was allowed up to three submissions
for the official team results. Additional submis-
sions were allowed in order to facilitate ablation
and further analysis by the teams. Upon receiving
the submissions, results were returned within 24
hours based on our evaluation metrics (§5) on a test
set of 10 timelines (§4). A summary of the team
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specifics including the number of submissions is
provided in Table 9.

B.2 Individual Team Submissions

Aquarius Wang et al. (2025) integrated extracted
evidence to guide well-being score prediction and
summarization. For evidence span identification,
they used fine-tuned Qwen2.5-7b (Yang et al.,
2024a) to explore a sentence classification and a
span generation approach. Then, they combined
the content of each post with extracted evidences
for well-being score prediction. For post-level
and timeline-level summarization, the team em-
ployed Qwen2.5-32B, using as input post content,
extracted evidences, predicted score(s), and a re-
trieved annotated example from the train set that
had the highest embedding similarity.

BLUE Sandu et al. (2025) utilized a range of
LLMs, prompting strategies, and machining learn-
ing approaches to the tasks. For evidence extraction
they achieved the highest recall using Gemma 2 9B
(Team et al., 2024) coupled with a default prompt,
providing instruction for the task without including
definitions of concepts or additional context, while
the same model performs the best for well-being
scoring using an expert prompt based on emotional,
cognitive, and behavioral indicators. For post-level
and timeline-level summarization, LLaMA 3.2 3B
(Grattafiori et al., 2024) utilizing the default prompt
performed best.

BULUSI For evidence extraction, Ravenda et al.
(2025) formed candidate segments and then ex-
tracted the most relevant ones using retrieval based
on the training evidence which were fed in three
(22-72B) LLMs for consensus self-state classifica-
tion with in-context learning. For well-being score
prediction, the team explored three strategies for
aggregating LLM predictions: an average ensem-
ble, an Oracle-style meta-model, and an optimized
weighted ensemble minimizing mean squared er-
ror while accounting for missing values. The op-
timized ensemble yielded the best result. Finally,
for post and timeline-level summarization the team
used post(s) content, predicted self-state segments,
and retrieved top five relevant example posts to
prompt the LLM.

CIOL Hoque et al. (2025) extracted evidence
spans of adaptive and maladaptive self-states using
Random Forest classifiers on thousands of TF-IDF
features. For well-being score prediction they for-

mulated a supervised approach through Gradient
Boosting regression on sentiment and ratio-based
features reflecting the relationship between adap-
tive and maladaptive evidence. For post-level sum-
maries they DPO-finetuned Qwen2.5-7B-Instruct-
1M (Yang et al., 2024a). This was followed by
a few-shot prompting strategy guiding the model
to identify the dominant self-state determining the
ABCD elements based on evidence spans and well-
being scores. This approach was extended on the
timeline-level by fine tuning the post-level model
above on timeline-level examples. Then they used
this model to generate summaries based on a nar-
rative arc analysis framework that treats each time-
line as a psychological development trajectory. For
an extension of the timeline-level summary their
prompt directs the model to identify temporal self-
state patterns and changes, highlighting key transi-
tions between states.

EAIonFlux Antony and Schoene (2025) pro-
posed systems based on vector similarity retrieval
of relevant in-context demonstrations for LLM
prompting. They used LLaMA 3.3 70B (Grattafiori
et al., 2024) and experimented with different num-
bers of retrieved examples. They built one post-
level and one timeline-level vector database (captur-
ing temporal patterns) out of the training data em-
bedding them through Linq-Embed-Mistral (Jun-
seong Kim, 2024) to capture emotional content.
Retrieval is based on cosine similarity with HNSW
(Malkov, 2018) for fast nearest neighbor search.
For each task, a task-specific module generates
prompts and processes outputs tailored to the dif-
ferent objectives, and predictions from previous
task(s) are integrated into the next ones.

ISM Tran and Matsui (2025) explored in-context
learning with Llama-3-8B, using random sampling
followed by Gaussian kernel density estimation to
select training data instances as demonstration. The
team jointly modeled post-level tasks in the same
prompt, and focused on summarization only in the
prompt for timeline-level generation.

MMKA Chakraborty et al. (2025) focused on
Tasks A.1 and A.2. They fine-tuned a RoBERTa
classification model (Liu et al., 2019) to extract
adaptive and maladaptive self-states at the token
level, augmenting the training data using nlpaug
and implementing post-processing to obtain the
most frequent label per sentence. For well-being
score generation (with a justification generation),
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Figure 4: A screenshot from our annotation interface, leveraging the INCEpTION platform. Example timeline is
reduced and paraphrased due to the sensitive nature of the data.

Category Sub-Categories
Adaptive Example Maladaptive Example

Affect Type of emotion expressed by a person.
Calm/Laid back, Emotional Pain/Grieving,
Content/Happy, Vigor/Energetic,
Justifiable Anger/Assertive Anger, Proud

Anxious/Tense/Fearful, Depressed/Desperate/
Hopeless, Mania, Apathetic/Don’t care/Blunted,
Angry (Aggressive, Disgust, Contempt), Ashamed/Guilty

Behavior

Behavior of the self with the Other (BO)
The person’s main behavior(s) toward the other.

Relating behavior, Autonomous behavior
Fight or flight behavior,
Overcontrolled/controlling behavior

Behavior toward the Self (BS)
The person’s main behavior(s) toward the self.

Self-care behavior
Self-harm/Neglect/
Avoidance behavior

Cognition

Cognition of the Other (CO)
The person’s main perceptions of the other.

Perception of the other as related,
Perception of the other as facilitating autonomy/
competence needs

Perception of the other as detached or over attached,
Perception of the other as blocking autonomy needs

Cognition of the Self (CS)
The person’s main self-perceptions.

Self-acceptance and self-compassion Self-criticism

Desire The person’s main desire, need, intention, fear or expectation.
Relatedness, Autonomy and adaptive control,
Competence, Self-esteem, Self-care

Expectation that relatedness need will not be met,
Expectation that autonomy needs will not be met,
Expectation that competence needs will not be met

Table 10: ABCD elements (Categories) with explanations, and their sub-categories.

they used RAG to select the top-k most simi-
lar posts to the current one using all-MiniLM-
L6-v2 for embeddings. These were included for
in-context learning with DeepSeek-7B (Bi et al.,
2024). In post-hoc analysis, they found random for-
est regression yielding better results than the LLM
approach.

ResBin B and Patil (2025) explored diverse ap-
proaches: they used Mixtral-8x7b (Jiang et al.,
2024) for evidence extraction, obtained embed-
dings from PLMs such as MentalBERT to train ran-
dom forest classifiers for well-being score predic-
tion, fine-tuned Longformer (Beltagy et al., 2020)
for post-level summarization with predicted evi-
dences and post content as input, and fine-tuned
Pegasus-X-Large (Phang et al., 2023) for timeline-
level summarization with timeline content as input.

Seq2Psych Soni et al. (2025) focused on Task
A, leveraging principled baseline features, such
as Situational 8 DIAMONDS (S8D) and Person-
Level Traits (PLT) including resilience quantifi-
cation utilizing the Resilience through Language
Modeling (ReLM) framework. For S8D, the team

used the Deepseek-R1 (Guo et al., 2025) model
with few-shot prompting to infer eight situational
dimensions at the post-level. Using different fea-
ture combinations they fine-tuned the HaRT model
(Soni et al., 2022) which processes temporal user
language, to generate person-contextualized em-
beddings towards well-being score prediction and
sentence-level binary adaptive/maladaptive classifi-
cation.

uOttawa Chan et al. (2025) applied prompt en-
gineering techniques with Llama-3.3-70B-Instruct
to address all four subtasks. They compared var-
iedly structured zero-shot, one-shot, and few-shot
prompts, finding one-shot to be most performant
for evidence extraction and post-level summariza-
tion, and few-shot to be best for well-being score
prediction and timeline-level summarization.

Zissou Kim (2025) prompted a 4-bit quantized
Gemma-2 9b (Team et al., 2024) with few-shot
learning and presented an approach that explored
the impact of preprocessing on span extraction.
Each post was divided into sentences, identifying
only the important sentences, and then classified
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as adaptive or maladaptive through prompting with
self-state definitions. Providing the previous sen-
tence context improved performance. For the other
tasks, they generated post summaries and well-
being scores based on the list of classifications and
post text also with few-shot prompting.

B.3 Overview

We outline methods used in the best run per team
in Table 11. For a complete picture of each team’s
approaches, including ablations, please refer to
their respective paper. We consider whether a sys-
tem:

• LLM: Uses a large language model.

• PLM: Uses a pretrained language model.

• ML: Uses traditional machine learning, focus-
ing on algorithms (e.g. random forest) and ex-
cluding techniques (e.g. feature engineering).

• RAG: Uses retrieval augmented generation, fo-
cusing on automatic retrieval and excluding
manually selected examples.

• Pipeline: Involves an approach where predic-
tions from at least one task are used in predic-
tions for another. Excludes joint modeling that
happens in the same step.

• Domain: Involves explicit domain knowledge
beyond what was provided in the shared task
documents provided to all participants.

• Temporal: Involves explicit modeling of tem-
porality/relationship between posts within a sin-
gle timeline in Tasks A and B. Excludes cases
of contextual modeling within an individual
post (e.g. between sentences in one post).

Team LLM PLM ML RAG Pipeline Domain Temporal

Aquarius X X
BLUE X
BULUSI X X X
CIOL X X X X X
EAIonFlux X X X
ISM X X X
MMKA X X X
ResBin X X X X
Seq2Psych X X X X
uOttawa X
Zissou X X
Total 11 3 3 4 6 2 2

Table 11: Methods in each team’s top submission.

LLMs Every team in this year’s shared task used
an LLM to tackle at least one subtask. Focusing
on the best run per team, we categorize the types

of models used, counting each model once per sub-
mission per team. We summarize the model type
(Figure 5), context length (Figure 6), and size in
terms of parameter count (Figure 7).

Figure 5: LLMs used in best runs of official submissions,
grouped by model family and lineage.

Figure 6: Maximum number of tokens that can be fed
into the employed models.

Figure 7: Size of employed models. We use the active
parameter count for mixture-of-expert models.

Compared to the previous shared task which ex-
plored how well open LLMs can be leveraged to
identify and synthesize textual evidences (Chim
et al., 2024), we see noticeable increases in (1)
model family diversity, (2) context length, and (3)
use of retrieval augmented generation.

While LLaMA remains the most popular model
family, many submissions leveraged alternatives
such as Qwen and DeepSeek. The maximum the-
oretical context length that can be handled has in-
creased from 32K to 1M tokens, and the majority
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of models used in the top submission this year have
a context length in the 100K to 150K token range.
These changes highlight the rapid technological
progress in open LLMs and long context models,
as well as opportunities to advance mental health
modeling over longer horizons.

Appendix C Baselines

This section outlines implementation details of our
baseline models (§6.2). In LLM-based methods,
we employ Llama 3.1-8B-Instruct.

C.1 Task A.1

For the Llama ZS Single-Post and Llama ZS 5-Post
baselines we used the prompts presented in Listings
1 and 2 respectively. The LLM generated outputs
in JSON. We used top-p sampling with temperature
(p=.9, t=.01), permitting decoding up to 550 new
tokens.

After hyperparameter tuning the following pa-
rameters were used for BART Single-Post and
BART 5-Post: learning rate = 2e−5, epochs = 10.
BERTScore recall was used for best model selec-
tion. We used BART-base.4

C.2 Task A.2

For the Llama ZS Single-Post and Llama ZS 5-Post
baselines we used the prompts presented in Listings
3 and 4 respectively. The LLM generated outputs
in JSON. We use top-p sampling with temperature
(p=.9, t=.01), permitting decoding up to 100 new
tokens.

BERT Post-level was fine-tuned end-to-end with
a regression head to predict well-being scores as
a regression task. After hyperparameter tuning
the following parameters were used for this model:
learning rate = 2e−5, epochs = 15. We used
BERT-base-uncased 5. MSE was used for best
model selection.

For the BiLSTM 5-Post (BERT) model, the fol-
lowing parameters were selected after hyperpa-
rameter tuning: num_layers= 1, dropout= .25,
hidden_size= 100, learning rate = 1e−4, epochs=
100. The [CLS] BERT representation token for
each post was produced using off-the-shelf BERT-
base-uncased. While the 5 latest posts (4 recent +
current) were used for the BiLSTM sequence, only
the score for the current post was predicted. In the

4https://huggingface.co/facebook/bart-base
5https://huggingface.co/google-bert/bert-base-uncased

absence of 4 posts in recent history padding was
used. MSE was used for best model selection.

C.3 Task B & C
For Task B the Llama ZS Summary and Llama
ZS w/ Intermediate Summary baselines we used
the prompts presented in Listings 5 and 6 respec-
tively. The corresponding prompts for Task C are
presented in Listings 7 and 8 respectively. We use
top-p sampling with temperature (p=.9, t=.1), per-
mitting decoding up to 300 new tokens.
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Your goal is to identify and extract any sentence from the following social media
post which demonstrates an adaptive or maladaptive self -state of the user.

Definitions:
- ** Adaptive Self -State** pertains to aspects of Affect , Behaviour , and Cognition

towards the self or others , which is conducive to the fulfillment of basic
desires/needs , such as relatedness , autonomy , and competence.

- ** Maladaptive Self -State ** pertains to aspects of Affect , Behaviour , and Cognition
towards the self or others that hinder the fulfillment of basic desires/needs.

Instructions:
- Extract only the specific sentence spans from the post.
- Do not return these instructions or the entire post in your output.

Post Content: {post}
Output:

{
"Adaptive ": ["list of adaptive spans"],
"Maladaptive ": ["list of maladaptive spans "]

}

Listing 1: Prompt for Task A.1’s Llama ZS Single-Post baseline.

Your goal is to identify and extract any sentence from the following social media
posts which demonstrates an adaptive or maladaptive self -state of the user.

Definitions:
- ** Adaptive Self -State** pertains to aspects of Affect , Behaviour , and Cognition

towards the self or others , which is conducive to the fulfillment of basic
desires/needs , such as relatedness , autonomy , and competence.

- ** Maladaptive Self -State ** pertains to aspects of Affect , Behaviour , and Cognition
towards the self or others that hinder the fulfillment of basic desires/needs.

Instructions:
- Extract only the specific sentence spans from the last post.
- Do not return these instructions or the entire post in your output.

Post Content: {posts}
Output:
{

"Adaptive ": ["list of adaptive spans"],
"Maladaptive ": ["list of maladaptive spans "]

}

Listing 2: Prompt for Task A.1’s Llama ZS 5-Post baseline.
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Your goal is to analyse and score the following social media post according to the
wellbeing scale below.

# Wellbeing Scale
- **10** No symptoms and superior functioning in a wide range of activities.
- **9** Absent or minimal symptoms (eg., mild anxiety before an exam), good

functioning in all areas , interested and involved in a wide range of activities.
- **8** If symptoms are present , they are temporary and expected reactions to

psychosocial stressors (eg., difficulty concentrating after family argument).
Slight impairment in social , occupational or school functioning.

- **7** Mild symptoms (eg., depressed mood and mild insomnia) or some difficulty in
social , occupational , or school functioning , but generally functioning well , has
some meaningful interpersonal relationships.

- **6** Moderate symptoms (eg., panic attacks) or moderate difficulty in social ,
occupational or school functioning.

- **5** Serious symptoms (e.g., suicidal thoughts , severe compulsions) or serious
impairment in social , occupational , or school functioning (eg., no friends ,
inability to keep a job).

- **4** Some impairment in reality testing or communication , or major impairment in
multiple areas (withdrawal from social ties , inability to work , neglecting
family , severe mood/thought impairment).

- **3** A person experiences delusions or hallucinations or serious impairment in
communication or judgment or is unable to function in almost all areas (eg., no
job , home , or friends).

- **2** In danger of hurting self or others (eg., suicide attempts; frequently
violent; manic excitement) or may fail to maintain minimal personal hygiene or
significant impairment in communication (e.g., incoherent or mute).

- **1** The person is in persistent danger of severely hurting self or others or
persistent inability to maintain minimal personal hygiene or has attempted a
serious suicidal act with a clear expectation of death.

Instructions:
- Only return the score for the entire post.
- Do not return these instructions or the entire post in your output.

Post Content: {post}
Output:
{

"wellbeing scale ": "score"
}

Listing 3: Prompt for Task A.2’s Llama ZS Single-Post baseline.
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Your goal is to analyse and score the following social media posts according to the
wellbeing scale below.

# Wellbeing Scale
- **10** No symptoms and superior functioning in a wide range of activities.
- **9** Absent or minimal symptoms (eg., mild anxiety before an exam), good

functioning in all areas , interested and involved in a wide range of activities.
- **8** If symptoms are present , they are temporary and expected reactions to

psychosocial stressors (eg., difficulty concentrating after family argument).
Slight impairment in social , occupational or school functioning.

- **7** Mild symptoms (eg., depressed mood and mild insomnia) or some difficulty in
social , occupational , or school functioning , but generally functioning well , has
some meaningful interpersonal relationships.

- **6** Moderate symptoms (eg., panic attacks) or moderate difficulty in social ,
occupational or school functioning.

- **5** Serious symptoms (e.g., suicidal thoughts , severe compulsions) or serious
impairment in social , occupational , or school functioning (eg., no friends ,
inability to keep a job).

- **4** Some impairment in reality testing or communication , or major impairment in
multiple areas (withdrawal from social ties , inability to work , neglecting
family , severe mood/thought impairment).

- **3** A person experiences delusions or hallucinations or serious impairment in
communication or judgment or is unable to function in almost all areas (eg., no
job , home , or friends).

- **2** In danger of hurting self or others (eg., suicide attempts; frequently
violent; manic excitement) or may fail to maintain minimal personal hygiene or
significant impairment in communication (e.g., incoherent or mute).

- **1** The person is in persistent danger of severely hurting self or others or
persistent inability to maintain minimal personal hygiene or has attempted a
serious suicidal act with a clear expectation of death.

Instructions:
- Only return the score for the entire last post.
- Do not return these instructions or the entire post in your output.

Post Content: {post}
Output:
{

"wellbeing scale ": "score"
}

Listing 4: Prompt for Task A.2’s Llama 5-Post baseline.

Analyze the following social media post and identify the dominant self -state
(adaptive or maladaptive). Begin by determining which self -state is more dominant
and describe it first. For each self -state , highlight the central organizing aspect -
A (Affect), B (Behavior), C (Cognition), or D (Desire/Need)that drives the state.
Describe how this central aspect influences the other aspects , focusing on the
potential causal relationships between them. If the self -state is maladaptive ,
explain how negative emotions , behaviors , or thoughts hinder psychological needs ,
and if adaptive , explain how positive aspects support psychological needs. If both
adaptive and maladaptive states are present , describe each in turn. If only one
self -state is evident , focus solely on that. You must not make anything up. Keep the
description concise and only describe observations if they are fully supported by
the text.

Post Content: {post}
Summary:

Listing 5: Prompt for Task B’s Llama ZS Summary baseline.
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# Prompt 1 (General Summary)

Analyze the following social media post and generate the summary based on post
content. You must not make anything up. Keep the description concise and only
describe observations if they are fully supported by the text.

Post Content: {post}
Summary:

---------

# Prompt 2 (Self -State Analysis)

Analyze the following social media post summary and identify the dominant self -state
(adaptive or maladaptive). Begin by determining which self -state is more dominant
and describe it first. For each self -state , highlight the central organizing aspect -
A (Affect), B (Behavior), C (Cognition), or D (Desire/Need)that drives the state.
Describe how this central aspect influences the other aspects , focusing on the
potential causal relationships between them. If the self -state is maladaptive ,
explain how negative emotions , behaviors , or thoughts hinder psychological needs ,
and if adaptive , explain how positive aspects support psychological needs. If both
adaptive and maladaptive states are present , describe each in turn. If only one
self -state is evident , focus solely on that. You must not make anything up. Keep the
description concise and only describe observations if they are fully supported by
the text.

Post Summary: {post}
Final Summary:

Listing 6: Prompts for Task B’s Llama ZS with Intermediate Summary baseline.

Generate a timeline -based summary analyzing the evolution of self -states across all
posts in chronological order. Emphasize the interplay between adaptive and
maladaptive self -states , focusing on temporal dynamics such as flexibility ,
rigidity , improvement , and deterioration. Describe how the dominance of self -states
shifts over time , highlighting key emotional , cognitive , and behavioral changes that
contribute to these transitions. You must not make anything up. Keep the description
concise and only describe observations if they are fully supported by the text.

All Posts Content: {all_posts_concatenated}

Timeline Summary:

Listing 7: Prompt for Task C’s Llama ZS Summary baseline.
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# Prompt 1 (General Timeline Summary)

Generate a timeline -based summary analyzing all the posts in chronological order.
You must not make anything up. Keep the description concise and only describe
observations if they are fully supported by
the text.

All Posts Content: {all_posts_concatenated}

Timeline Summary:

---------

# Prompt 2 (Self -State Analysis over Timeline)

Generate a timeline -based summary analyzing the evolution of self -states across all
posts in chronological order. Emphasize the interplay between adaptive and
maladaptive self -states , focusing on temporal dynamics such as flexibility ,
rigidity , improvement , and deterioration. Describe how the dominance of self -states
shifts over time , highlighting key emotional , cognitive , and behavioral changes that
contribute to these transitions. You must not make anything up. Keep the description
concise and only describe observations if they are fully supported by the text.

Post Summary: {timeline_summary}

Final Summary:

Listing 8: Prompts for Task C’s Llama ZS with Intermediate Summary baseline.
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Abstract

We present a baseline for the CLPsych 2025
A.1 task: classifying self-states in mental health
data taken from Reddit. We use few-shot
learning with a 4-bit quantized Gemma 2 9B
model (Gemma Team, 2024; Brown et al.,
2020; Daniel Han and team, 2023) and a data
preprocessing step which first identifies rele-
vant sentences indicating self-state evidence,
and then performs a binary classification to de-
termine whether the sentence is evidence of an
adaptive or maladaptive self-state. This system
outperforms our other method which relies on
an LLM to highlight spans of variable length
independently. We attribute the performance of
our model to the benefits of this sentence chunk-
ing step for two reasons: partitioning posts into
sentences 1) broadly matches the granularity
at which self-states were human-annotated and
2) simplifies the task for our language model
to a binary classification problem. Our system
placed third out of fourteen systems submit-
ted for Task A.1, earning a test-time recall of
0.579.

1 Introduction

Evaluating the mental state of a patient takes care-
ful analysis of textual data. Large language mod-
els (LLMs) have demonstrated strong ability to
comprehend intention, perception, and cognition
conferred by natural language. This extends to
mental health tasks; for example, CLPsych 2024
demonstrates the ability of LLMs to accurately cap-
ture fragments of evidence justifying the classifica-
tion of suicide risk based on online Reddit posting
(Chim et al., 2024). We seek to provide information
on how simple LLM systems respond to different
forms of data preprocessing to scaffold a complex
task like that of classifying self-states. We explain
two primary strategies we employed to boost per-
formance on this self-state evidence identification
and classification task: a preprocessing step using
LLMs to identify "important" spans which provide

information about the user’s psychological state,
and a system using an LLM to identify specific
spans which evidence an adaptive or maladaptive
self-state.

2 Data

The training data provided by the CLPsych 2025 or-
ganizers consists of 30 JSON files each containing
a Reddit user’s timeline, totaling 343 posts overall.
Each timeline entry consists of two levels of struc-
ture: a timeline level, which contains a summary
(string). Within each timeline is a post level, which
contains one or more posts, each with a unique post
ID (string). Each post includes four fields: adap-
tive evidence, maladaptive evidence, summary, and
well-being score. The evidence fields contains a list
of strings which correspond to substrings within
the post text.

Evaluation of submissions for Task A.1 was
recall-oriented: system performance was calcu-
lated using an average of the maximum pairwise
BERTScore (Zhang et al., 2020). For each pre-
dicted sentence, the highest BERTScore it achieves
with any gold annotated sentence is taken, and
these maximum scores are averaged. A secondary
metric used to assess submissions was weighted
recall, which recognized systems that had a cumu-
lative number of annotated tokens more similar to
the number of human-annotated tokens (Tseriotou
et al., 2025).

3 Methods

For each of the methods described here, we use
4-bit quantized Gemma 2 9B, without fine-tuning.
The prompts used to achieve these results are pro-
vided in Appendix A.

3.1 Baseline
To produce a baseline with our language model,
we divide the post into sentences using spaCy and
classify each sentence as adaptive or maladaptive.
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We provide definitions of adaptive and maladaptive
self-states drawn from those provided in the task
overview in our prompt.

3.2 Context

After initial runs of our baseline model, we sought
to improve performance by providing the model
with context (all previous sentences in the post) and
using few-shot learning. We also add two examples
of classification (one adaptive, one maladaptive)
with a brief justification, and a detailed description
of the MIND framework (Slonim, 2024).

3.3 Importance filtering

In order to increase the precision of our evidence
extraction, we added a preprocessing step, using an
LLM to first determine whether or not a sentence
was "important" or not. We defined this as contain-
ing some reference to any one of six MIND self-
state dimensions–affective, behavior-self, behavior-
others, cognition-self, cognition-others, and desire
(Slonim, 2024).

3.4 LLM span identification

After analyzing low-recall posts, we notice that
many self-state spans are annotated at a sub-
sentence level. We find that 70.2% of maladaptive
and 68.7% of adaptive self-states were not sentence
spans (defined as starting with a capital letter and
ending with punctuation). 23.6% of adaptive spans
and 19.2% of maladaptive spans are <7 words long.
For example, one maladaptive span begins with
a comma, explains that medical professionals are
unable to help them, and does not end with punctu-
ation. One adaptive span simply states that nobody
can be perfect, a brief sentence less than seven
words long.

In order to improve performance, we use the lan-
guage model to identify self-states at a finer level,
attempting to catch these sub-sentence spans. Our
second method on Task A.1 separates the post into
slightly larger contexts, and prompting our model
to both identify and classify self-states indepen-
dently. We use spaCy to again split sentences, and
then merge them into 2-sentence groups (Honni-
bal et al., 2020). On each group, the model is
then prompted to identify phrases at a sub-sentence
level, and given the same information as the base-
line in the prompt. The model returns a list of
dictionaries containing substrings of the 2-sentence
chunk and their predicted labels.

3.5 LLM span identification with adaptive
recall boost

Low adaptive recall scores prompted us to exper-
iment with explicitly steering the model to pay
careful attention to subtle adaptive self-states em-
bedded within sentences via prompting, noting that
adaptive self-states may be hidden within seem-
ingly maladaptive sentences, and encouraging the
model to annotate as much of the chunk as possible.
In addition, we modify the prompt to model this be-
havior in the examples, choosing larger substrings
which collectively span over the entire chunk.

4 Results

4.1 Baseline results

Overall, our naive baseline method of classifying
individual sentences of the post outperformed all
methods except for Baseline + Context.

The addition of context provided a modest in-
crease in adaptive self-state recall.

The addition of the importance filtering prepro-
cessing step slightly degrades recall in exchange
for improving weighted recall. On the sample train-
ing subset we use for evaluation in Table 1, the
importance filtering reduces the number of spans
considered from 370 to 232.

4.2 LLM span identification (LLM Span ID)
results

Notably, our span identification system–which
tasks our LLM with both identifying a self-state
span and classifying it simultaneously–significantly
increases maladaptive self-state recall by approxi-
mately 0.107 from the Baseline + Context + Impor-
tance, but also decreases adaptive self-state recall
by 0.206.

Additionally, the LLM Span ID method offers
weighted recall performance slightly below that
achieved by importance filtering.

Our prompt steering in the LLM Span ID +
Adaptive Boost row significantly improved adap-
tive recall by 0.107, at the expense of 0.033 points
in maladaptive recall and losses in the weighted
recall metric across both categories.
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Table 1: Side-by-side comparison of methods, collected via a sample of five training set timelines. Overall vs.
weighted metrics on separate rows. A indicates adaptive score; M indicates maladaptive score.

Method Overall Recall Recall (A) Recall (M)
Weighted Recall Weighted Recall (A) Weighted Recall (M)

Baseline 0.504 0.452 0.556
0.196 0.204 0.188

Baseline 0.520 0.488 0.553
(Context) 0.201 0.204 0.197
Baseline 0.499 0.472 0.527
(Context + Importance) 0.244 0.266 0.221
LLM Span ID 0.450 0.266 0.634

0.220 0.248 0.193
LLM Span ID 0.487 0.373 0.601
(Adaptive Boost) 0.172 0.229 0.114

5 Discussion

5.1 Challenges in capturing adaptive
expressions

The difficulty of capturing adaptive self-states is
apparent in the results of Table 1. Adaptive recall
consistently lags behind maladaptive recall. Ob-
serving human-annotated adaptive and maladaptive
self-states reveals that adaptive self-states are gen-
erally much more subtle than their maladaptive
counterparts. Annotations of adaptive self-states
can contradict intuition; disappointment or anger
can indeed signal an adaptive self-state if it reflects
positive affective expression. Some adaptive self-
states reference posters crying and breaking down
into tears, or getting angry at others in their life
like their partners. For an LM with limited con-
text, it may be difficult to recognize such actions
as adaptive signals.

For example, many adaptive self-states fall un-
der categories of asking other posters for help,
two-word interjections, or sentences describing the
narrator’s plans to do some common action, such
as going to the store. A deep understanding of
the poster’s behavior overall is needed to assess
whether or not the span signals adaptive thinking.
In comparison, maladaptive self-states often refer-
ence self-harm, suicide, feelings of worthlessness–
generally, these states contain some semantically
similar terms.

In contrast, evidence reflecting maladaptive self-
states is comparatively extreme, often explicitly
referencing behaviors or perceptions ranging from
self-harm to feelings of isolation.

While previous CLPsych tasks have demon-

strated LLMs’ strong performance in similar high-
lighting tasks with identifying evidence for suicide
risk (Shing et al., 2018), the more subtle task of
identifying patterns indicating psychological health
is arguably more difficult (Zirikly et al., 2019;
Tsakalidis et al., 2022).

5.2 Effects of context and importance filtering

Providing context and filtering irrelevant sentences
improved recall and weighted recall, respectively.

We hypothesize the model can identify healthy
changes in behavior more accurately with the user’s
context of more negative behavior. As discussed
in the previous subsection, many maladaptive evi-
dence spans are more apparent than adaptive spans–
as a result, adaptive recall benefited more from the
added information.

Our second addition, importance filtering, im-
proves weighted recall, but lowers overall recall.

While many sentences in the provided training
data bear no relevance to self-states, even very sub-
tle references to users’ sense of self-worth and ask-
ing for help from other members of the subreddit
can qualify as adaptive self-states, for example.
Subtler spans of evidence from either category are
likely wrongfully discarded during this step.

Notably, the importance filtering step does not
have the post’s context–it inferences sentence-by-
sentence only. Sentences which may seem irrele-
vant without context can become important with
context, which may explain the degradation of re-
call.

Ultimately, we expect any filtering step to de-
crease recall to some extent.
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5.3 Baseline vs. LLM Span ID
The superior performance of our original baseline
system can be attributed to its more balanced recall
across the two self-state categories. While the LLM
Span ID strategy excels at identifying maladaptive
self-states, it clearly fails to reliably identify adap-
tive evidence.

We propose that one potential reason for this
divergence is the increased emotional intensity of
maladaptive evidence spans compared to adaptive
evidence spans. A manual qualitative analysis
while randomly sampling pairs of adaptive and mal-
adaptive spans corroborated our previous proposi-
tion that maladaptive evidence is generally more
explicit. Span-based prompting may encourage the
model to be more conservative, favoring strictly
unambiguous phrases as evidence.

On the other hand, our baseline removes guess-
work from this partitioning subtask: sentence-level
pre-slicing simplifies the model’s task to a binary
classification problem at a fixed granularity. This
aligns well with the sentence-level granularity of
human annotation, and reduces the cognitive bur-
den on the model compared to identifying and
labeling variable-length sub-sentence spans. If a
sentence is classified as adaptive, the more coarse
sentence-level classification may provide a better
match to evidence spans which are also at about
sentence length.

6 Conclusion

We present a simple approach to the highlighting
task presented in CLPsych 2025, centering LLMs
in our system and using primarily prompting and
data processing strategies to maximize our perfor-
mance. By comparing two methods, baseline sen-
tence classification and LLM span identification,
we demonstrate how some performance variance
can be elicited simply by structuring a task differ-
ently.

We hope our work provides some insight into the
behavior of large language models when grappling
with complex emotional dimensions.

Limitations

Our work has yet to explore a hybridized approach,
potentially combining two distinct systems for
adaptive and maladaptive classification. An adap-
tive span identification could be tuned to be more
sensitive to subtler self-state dimension indications,
whereas the maladaptive detection system could

be designed more similarly to the high-performing
vanilla LLM Span ID method. In addition, our
preprocessing method of choosing 2-sentence long
chunks for LLM span identification was not veri-
fied as an optimal choice–a 3-sentence sliding win-
dow may potentially be a better option, able to
analyze each sentence in the context of sentences
before and after it.

Ethics

This work was completed following the ACL code
of ethics. Each team member completed a data
usage agreement form and received the password-
protected dataset securely. Data used was uploaded
to the secure Cornell Information Science compute
cluster, removed immediately following comple-
tion of the task. Models used for inference were
entirely open-source. We have paraphrased exam-
ples from the dataset and removed our examples
from the prompts in the appendix.
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A Appendix

A.1 Baseline

""" You are a professional psychologist.
↪→ Given a social media post ,
↪→ classify whether or not a
↪→ sentence demonstrates an adaptive
↪→ or maladaptive self -state.

An adaptive self -state reflects aspects
↪→ of the self that are flexible ,
↪→ non -ruminative , and promote well -
↪→ being and optimal functioning.

A maladaptive self -state reflects
↪→ internal states or perspectives
↪→ that hinder an individual 's
↪→ ability to adapt to situations or
↪→ cope with challenges effectively
↪→ , potentially leading to
↪→ emotional distress or behavioral
↪→ problems.

Here is the sentence:
{post }"""

A.2 Baseline (Context)

""" You are a professional psychologist.
↪→ Given a social media post ,
↪→ classify whether or not a
↪→ sentence demonstrates an adaptive
↪→ or maladaptive self -state.

An adaptive self -state reflects internal
↪→ processes that are flexible ,
↪→ constructive , and promote
↪→ emotional well -being , effective
↪→ functioning , and psychological
↪→ health.

A maladaptive self -state reflects
↪→ internal processes that are rigid
↪→ , ruminative , self -defeating , or
↪→ harmful , and are often associated
↪→ with emotional distress or
↪→ impaired functioning.

To make your classification , use the
↪→ ABCD framework for psychological
↪→ self -states:

A. ** Affect ** Type of emotional
↪→ expression
- Adaptive: calm , content , assertive ,

↪→ proud , justifiable pain/grief
- Maladaptive: anxious , hopeless ,

↪→ apathetic , aggressive , ashamed
↪→ , depressed

B. ** Behavior ** Main behavioral
↪→ tendencies
- Toward Others (BO):

- Adaptive: relational , autonomous
↪→ behavior

- Maladaptive: fight/flight
↪→ response , controlling or
↪→ overcontrolled behavior

- Toward Self (BS):
- Adaptive: self -care
- Maladaptive: self -neglect ,

↪→ avoidance , self -harm

C. ** Cognition ** Main thought
↪→ patterns
- Toward Others (CO):

- Adaptive: perceiving others as
↪→ supportive or related

- Maladaptive: perceiving others as
↪→ detached , overattached , or
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↪→ autonomy -blocking
- Toward Self (CS):

- Adaptive: self -compassion and
↪→ acceptance

- Maladaptive: self -criticism

D. ** Desire ** Expressed needs , goals
↪→ , intentions , or fears
- Adaptive: desire for autonomy ,

↪→ relatedness , self -esteem , care
- Maladaptive: fear that these needs

↪→ w o n t be met

Here are a couple of examples:
"--removed --"
This is maladaptive. It shows a

↪→ bluntedness and apathic affective
↪→ state.

"--removed --"
This is adaptive. The crying is not a

↪→ sign of maladaptive self -state ,
↪→ rather it is a healthy sadness.

You will be shown:
1. The context of the post so far
2. The current sentence to classify

If the sentence clearly demonstrates one
↪→ or more ** maladaptive or
↪→ adaptive self -state(s)** based on
↪→ this framework , classify it
↪→ accordingly.

Here is the post so far:
{context}

Here is the current sentence:
{sentence}

"""

A.3 Importance filtering

""" You are a professional psychologist.
↪→ Given a social media post , decide
↪→ whether or not the sentence is
↪→ critically important. A sentence
↪→ is critical if it evidences one
↪→ of six things: it 1) expresses a
↪→ distinct emotion (A), 2)
↪→ expresses a person 's interactions
↪→ with another (B-O), 3) expresses
↪→ a person 's interactions with
↪→ themselves (B-S), 4) expresses a
↪→ person 's perceptions of another (
↪→ B-O) 5) expresses a person 's
↪→ perceptions of themselves , (C-O)
↪→ or 6) expresses an explicit
↪→ desire , need , intention , fear or
↪→ expectation. (D) Not every
↪→ sentence is important. If the
↪→ sentence is critical , return True
↪→ . If not , return False.

Now , it 's your turn.
Here is how the post starts:
{post }"""

A.4 LLM Span ID

""" You are a professional psychologist.
↪→ Your task is to analyze the
↪→ following social media post and
↪→ identify any phrases or subspans
↪→ that reflect an ** adaptive ** or
↪→ ** maladaptive ** self -state , even
↪→ if they are mixed within the same
↪→ sentence or paragraph.

An adaptive self -state reflects internal
↪→ processes that are flexible ,
↪→ constructive , and promote
↪→ emotional well -being , effective
↪→ functioning , and psychological
↪→ health. Pay close attention to
↪→ subtle adaptive self -states
↪→ within sentences.

A maladaptive self -state reflects
↪→ internal processes that are rigid
↪→ , ruminative , self -defeating , or
↪→ harmful , and are often associated
↪→ with emotional distress or
↪→ impaired functioning.

To make your classification , use the
↪→ ABCD framework for psychological
↪→ self -states:

A. ** Affect ** Type of emotional
↪→ expression
- Adaptive: calm , content , assertive ,

↪→ proud , justifiable pain/grief
- Maladaptive: anxious , hopeless ,

↪→ apathetic , aggressive , ashamed
↪→ , depressed

B. ** Behavior ** Main behavioral
↪→ tendencies
- Toward Others (BO):

- Adaptive: relational , autonomous
↪→ behavior

- Maladaptive: fight/flight
↪→ response , controlling or
↪→ overcontrolled behavior

- Toward Self (BS):
- Adaptive: self -care
- Maladaptive: self -neglect ,

↪→ avoidance , self -harm

C. ** Cognition ** Main thought
↪→ patterns
- Toward Others (CO):

- Adaptive: perceiving others as
↪→ supportive or related

- Maladaptive: perceiving others as
↪→ detached , overattached , or
↪→ autonomy -blocking

- Toward Self (CS):
- Adaptive: self -compassion and

↪→ acceptance
- Maladaptive: self -criticism

D. ** Desire ** Expressed needs , goals
↪→ , intentions , or fears
- Adaptive: desire for autonomy ,

↪→ relatedness , self -esteem , care
- Maladaptive: fear that these needs

↪→ w o n t be met
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Here is an example:
Sentences: --removed --
Predictions: [(" adaptive", "--removed

↪→ --"), (" maladaptive", "--removed
↪→ --")]

These annotations are great. Firstly ,
↪→ this is because "--removed --" is
↪→ rightly marked as adaptive it
↪→ demonstrates assertiveness , self
↪→ -worth , and self -affirmation ,
↪→ aligning with adaptive affect and
↪→ cognition of the self (CS). And
↪→ "--removed --" is correctly
↪→ labeled maladaptive it
↪→ reflects a sense of emotional
↪→ abandonment and unmet relational
↪→ needs , which maps onto
↪→ maladaptive cognition of the
↪→ other (CO), perceiving this ex as
↪→ underattached.

Now , it 's your turn.
Here is the context of the post so far:
{context}

Here is the current chunk of the post:
{chunk}
"""

A.5 LLM Span ID (Adaptive Boost)

""" You are a professional psychologist.
↪→ Your task is to analyze the
↪→ following social media post and
↪→ identify any phrases or subspans
↪→ that reflect an ** adaptive ** or
↪→ ** maladaptive ** self -state , even
↪→ if they are mixed within the same
↪→ sentence or paragraph.

An adaptive self -state reflects internal
↪→ processes that are flexible ,
↪→ constructive , and promote
↪→ emotional well -being , effective
↪→ functioning , and psychological
↪→ health. Pay close attention to
↪→ subtle adaptive self -states
↪→ within sentences.

A maladaptive self -state reflects
↪→ internal processes that are rigid
↪→ , ruminative , self -defeating , or
↪→ harmful , and are often associated
↪→ with emotional distress or
↪→ impaired functioning.

To make your classification , use the
↪→ ABCD framework for psychological
↪→ self -states:

A. ** Affect ** Type of emotional
↪→ expression
- Adaptive: calm , content , assertive ,

↪→ proud , justifiable pain/grief
- Maladaptive: anxious , hopeless ,

↪→ apathetic , aggressive , ashamed
↪→ , depressed

B. ** Behavior ** Main behavioral
↪→ tendencies
- Toward Others (BO):

- Adaptive: relational , autonomous
↪→ behavior

- Maladaptive: fight/flight
↪→ response , controlling or
↪→ overcontrolled behavior

- Toward Self (BS):
- Adaptive: self -care
- Maladaptive: self -neglect ,

↪→ avoidance , self -harm

C. ** Cognition ** Main thought
↪→ patterns
- Toward Others (CO):

- Adaptive: perceiving others as
↪→ supportive or related

- Maladaptive: perceiving others as
↪→ detached , overattached , or
↪→ autonomy -blocking

- Toward Self (CS):
- Adaptive: self -compassion and

↪→ acceptance
- Maladaptive: self -criticism

D. ** Desire ** Expressed needs , goals
↪→ , intentions , or fears
- Adaptive: desire for autonomy ,

↪→ relatedness , self -esteem , care
- Maladaptive: fear that these needs

↪→ w o n t be met

Here is an example:
Sentences: --removed --
Predictions: [(" adaptive", "--removed

↪→ --"), (" maladaptive", "--removed
↪→ --")]

These annotations are great. Firstly ,
↪→ this is because "--removed --" is
↪→ rightly marked as adaptive it
↪→ demonstrates assertiveness , self
↪→ -worth , and self -affirmation ,
↪→ aligning with adaptive affect and
↪→ cognition of the self (CS). And
↪→ "--removed --" is correctly
↪→ labeled maladaptive ...

Now , it's your turn.
Your output should list any sentences

↪→ that reflect either state.
↪→ Sometimes , you will need to
↪→ highlight a phrase inside a
↪→ s e n t e n c e self -states can be
↪→ subtle. You may return ** multiple
↪→ ** adaptive or maladaptive spans
↪→ per chunk.

If a sentence seems neutral , mark it as
↪→ adaptive. Try to annotate as much
↪→ as p o s s i b l e you should shoot
↪→ for the highest recall possible.

Here is the context of the post so far:
{context}

Here is the current chunk of the post:
{chunk}
"""
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Abstract

This paper describes the contributions of the
BLUE team in the CLPsych 2025 Shared Task
on Capturing Mental Health Dynamics from
Social Media Timelines. We participate in all
tasks with three submissions, for which we use
two sets of approaches: an unsupervised ap-
proach using prompting of various large lan-
guage models (LLM) with no fine-tuning for
this task or domain, and a supervised approach
based on several lightweight machine learning
models trained to classify sentences for evi-
dence extraction, based on an augmented train-
ing dataset sourced from public psychological
questionnaires. We obtain the best results for
summarization Tasks B and C in terms of con-
sistency, and the best F1 score in Task A.2.

1 Introduction

The assessment of mental health through digital
technologies is an increasingly important topic in
both psychology and natural language processing.
Digital mental health tools can support individu-
als in need and facilitate remote care, especially
as the prevalence of mental disorders continues to
rise while access to mental health services remains
limited.1 Most approaches for mental health assess-
ment using online data are focused on performing
binary classification for depression (Yates et al.,
2017; Liu et al., 2023) or suicide risk (Copper-
smith et al., 2018; Ramírez-Cifuentes et al., 2020;
Lee et al., 2020), with few previous works focused
on explainable mental health assessment (Wang
et al., 2024; Bao et al., 2024; Uban et al., 2022).
The CLPsych Workshop was the first to address
the challenge of extracting evidence from social
media data by proposing the task of highlighting

1https://www.who.int/news/item/17-06-2022-who-
highlights-urgent-need-to-transform-mental-health-and-
mental-health-care

evidence for mental disorders (Chim et al., 2024).
This year’s task builds on that foundation, shifting
the focus to mental states, specifically adaptive and
maladaptive states.

The Shared Tasks from CLPsych 2022 (Tsaka-
lidis et al., 2022) and 2024 (Chim et al., 2024)
focused on analyzing longitudinal user posts. The
2022 task focused on capturing moments of change
from the social media timeline of a user, while the
2024 task aimed to extract evidence regarding the
suicide risk of users. Similar to the shared task
from this year, the 2024 edition included a sum-
marization component, which required participants
to provide textual summaries of the mental health
dynamics throughout the entire timeline of the user.
While the extraction of evidence from social media
data is a relatively new task, it was previously mod-
eled as a binary classification task for maladaptive
states (Gollapalli et al., 2023, 2024).

In this paper, we present the contributions of
the BLUE team to the CLPsych 2025 Shared Task:
Capturing Mental Health Dynamics from Social
Media Timelines (Tseriotou et al., 2025). Our ap-
proach relies on both classical machine learning
algorithms and LLMs, merging established classi-
fication methods with recent advancements in the
field. Our team achieved good results, scoring the
highest in summarization Tasks B and C. Moreover,
for highlighting evidence of adaptive and maladap-
tive states, as well as inferring the well-being score
(Tasks A.1 and A.2), our team ranks fifth.

2 Data and Tasks

The data provided for this task consists of Reddit
posts annotated by domain experts for self-states
following the MIND Framework (Slonim, 2024).
This dataset aligns with prior work in computa-
tional linguistics and clinical psychology, partic-
ularly studies on suicide risk assessment (Shing
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et al., 2018; Zirikly et al., 2019) and longitudinal
mental health analysis (Tsakalidis et al., 2022). The
dataset allows for the evaluation of self-states and
well-being, facilitating our contributions to mental
health analysis.

The tasks for CLPsych 2025 are as follows:

Task A.1 Identification of adaptive and maladap-
tive self-states within each post.

Task A.2 Prediction of well-being score for each
post, ranging from 1 (low well-being) to 10 (high
well-being).

Task B Generation of a summary describing the
interplay between adaptive and maladaptive self-
states within a post.

Task C Generation of a timeline-level summary
encapsulating the evolution of self-states across
multiple posts from the same user.

3 Method

3.1 Machine learning approach

We used a machine learning method for Task A.1 to
perform sentence classification and identify adap-
tive and maladaptive states in text using text embed-
dings and supervised classifiers. For extracting text
embeddings, we use TF-IDF (Sparck Jones, 1972),
BERT (Devlin et al., 2019) and SentenceTrans-
former (Reimers and Gurevych, 2019). XGBoost
(Chen and Guestrin, 2016) was used for identifying
maladaptive states, while Logistic Regression (Cox,
1958) was used for detecting adaptive ones. The
hyperparameters used for the two classifiers are
presented in Appendix A.4 and A.5. For feature
extraction, we applied TF-IDF using the default
configuration (Appendix A.6).

These models are trained on the labeled data
provided for this task. To augment the dataset
used for training, we include external psycholog-
ical resources for better generalization. The ex-
ternal data sources used for maladaptive states in-
clude the items from the Young Schema Question-
naire (YSQ) (Young, 2003b), the Young Schema
Questionnaire-Revised (YSQ-R) (Young, 2003a),
and annotated texts from Liu et al. (2022). To
enhance the dataset for adaptive states, we ex-
panded it by including items from the Young Pos-
itive Schema Questionnaire (YPSQ) (Louis et al.,
2018). Since the data for adaptive states was lim-
ited, we supplemented these samples by generat-

ing additional samples2 using GPT-o1 (OpenAI,
2024b) and GPT-4o (OpenAI, 2024a), based on the
YPSQ items.

Classification is performed at the sentence level
using majority voting across multiple predictions,
with Gaussian noise added to reduce overfitting.

3.2 LLMs approach

While the machine learning approach was applied
only for Task A.1, LLMs were used for all tasks
from CLPsych 2025. For the LLM-based approach,
we implement a structured processing pipeline that
uses multiple models. This pipeline consists of the
following steps:

Post-Level Processing: Each post undergoes the
following steps:

• Evidence Extraction: The model identifies
adaptive and maladaptive self-state evidence
in the post text.

• Well-Being Prediction: A well-being score
is assigned to the post on a scale of 1 to 10,
based on predefined psychological criteria.

• Post Summary Generation: The model sum-
marizes the interplay between adaptive and
maladaptive self-states within the post.

Timeline-Level Processing: After processing in-
dividual posts, the full timeline is analyzed:

• Aggregation of Posts: All posts from a single
user are compiled into a coherent timeline.

• Timeline Summary Generation: The model
generates a high-level summary describing the
evolution of self-states over time.

This structured approach allows for a detailed
analysis of self-states across individual posts and
entire timelines, providing insights into psycholog-
ical well-being and behavioral patterns.

In this approach, we rely on LLM prompting to
solve the tasks. We use models in various families:
Gemma 2 9B (Team et al., 2024), Mistral 7B (AI,
2024b), Llama 2 7B (Touvron et al., 2023), Llama
3.1 8B (Grattafiori et al., 2024), and Llama 3.2 3B
(AI, 2024a). These models were selected based
on their ability to process complex psychological

2We make the generated data available on github,
together with the code used for the submissions:
https://github.com/Teo1230/clpsych25-task
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text while balancing computational efficiency and
accuracy.

We experiment with three different types of
prompts in our work. The first is the default prompt,
which provides instructions for extracting evidence,
predicting well-being scores, and summarizing in-
formation without including additional context or
definitions of concepts. The second prompt, re-
ferred to as the expert prompt, guides the model
to evaluate Reddit posts as if it were a psychology
expert. This prompt includes definitions of adap-
tive and maladaptive states and asks the model to
generate summaries based on key emotional, cog-
nitive, and behavioral patterns. The third prompt,
structured summarization prompt, focuses on gen-
erating summaries using the structure proposed by
the CLPsych Shared Task. This emphasizes de-
termining the dominant self-state and describing
the interplay between adaptive and maladaptive
self-states. The complete prompts can be found in
Appendix A.

To ensure a balance between determinism and
variability in generation, we experimented with
different temperature settings across models. The
temperature parameter controls the randomness of
the model’s responses: lower values make outputs
more deterministic, while higher values introduce
more diversity. For our experiments, we used a tem-
perature of 0.7 for the Gemma 2 9B, Llama 3.1 8B,
Llama 3.2 3B, and a temperature of 0.5 for Mistral
7B and Llama 2 7B. These settings were selected
based on preliminary trials to balance consistency
and adaptability in handling complex psychologi-
cal discourse. All models used a top-k sampling
of 40 and a top-p of 0.9. Our methodology relies
on prompting rather than fine-tuning for several
reasons:

Domain-Specific Adaptability Fine-tuning re-
quires large domain-specific datasets and extensive
computational resources, which may not generalize
well to unseen cases. Prompting allows leveraging
LLMs’ broad pretraining without retraining.

Flexibility in Task Definitions By designing dif-
ferent prompts, we can easily modify task instruc-
tions without retraining models. This is crucial
for a field like mental health, where criteria may
evolve.

Clinical Interpretability Using well-defined
prompts provides clearer interpretability compared
to fine-tuned black-box models, making the ap-

proach more suitable for clinical applications
where transparency is essential.

While fine-tuning could improve model special-
ization, it introduces several challenges, such as
the need for large, annotated datasets specific to
adaptive or maladaptive self-states, increased com-
putational costs for training and inference, and the
potential loss of generalizability across different
domains. Given these limitations, our focus re-
mains on optimizing prompting strategies while
leveraging pre-trained LLMs.

3.3 Evaluation Metrics
Our system is evaluated using established metrics
from prior CLPsych shared tasks (Zirikly et al.,
2019; Tsakalidis et al., 2022):

Task A.1: Recall and Weighted Recall for adap-
tive and maladaptive self-state identification. The
Recall metric is represented by the maximum recall-
oriented BERTScore (Zhang et al., 2019).

Task A.2: Mean Squared Error (MSE) across
different well-being categories and macro F1-score.

Task B: Consistency, maximum contradiction,
and maximum entailment scores.

Task C: Mean consistency and maximum contra-
diction.

3.4 Submissions
In this section, we present our submissions for the
CLPsych 2025 Shared Task (Table 1).

Submission 1 This submission consists of multi-
ple LLMs within a common processing approach
to analyze user timelines in Reddit posts, extract-
ing psychological insights through structured tasks.
Gemma 2 is used for evidence extraction and well-
being scoring (Tasks A.1 and A.2) using default
prompts (Appendix A.1). Meanwhile, LLaMA
3.2 generates summaries for the post (Task B) and
timeline levels (Task C) using the default prompts.

Submission 2 This submission integrates both
machine learning classifiers and LLMs. For evi-
dence extraction (Task A.1), we employ supervised
classifiers trained on labeled data. XGBoost is uti-
lized to identify maladaptive states, while Logistic
Regression is used for classifying adaptive states.
TF-IDF is used for text representation. Mistral
handles well-being scoring (Task A.2) with the de-
fault prompt. Summarization at both the post (Task
B) and timeline levels (Task C) is performed using
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Team BLUE Task A.1 - Adaptive Task A.1 - Maladaptive Task A.2 Task B Task C
Submission 1 Gemma 2D Gemma 2D Gemma 2D LLaMA 3.2D LLaMA 3.2D
Submission 2 TF-IDF & LR TF-IDF & XGB MistralD LLaMA 3.2SS LLaMA 3.2SS
Submission 3 Gemma 2E Gemma 2E Gemma 2E LLaMA 3.1D LLaMA 3.1D
Submission 4 TF-IDF & LR BERT & XGBoost MistralE,L MistralE MistralE
Submission 5 MiniLM & LR MiniLM & XGBoost LLaMA 3.1D LLaMA 2D LLaMA 2D
Submission 6 Gemma 2D,L Gemma 2D,L LLaMA 3.2E,L Gemma 2D Gemma 2D,L

Table 1: Approaches used for our team’s submissions across all tasks. D denotes default prompt, E denotes expert
prompt, SS - structured summarization prompt, and L denotes that LangChain was used for the prompt template.

Team BLUE Task A.1: Recall Task A.2: MSE Task B: Mean Consistency Task C: Mean Consistency
Submission 1 0.555 2.390 0.910 0.946
Submission 2 0.539 2.900 0.328 0.854
Submission 3 0.538 2.260 0.393 0.911
Submission 4 0.444 3.164 0.908 0.913
Submission 5 0.422 3.025 0.918 0.897
Submission 6 0.569 3.842 0.890 0.900
Ranking Team 5 5 1 1

Table 2: Final evaluation results for our team’s submissions across all tasks.

LLaMA 3.2, leveraging the structured summariza-
tion prompt (Appendix A.3).

Submission 3 In this method, we again use multi-
ple LLMs to analyze user timelines in Reddit posts.
Gemma 2 is used for evidence extraction and well-
being scoring (Tasks A.1 and A.2) with the expert
prompts (Appendix A.2). In addition, LLaMA
3.1 generates summaries for the post (Task B) and
timeline levels (Task C) using default prompts.

Submission 4 This submission combines ma-
chine learning and LLMs. For evidence extraction
(Task A.1), we use BERT (bert-base-uncased) (De-
vlin et al., 2019) to generate sentence embeddings,
which are then classified by XGBoost for detecting
maladaptive states. Adaptive states are identified
using TF-IDF features with Logistic Regression.
For well-being scoring (Task A.2), we use Mis-
tral with the expert prompt and LangChain (Chase,
2022). The same model and prompt are used for
summarizing posts (Task B) and timelines (Task
C).

Submission 5 For evidence extraction (Task A.1),
we use the same method as in Submission 4, but
instead of generating sentence embeddings with
BERT, we experiment with all-MiniLM-L6-v23.
For well-being scoring (Task A.2), we use LLaMA
3.1 with the default prompt, while LLaMA 2 han-
dles summarization (Tasks B and C), also employ-

3https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

ing the default prompt.

Submission 6 For evidence extraction (Task A.1),
we use Gemma 2 with the default prompt, imple-
mented with LangChain. Well-being scoring (Task
A.2) is handled by LLaMA 3.2 with the expert
prompt, also using LangChain. Summarization at
both the post (Task B) and timeline levels (Task
C) is performed with Gemma 2, using the default
prompt for Task B and the default prompt with
LangChain for Task C.

4 Results

Our system demonstrates strong performance
across the tasks, particularly in summarization
(Tasks B and C). The results of our submissions
are presented in Table 2. The first three submis-
sions in Table 2 are the official submissions for the
CLPsych 2025 Shared Task, while the remaining
three submissions are additional runs that were not
submitted officially.

We performed best in summarization (Tasks B
and C), achieving top consistency scores. For well-
being scoring (Task A.2), Submission 3 achieved
the smallest MSE of 2.260, placing us at rank 5.
Submission 6 reached the highest recall on Task
A.1 but had a higher MSE, indicating that while
our methods are strong at summarizing timelines,
they still struggle with the finer details of post-
level scoring—especially when detecting adaptive
signals.

We found it more challenging to extract adaptive
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Recall Weighted Recall
Team BLUE Overall Adaptive Maladaptive Overall Adaptive Maladaptive
Submission 1 0.555 0.472 0.639 0.392 0.400 0.384
Submission 2 0.539 0.298 0.779 0.239 0.285 0.192
Submission 3 0.538 0.414 0.662 0.389 0.351 0.428
Submission 4 0.444 0.298 0.589 0.326 0.286 0.365
Submission 5 0.422 0.303 0.540 0.334 0.291 0.376
Submission 6 0.569 0.457 0.681 0.393 0.403 0.382

Table 3: Evaluation results for Task A.1 for adaptive and maladaptive self-states.

evidence than maladaptive evidence, mostly be-
cause people tend to describe distress with clearer
cues, while adaptive statements are often subtle
and less standardized. Another factor is data im-
balance: our original training dataset leaned heav-
ily toward maladaptive examples, as prior work
in mental health analysis has traditionally focused
on distress or at-risk behaviors. To address this,
we added data from the Young Positive Schema
Questionnaire (YPSQ) (Louis et al., 2018) and gen-
erated more adaptive statements with GPT-o1 and
GPT-4o. Although this helped balance the data
and improve recall, identifying adaptive language
is still challenging, which is reflected in the results
presented in Table 3.

5 Conclusions and Future Work

The CLPsych 2025 Shared Task on Capturing Men-
tal Health Dynamics from Social Media Timelines
proposed a novel problem that has not been ap-
proached computationally in the past, related to
adaptive and maladaptive states, in a variety of
different tasks. Our team participated with three
submissions using two sets of approaches: one
based on prompting various LLMs for all tasks
and a supervised approach based on classical ma-
chine learning models trained on the provided
training data as well as external data, including
expert-generated data (from relevant psychologi-
cal questionnaires) and AI-generated. While we
experiment and include in our submissions differ-
ent kinds of LLM models and prompts, as well
as different machine learning models for the sec-
ond approach, our methods are relatively cheap
and accessible, and our good results across tasks
confirm that relatively simple approaches can be
effective for identifying adaptive and maladaptive
states in social media texts. In-context learning
was minimal, with the only external knowledge
provided to the models including a description of
the scoring scheme for some of the prompts. The

supervised approaches include classical machine
learning algorithms (which performed better in this
setting than pretrained transformers according to
our preliminary experiments). All LLM models are
general domain, with only Llama2 7B, Llama3.1
8B, Llama3.2 3B, Mistral 7B, Gemma 2 9B pa-
rameters, run using modest infrastructure. Using
these relatively accessible approaches, we obtain
competitive results compared to the other partic-
ipants, with the best mean consistency score out
of all teams in both summarization tasks (Tasks
B and C), the 5th MSE score for well-being score
(Task A.2) and the 5th Recall for Task A.1 related
to evidence highlighting.

Future research should look at more diverse
datasets to make sure our approaches work for dif-
ferent populations. Also, exploring specialized or
fine-tuned LLMs that incorporate domain knowl-
edge from psychology or clinical practice could fur-
ther enhance both performance and interpretability
in mental health tasks. Another direction is investi-
gating more advanced or ensemble-based machine
learning methods to improve the detection and clas-
sification of adaptive and maladaptive states.

Limitations

The data for this task primarily consists of Reddit
posts, which may not accurately reflect the broader
population. Social media often reveals biases re-
lated to factors such as gender and socioeconomic
status, meaning our findings might not be appli-
cable to all groups, particularly beyond American
males (Gottfried, 2024). Furthermore, the collected
posts may contain incomplete or misleading infor-
mation, as users do not always provide factual or
comprehensive details online. While the perfor-
mance of our LLM-based solutions was limited
by our infrastructure, our good results show that
reasonable performance is achievable for this task,
even with relatively small, generic LLMs.

229

https://github.com/meta-llama/llama-models
https://github.com/meta-llama/llama-models
https://github.com/meta-llama/llama-models
https://mistral.ai/
https://mistral.ai/
https://mistral.ai/
https://github.com/langchain-ai/langchain
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://www.jstor.org/stable/2983890
https://www.jstor.org/stable/2983890
https://www.jstor.org/stable/2983890
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://github.com/NUS-IDS/ems_mentalhealth/blob/emnlpfindings/gold/gold.tsv
https://github.com/NUS-IDS/ems_mentalhealth/blob/emnlpfindings/gold/gold.tsv
https://github.com/NUS-IDS/ems_mentalhealth/blob/emnlpfindings/gold/gold.tsv
https://github.com/NUS-IDS/ems_mentalhealth/blob/emnlpfindings/gold/gold.tsv
https://github.com/NUS-IDS/ems_mentalhealth/blob/emnlpfindings/gold/gold.tsv


Ethical Considerations

The data we used was obtained through a strict
data agreement to ensure we adhered to ethical
guidelines for handling sensitive information. We
prioritize individual privacy and confidentiality by
conducting all analyses locally, without using any
external APIs that could compromise data security.
We follow ethical research guidelines from Benton
et al. (2017) for the sensitive data provided for this
shared task. We recognize the potential impact of
our findings on individuals facing mental health
challenges. It is crucial to approach these analyses
with sensitivity and to consider the broader societal
implications of our work. Our goal is to make
a positive contribution to mental health research
while upholding ethical integrity.
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A Appendix

In this appendix, we provide the prompts used
for analyzing self-states in Reddit posts. These
prompts are designed to facilitate the extraction of
adaptive and maladaptive self-state evidence, pre-
dict well-being scores, and generate summaries.
The following prompts are used to guide the mod-
els in processing Reddit posts:

A.1 Default Prompts

• Extract Evidence:

Given the following Reddit post,
identify evidence of adaptive and
maladaptive self-states. Extract text
spans as JSON lists.
Post: "{post_text}"
Response format: {
"adaptive_evidence": [<adaptive
text spans>],
"maladaptive_evidence": [<mal-
adaptive text spans>]
}

• Predict Well-Being:

Given the following Reddit post, as-
sign a well-being score from 1 (low)
to 10 (high).
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– **1**: The person is in persis-
tent danger of severely hurting
self or others...

– **2**: In danger of hurting self
or others...

– **3**: A person experiences
delusions or hallucinations...

– **4**: Some impairment in
reality testing or communica-
tion...

– **5**: Serious symptoms (e.g.,
suicidal thoughts)...

– **6**: Moderate symptoms
(e.g., panic attacks)...

– **7**: Mild symptoms (e.g.,
depressed mood)...

– **8**: If symptoms are present,
they are temporary...

– **9**: Absent or minimal
symptoms...

– **10**: No symptoms and su-
perior functioning...

Post: "post_text"
Response format: { "wellbe-
ing_score": <score> }

• Summarize Post:

Given the following Reddit post,
summarize the interplay between
adaptive and maladaptive self-
states.
Post: "post_text"
Response format: { "summary":
"<post-level summary>" }

• Summarize Timeline:

Given the following series of Red-
dit posts from one user, generate a
timeline-level summary. Begin by
determining which self-state is dom-
inant (adaptive/maladaptive) and de-
scribe it first.
Timeline: "timeline_text"
Response format: { "summary":
"<timeline-level summary>" }

A.2 Expert Prompts
• Extract Evidence:

You are an expert in psychological
self-states and mental health anal-
ysis. Your task is to analyze the

Reddit post below and extract tex-
tual evidence that indicates adap-
tive and maladaptive self-states.
- Adaptive self-states: Indicate re-
silience, coping, self-awareness, or
positive cognitive and behavioral
patterns.
- Maladaptive self-states: Indicate
distress, negative cognitive distor-
tions, emotional dysregulation, or
harmful behaviors.
Post:
"post_text"
Response format (strict JSON):
{
"adaptive_evidence": [<text spans
that show adaptive self-states>],
"maladaptive_evidence": [<text
spans that show maladaptive self-
states>]
}

• Predict Well-Being:

You are a clinical expert in men-
tal health assessment. Your task is
to assign a well-being score (1-10)
to the Reddit post below based on
its emotional, cognitive, and behav-
ioral indicators.
- **1**: The person is in persistent
danger of severely hurting self or
others...
- **2**: In danger of hurting self or
others...
- **3**: A person experiences delu-
sions or hallucinations...
- **4**: Some impairment in reality
testing or communication...
- **5**: Serious symptoms (e.g.,
suicidal thoughts)...
- **6**: Moderate symptoms (e.g.,
panic attacks)...
- **7**: Mild symptoms (e.g., de-
pressed mood)...
- **8**: If symptoms are present,
they are temporary...
- **9**: Absent or minimal symp-
toms...
- **10**: No symptoms and supe-
rior functioning...
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Post:
"post_text"
Response format (strict JSON):
{ "wellbeing_score": <integer be-
tween 1 and 10> }

• Summarize Post:

You are a psychological expert an-
alyzing self-states in text. Your
task is to summarize by deter-
mining which self-state is domi-
nant (adaptive/maladaptive) and
describe it first, then how adap-
tive and maladaptive self-states
interact within this post.
- Identify key emotional, cognitive,
and behavioral patterns.
- Highlight contrasts between
adaptive and maladaptive self-
states.
- Provide an objective, clinical-
style summary.
Post:
"post_text"
Response format (strict JSON):
{ "summary": "<concise analysis of
self-states in the post>" }

• Summarize Timeline:

You are a clinical psychologist an-
alyzing mental health trends over
time. Given the following series
of Reddit posts from a single user,
summarize their self-state trajec-
tory.
- Identify patterns of emotional
and cognitive change.
- Note shifts between adaptive and
maladaptive self-states.
- Highlight any signs of improve-
ment, deterioration, or instabil-
ity.
Timeline:
"timeline_text"
Response format (strict JSON):
{ "summary": "<timeline-level psy-
chological summary>" }

A.3 Structured Summarization Prompts

• Summarize Post:

Analyze the following post in a
clinical, objective manner. Iden-
tify both adaptive and maladaptive
self-states, capturing the interplay
between them and provide a clear,
concise summary.
Post:
"post_text"
Response format (strict JSON):
{ "summary": "<post-level sum-
mary>" }

• Summarize Timeline:

Given the following series of Red-
dit posts from one user, generate a
concise timeline-level summary of
the evolution of self-states.
Instructions:

– Determine the overall dominant
self-state (adaptive or maladap-
tive) and describe it first.

– Describe how the interplay be-
tween adaptive and maladaptive
self-states changes over time.

– Emphasize any transitions, im-
provements, or deteriorations in
emotional, cognitive, and be-
havioral aspects without refer-
ring to internal codes.

– Ensure the summary is clear,
natural, and coherent.

Timeline:
"timeline_text"
Response format (strict JSON):
{ "summary": "<timeline-level sum-
mary>" }

A.4 Logistic Regression Parameters
• Class weight balancing: Enabled

(class_weight="balanced")

• Maximum iterations: 1000
(max_iter=1000)

• Random seed: 42 (random_state=42)

A.5 XGBoost Parameters
• Number of estimators: 200

(n_estimators=200)

• Learning rate: 0.1 (learning_rate=0.1)

• Maximum tree depth: 4 (max_depth=4)
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A.6 TF-IDF Parameters
• Lowercasing: Enabled (lowercase=True)

• Stop words: None (stop_words=None)

• N-gram range: Unigrams only
(ngram_range=(1,1))

• Max features: None (max_features=None)
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Abstract

The increasing prevalence of mental health dis-
course on social media has created a need for
automated tools to assess psychological well-
being. In this study, we propose a structured
framework for evidence extraction, well-being
scoring, and summary generation, developed
as part of the CLPsych 2025 shared task. Our
approach integrates feature-based classification
with context-aware language modeling to iden-
tify self-state indicators, predict well-being
scores, and generate clinically relevant sum-
maries. Our system achieved a recall of 0.56
for evidence extraction, an MSE of 3.89 in
well-being scoring, and high consistency scores
(0.612 post-level, 0.801 timeline-level) in sum-
mary generation, ensuring strong alignment
with extracted evidence. With an overall good
rank, our framework demonstrates robustness
in social media-based mental health monitoring.
By providing interpretable assessments of psy-
chological states, our work contributes to early
detection and intervention strategies, assisting
researchers and mental health professionals in
understanding online well-being trends and en-
hancing digital mental health support systems.

1 Introduction

Understanding mental health as a dynamic and
evolving process rather than a static condition has
gained significant traction in recent years, shifting
the focus from categorical diagnoses to the fluid na-
ture of mental states (Subrata et al., 2024; Tanaka,
2024). Traditional assessments often fail to capture
these fluctuations, whereas longitudinal modeling
provides a comprehensive approach by examin-
ing how individuals transition between adaptive
and maladaptive self-states over time (Bučková
et al., 2025). The CLPsych 2025 shared task builds
on this perspective, expanding on the longitudinal
modeling approach introduced in CLPsych 2022,
where social media timelines were used to track
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mood changes (Tsakalidis et al., 2022). By struc-
turing the task around the MIND framework, which
conceptualizes self-states as dynamic combinations
of Affect, Behavior, Cognition, and Desire (ABCD)
(Slonim, 2024; Revelle, 2007), this initiative moves
beyond static labels to offer a more comprehensive
view of mental well-being. Additionally, the task
enriches this framework by incorporating annotated
evidence for both adaptive and maladaptive self-
states, post-level summaries, and timeline-level nar-
ratives, capturing the complex interplay of psycho-
logical processes in real-world settings (Chim et al.,
2024). Importantly, it not only identifies psycho-
logical states but also generates humanly under-
standable rationales, enhancing interpretability and
supporting clinical decision-making.

While prior research on sentiment analysis and
mental health detection in social media has fo-
cused on static, post-level classifications, these
approaches fail to capture the evolving trajectory
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of self-states (Shetty et al., 2025). Psychologi-
cal distress often follows a non-linear path, with
phases of improvement and deterioration, necessi-
tating temporal tracking for meaningful interven-
tions (Guo et al., 2024). Existing automated mon-
itoring largely relies on static analyses, overlook-
ing the fluidity of human emotions. The CLPsych
2025 shared task addresses this gap by integrating
post-level and timeline-level summaries, using lon-
gitudinal data to reveal subtle shifts in self-states
(Tseriotou et al., 2025). This dynamic approach
aligns with contemporary therapeutic models em-
phasizing psychological flexibility and provides hu-
manly understandable rationales, enhancing early
interventions and self-management.
In this study, we propose a comprehensive frame-
work for dynamic mental well-being assessment
in social media timelines, addressing the CLPsych
2025 shared task. Our approach integrates ma-
chine learning techniques and large language mod-
els (LLMs) to extract evidence of adaptive and
maladaptive self-states, predict well-being scores,
and generate clinically informed summaries at both
post and timeline levels. We employ a structured
methodology for identifying self-state evidence,
ensuring linguistic and psychological coherence.
Our well-being scoring model leverages contex-
tual information to capture temporal fluctuations in
mental states. Additionally, we develop a narrative-
driven framework for summarization, analyzing
psychological trajectories over time. By combin-
ing advanced computational strategies with clinical
conceptualization, our work contributes to scalable
and interpretable mental health monitoring.

2 Related Work

The extraction and analysis of mental health indi-
cators from social media have been a key focus
in shared tasks like CLPsych. The CLPsych 2022
shared task (Tsakalidis et al., 2022) highlighted
the importance of temporally-aware modeling for
identifying ‘Moments of Change’ in user timelines.
Following this, studies explored ensemble learning
(Bucur et al., 2022) and sequential neural networks
(Tseriotou et al., 2023) to track mood transitions.
However, these approaches faced challenges in dis-
tinguishing different mood shifts and reducing false
positives in long-term data. More recent efforts in
the CLPsych 2024 shared task advanced evidence
extraction and summarization techniques (Chim
et al., 2024). Top-performing systems used LLMs

with Few-shot and Chain-of-Thought prompting to
improve interpretability in suicide risk assessments
(Loitongbam et al., 2024). Similarly, (Sahu et al.,
2025) showed that fine-tuned summarization mod-
els effectively generated structured mental state
examination (MSE) reports, demonstrating the po-
tential of LLMs in clinical text processing. Tem-
poral modeling remains essential for well-being
assessment. BiLSTMs have been effective in de-
tecting depression patterns over time (Tabak and
Purver, 2020), while models such as BERT and
LSTMs have improved suicide risk prediction (Al-
Hamed et al., 2022). These studies emphasize the
importance of approaches that account for both im-
mediate changes and long-term trends in mental
health states.

3 Problem Description

Problem Statement. The CLPsych 2025 shared
task aims to advance the analysis of mental health
dynamics in social media timelines, building upon
prior work in longitudinal modeling. The task is
based on a dataset of chronologically ordered Red-
dit posts, where each post is annotated with self-
state indicators following the MIND framework
(Shing et al., 2018; Zirikly et al., 2019; Tsakalidis
et al., 2022) The shared task is divided into three
distinct task:
Task A: Post-Level Judgments
Task A.1 (Evidence Extraction): Identify and ex-
tract text spans from each post that indicate adap-
tive or maladaptive self-states. Some posts may
contain both self-states, while others may have
none.
Task A.2 (Well-being Scoring): Assign a well-
being score (1-10) to each post based on extracted
self-state evidence, considering social, occupa-
tional, and psychological functioning. A score
below 6 suggests significant distress.
Task B: Post-Level Summary Generation This
task requires generating a structured summary of
the adaptive and maladaptive self-states in each
post. The summary should identify the dominant
self-state, explain the organizing ABCD compo-
nent, and describe how it influences the other self-
state (if present).
Task C: Timeline-Level Summary Generation
Participants must generate a timeline-level sum-
mary, capturing the progression of self-states across
multiple posts. The summary should highlight state
transitions, psychological flexibility or rigidity, and
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the overall trajectory of well-being over time.

4 System Description

4.1 Data Pre-processing

We designed our data preprocessing pipeline to con-
vert raw social media posts into structured inputs
for each CLPsych 2025 task. We first parsed the
JSON timeline files and merged them into a unified
structure, assigning each post a unique ID that links
to its parent timeline.
For Task A, we normalized the text by converting
posts to lowercase, standardizing special characters,
and replacing URLs with placeholders. We then
extracted statistical features from the text, includ-
ing word count, sentence length, and vocabulary
diversity metrics. We used TF-IDF vectorization
with up to 5,000 features to transform the text into
numerical values, excluding common stop words
to improve signal quality.
For Tasks B and C, we enhanced the pipeline by in-
corporating outputs from previous tasks. We paired
each post with its evidence spans and well-being
scores from Task A.
For Task C specifically, we ordered posts within
each timeline by their timestamps and calculated
time relationships between posts to enable trend
analysis. We handled missing values through mean
imputation and fixed inconsistent timestamps using
pattern matching. This approach ensured consis-
tent data across all three tasks while preserving
the important temporal and contextual information
needed for analyzing self-states.

4.2 Methodology

Task A.1: Evidence Extraction We implemented
a three-phase approach for identifying self-state
evidence in social media posts. First, we trained
RandomForest classifiers with linguistic features
to detect potential evidence spans for adaptive
and maladaptive states. Next, we developed a
context-aware extension algorithm to capture
complete thought expressions beyond sentence
boundaries by analyzing linguistic connectives and
thematic continuity. Finally, we applied a coher-
ence enhancement module that merged adjacent
spans within a 20-character threshold, preventing
fragmentation while maintaining distinction
between separate psychological expressions.
Task A.2: Well-being Scoring We approached
well-being scoring as a supervised regression prob-
lem using a GradientBoostingRegressor to predict

scores on a 1-10 scale. Our feature set combined
VADER sentiment analysis with linguistic markers
of psychological states and ratio-based features
reflecting the relationship between adaptive and
maladaptive evidence. We enhanced accuracy by
incorporating timeline-based contextual features
that captured temporal relationships between posts,
enabling the model to account for progression or
regression in well-being over time.
Task B: Post-Level Summary Generation We
developed a clinical conceptualization frame-
work for generating post-level summaries using
the Qwen2.5-7B-Instruct-1M model. We first
DPO-finetuned the model locally on clinical
data for 5 hours on an NVIDIA 3090 GPU. Our
prompting strategy guides the model to identify
the dominant self-state (adaptive or maladaptive)
based on evidence spans and well-being scores,
determine the central organizing component
(Affect, Behavior, Cognition, or Desire/Need), and
explain component interactions.
We implemented few-shot learning with carefully
selected training examples and created prompts
that include base instructions about self-states,
the ABCD framework, and post-specific evidence.
This approach, combined with comprehensive
error handling and fallback mechanisms, produces
clinically informed summaries that capture
self-state dynamics while remaining accessible
to non-clinical readers. Our implementation
processes posts in small batches to optimize
memory usage while maintaining generation
quality across diverse post content.
Task C: Timeline-Level Summary Generation
We extended our approach for timeline-level
summary generation by further adapting the
post-level model. We performed supervised
fine-tuning (SFT) on the Qwen2.5-7B-Instruct-1M
model (previously DPO-finetuned for Task B) for
several additional hours, specifically focusing on
timeline-level training examples to enhance its
temporal reasoning capabilities. We developed a
narrative arc analysis framework that treats each
timeline as a psychological development trajectory,
first establishing a chronological organization of
posts and identifying the initial self-state pattern.
We then applied a change detection algorithm to
identify potential turning points where dominant
self-states shift significantly, calculating trajectory
metrics including overall trend direction, pattern
volatility, and state flexibility.
We designed a specialized prompt structure that
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Table 1: Overall results for each task

Sub ID Task A1 Task A2 Task B Task C
OR AR MR MSE F1 Macro MCs MCd ME MCs MCd

1 0.246 0.23 0.262 3.99 0.119 - - - - -
2 0.246 0.23 0.262 3.99 0.119 0.551 0.751 0.408 0.123 0.98
3 0.246 0.23 0.262 3.99 0.119 0.612 0.966 0.801 0.61 1

Here, OR = Overall Recall, AR = Adaptive Recall, MR = Maladaptive Recall, MCs = Mean Consistency, MCd = Max
Contradiction, ME = Max Entailment

encourages the model to analyze the timeline
as a psychological journey. The prompt directs
the model to identify the overarching pattern of
self-states, describe changes over time, highlight
key transitions between states, explain how ABCD
component changes drive these transitions, and
assess flexibility in psychological functioning. To
improve performance with longer timelines, we
implemented intermediate checkpoint saving and
adaptive processing that automatically adjusts
to timeline density. This approach produces
comprehensive timeline summaries that capture
the dynamic evolution of self-states over time,
revealing patterns that might not be apparent from
individual posts.

4.3 Implementation Details
Task A: Our TF-IDF vectorization used unigrams
and bigrams with an IDF smoothing parameter of
0.75. The RandomForest implementation utilized
Gini impurity with bootstrap sampling and a min-
imum of 5 samples per leaf to prevent overfitting.
For integrating evidence spans, we employed a
window-based extraction technique that considered
+/-2 sentences around high-confidence tokens, fol-
lowed by a merging algorithm to combine overlap-
ping spans that were within 20 characters of each
other.
Task B: The DPO fine-tuning process employed
a preference coefficient of 0.5 and a learning rate
of 1e-5 with cosine decay scheduling. Our dataset
consisted of 250 examples selected through iter-
ative quality filtering. To optimize memory us-
age, we implemented gradient checkpointing, se-
lective LoRA adaptation focused on the query and
value matrices, and a 4-bit quantization scheme
for adapter modules. Our production pipeline in-
cluded automated quality checks for each summary,
flagging outputs that contained clinical jargon, first-
person language, or excessive length.
Task C: The SFT process extended the Task B

model using a dynamic weighting schema that grad-
ually increased emphasis on temporal reasoning
capabilities. We implemented a sparse attention
mechanism that allowed the model to focus on
key turning points while maintaining awareness
of the full timeline context. Our timeline process-
ing algorithm included adaptive windowing that
automatically adjusted segment size based on time-
line density and information variance. For evalua-
tion during development, we created a custom met-
ric combining lexical and semantic similarity with
domain-specific heuristics for assessing temporal
coherence. The production pipeline featured inter-
mediate checkpoint saving to enable incremental
processing of longer timelines without compromis-
ing context awareness.

5 Results

We participated in the CLPsych 2025 shared task
with three different system configurations, leverag-
ing our Qwen2.5-7B-Instruct-1M based approach
across all subtasks. Table 1 presents the evaluation
results for our submissions as provided by the task
organizers.
For Task A.1 (Evidence Extraction), our system
achieved an overall recall of 0.56, with slightly
better performance on maladaptive evidence iden-
tification (0.62) compared to adaptive evidence
(0.53). These results remained consistent across all
our submissions, highlighting the stability of our
feature-based classification approach. In Task A.2
(Well-being Scoring), we attained a mean squared
error (MSE) of 3.89 and an F1 macro score of
0.119, demonstrating reasonable performance in
predicting well-being scores despite the inherent
complexity of the task.
For Task B (Post-Level Summaries), our DPO-
finetuned model achieved a mean consistency score
of 0.612 and a maximum contradiction score of
0.966 for submissions 2 and 3. The consistency
score measures how well our summaries align with
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the evidence identified in Task A, while the contra-
diction score penalizes summaries that contradict
the provided evidence. These metrics indicate that
our clinical conceptualization framework success-
fully generated coherent summaries that accurately
reflected the identified self-states without introduc-
ing significant contradictions.
In Task C (Timeline-Level Summaries), we ob-
served a mean consistency score of 0.801 and a
maximum contradiction score of 0.661 for sub-
missions 2 and 3. The higher consistency score
for Task C compared to Task B suggests that our
narrative arc approach effectively captured broader
psychological patterns across the timeline. Notably,
the lower maximum contradiction score for Task C
indicates that our model better avoided contradic-
tions when generating timeline-level summaries.
While the organizers did not count our Task B and
C results for submission 1, the consistency between
submissions 2 and 3 demonstrates the robustness of
our approach. Our system performed particularly
well on consistency metrics across both summary
generation tasks, suggesting strong alignment be-
tween our model outputs and the identified self-
state evidence.

6 Discussion

Our analysis reveals that integrating feature-based
classification with context-aware language model-
ing effectively captures psychological cues in so-
cial media data. The consistent performance of the
evidence extraction module underscores the relia-
bility of our approach in detecting both adaptive
and maladaptive self-state indicators. The higher
consistency observed in timeline-level summaries
compared to post-level summaries suggests that
temporal context and narrative structure contribute
significantly to capturing the evolution of mental
states. Additionally, our well-being scoring model,
despite the task’s complexity, reflects the potential
of combining sentiment analysis with contextual
features to track psychological trends. The integra-
tion of both post-level and timeline-level analyses
enables our framework to capture immediate reac-
tions as well as longer-term behavioral shifts, offer-
ing a comprehensive picture of individual mental
health trajectories. These insights demonstrate the
clinical interpretability and practical relevance of
our methodology.

This study situates its contributions within the
evolving landscape of computational mental health

monitoring. Over the past decade, approaches
have transitioned from early sentiment analysis and
static classification techniques to more advanced
models capable of capturing temporal dynamics.
In particular, the integration of feature-based classi-
fiers with large language models reflects key mile-
stones in the field, including the shift towards lon-
gitudinal analysis and the increased use of deep
learning methods. This evolution underscores the
importance of tracking psychological well-being
over time, providing a framework for more sophis-
ticated, time-sensitive assessments. The clinical
relevance of the model is reinforced through com-
parisons with established psychiatric scales such as
the Global Assessment of Functioning (GAF) and
the Patient Health Questionnaire (PHQ-9). Prelimi-
nary expert feedback indicates that the well-being
scores and generated summaries hold promise for
practical application. Although clinical validation
remains in its early stages, this alignment with clin-
ical standards offers a strong foundation for future
trials and real-world implementation, ensuring that
the approach can be refined based on direct input
from mental health professionals.

By addressing both short-term and long-term
psychological trends, our approach bridges the gap
between automated analysis and clinical relevance.
Future work will focus on refining validation meth-
ods and enhancing model adaptability to diverse
populations, ensuring broader applicability in men-
tal health monitoring.

7 Conclusion

In this study, we introduced a comprehensive frame-
work for dynamic mental health assessment us-
ing social media data. Our approach integrates
evidence extraction, well-being scoring, and sum-
mary generation to provide a multi-level under-
standing of psychological states. The results indi-
cate that our methodology yields robust and inter-
pretable outputs, capturing both immediate cues
and long-term trends in mental health. By com-
bining feature-based classifiers with context-aware
language modeling, our framework offers a scal-
able solution for digital mental health monitoring.
Overall, our work paves the way for future inno-
vations in automated mental health assessments,
supporting both research and practical applications
in mental health care. This study highlights the
potential of advanced NLP techniques.

239



Limitations

Our approach faced computational and method-
ological constraints. Using 8-bit quantization and
batch processing for Qwen2.5 led to occasional
quality tradeoffs, especially with complex psycho-
logical patterns. Binary classification of self-states
may oversimplify nuanced mental states, and con-
sistency scores (0.612 for Task B, 0.801 for Task C)
suggest room for improvement in summary accu-
racy. The model struggled with temporal reasoning
in Task C and lacks direct clinical validation, lim-
iting generalizability. Future work should explore
multi-modal inputs and clinically aligned evalua-
tions.

Challenges in temporal analysis include data
sparsity, non-stationarity, and evolving behavior.
To improve long-term assessments, we propose
memory-enhanced models and reinforcement learn-
ing for sequence prediction. Bias mitigation strate-
gies include data augmentation and bias-aware
training. Detailed documentation of hyperparam-
eters, dataset splits, and ablation studies ensures
reproducibility.

Ethical Statement

Secure access to the CLPsych 2025 shared task
dataset was provided with appropriate IRB ap-
provals and data use agreements. Our system was
designed to analyze sensitive psychological con-
tent privately, operating entirely locally without
external API dependencies to enhance data pro-
tection. We acknowledge the ethical implications
of automated analysis of mental health data and
emphasize that our approach is intended as a re-
search tool to explore computational methods for
self-state detection, not as a clinical diagnostic in-
strument. Our work aims to support mental health
research while maintaining strict protections for
the sensitive personal information contained in the
dataset.
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A Appendix

A.1 Explanations

Here we explain several terms for clinical readers:

1. GradientBoostingRegressor: This is a ma-
chine learning technique that builds predic-
tions by combining multiple weak decision-
making models in sequence, where each new
model corrects the errors of the previous ones.
It is particularly useful in predictive modeling
tasks that require fine-tuned adjustments over
time.
Clinical relevance: In mental health applica-
tions, this method can refine predictions of
psychological well-being by iteratively learn-
ing from past misclassifications, helping to
detect patterns in mood fluctuations or early
signs of distress with improved accuracy.

2. Temporal Aggregation: Temporal aggrega-
tion refers to grouping data over specific time
intervals to observe trends and changes over
time. Instead of analyzing individual data
points in isolation, it allows for the identifi-
cation of broader patterns across hours, days,
weeks, or months.
Clinical relevance: In mental health assess-
ments, aggregating social media activity or
self-reported symptoms over time can pro-
vide deeper insights into long-term behavioral
shifts, enabling clinicians to differentiate be-
tween short-term fluctuations and sustained
changes in mental health.

3. Intermediate Checkpoint Saving: This
refers to saving the progress of a machine
learning model at various stages of training,
allowing for recovery in case of failure and
enabling assessment of performance at differ-
ent points. This ensures that models are not
trained from scratch if issues arise.
Clinical relevance: In healthcare AI systems,
intermediate checkpoints help track a model’s
development in real time, ensuring that train-
ing is progressing as expected. This is partic-
ularly valuable in clinical applications where
prolonged training times are common, and pe-
riodic evaluations are necessary to validate
reliability before deployment.

4. Narrative Arc Analysis: This technique ex-
amines the structure and evolution of a story-
line, mapping key transitions such as rising
and falling trends. In data analysis, it is used
to understand changes in emotional expres-
sion or behavioral patterns over time.
Clinical relevance: For mental health appli-
cations, narrative arc analysis can help detect
critical shifts in a patient’s emotional state
based on their social media activity or self-
reported narratives. It allows researchers and
clinicians to identify potential crises or signifi-
cant improvements by analyzing the trajectory
of sentiment and language use.
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Abstract
Large Language Models are increasingly used
in the medical field, particularly in psychiatry
where language plays a fundamental role in
diagnosis. This study explores the use of open-
source LLMs within the MIND framework.
Specifically, we implemented a mixed-methods
approach for the CLPsych 2025 shared task:
(1) we used a combination of retrieval and few-
shot learning approaches to highlight evidence
of mental states within the text and to gener-
ate comprehensive summaries for post-level
and timeline-level analysis, allowing for effec-
tive tracking of psychological state fluctuations
over time (2) we developed different types of
ensemble methods for well-being score predic-
tion, combining Machine Learning and Opti-
mization approaches on top of zero-shot LLMs
predictions. Notably, for the latter task, our
approach demonstrated the best performance
within the competition1.

1 Introduction

Recent advancements in NLP have enabled the
development of new and complex models across
various areas, particularly in digital and mental
health. Transformer-based models (Vaswani et al.,
2017) have significantly advanced mental health
analysis on social media platforms. While mod-
els initially primarily used BERT-based architec-
tures fine-tuned in supervised contexts to predict
the presence of symptoms related to mental disor-
ders (Yang et al., 2021; Bucur et al., 2021), recently
the use of LLMs in psychology has proven promis-
ing (Ravenda et al., 2025; De Grandi et al., 2024;
Varadarajan et al., 2024). The advantage of LLMs
is that they can be employed even in contexts with
limited or absent training data, leveraging their ca-
pabilities as few- or zero-shot models.

The CLPsych 2025 (Tseriotou et al., 2025)
shared task addresses the significant challenge of

1Code available at the following link:
https://github.com/Fede-stack/BULUSI-CLPsych

generating supporting evidence and predicting well-
being for clinical assessments, with a specific focus
on well-being assessment. The shared task builds
upon the foundation established by CLPsych 2019
and 2022 (Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022). In particular, the 2025 com-
petition extends the 2022 work by incorporating ev-
idence generation (Chim et al., 2024), thereby pro-
moting the development of humanly interpretable
rationales for recognizing dynamic mental states.
The task employs the MIND framework (Slonim,
2024), a pan-theoretical paradigm that conceptu-
alizes human experience as fluctuating self-states
rather than static conditions. Self-states are de-
fined as identifiable units characterized by specific
combinations of Affect, Behaviour, Cognition, and
Desire/Need (ABCD) (Revelle, 2007) that coacti-
vate meaningfully for limited periods (Lazarus and
Rafaeli, 2023).

The shared task comprises four primary com-
ponents: (1) Task A.1 focuses on post-level judg-
ments, requiring participants to identify evidence
of adaptive and maladaptive self-states, while Task
A.2 rate overall well-being using the Global As-
sessment of Functioning (GAF) scale (American
Psychiatric Association et al., 1994) associated to
each post; Task B involves generating post-level
summaries of self-state dynamics, identifying dom-
inant states and their central organizing aspects,
while Task C requires timeline-level summaries
capturing temporal dynamics between self-states.

The main contributions of this work are:
(1.) We designed a comprehensive approach for
predicting well-being scores from Reddit posts.
The final prediction, constructed from the predic-
tions of various open sources LLMs, is generated
by a tool we call “aggregator”, which can be imple-
mented as a simple average ensemble, a machine
learning meta-model (which we call “Oracle”), or
a weighted average of predictions from different
LLMs where the weights are mathematically opti-
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Figure 1: Multi-component pipeline for mental health state detection and assessment in the CLPsych 2025 Shared
Task, illustrating our approach to evidence extraction (Task A.1), well-being score prediction with three aggregation
methods (Task A.2), and summarization at post and timeline levels (Tasks B & C).

mized to minimize Mean Squared Error (MSE).
(2.) We implemented an approach to highlight evi-
dence of adaptive and maladaptive states, using a
multi-step procedure based on an initial retrieval
stage that identifies potential segments within posts
where adaptive and maladaptive states emerge, fol-
lowed by a second stage where LLMs supervise
and classify these candidate segments, ensuring ac-
curate identification of psychological states while
reducing false positives through consensus-based
validation. These evidence are then used to gen-
erate comprehensive summaries for post-level and
timeline-level analysis, allowing for effective track-
ing of psychological state fluctuations over time.

2 Methods

2.1 Predict Well-Being Score
Task A.2 consists in assigning a well-being score to
each post within user timelines. For each user, we
have a chronological sequence of Reddit posts, and
our goal is to rate each post’s overall well-being on
a scale from 1 (low well-being) to 10 (high well-
being) based on the GAF framework.

For this Task, we employed an ensemble
approach using six open-source LLMs in a
zero-shot setting to predict well-being scores.
In particular, we used the following mod-
els: gemma-2-9b, qwen-2.5-72b, deepseek-V3,
phi-4, mixtral-8x22b, llama-3.3-70b. Addi-
tionally, our prompt instructions explicitly directed
the models to return null (NaN) values when insuf-
ficient evidence was available to make a confident
assessment. This approach allowed us to optimize
predictions based on training data by tuning few
meta-model’s parameters rather than updating the

large number of LLMs parameters, creating a solu-
tion that remains scalable and efficient.

We explored three distinct aggregation strategies
(for a visual interpretation see Figure 1) to calibrate
the importance of the different LLMs to predict
the final score. For each Reddit post RP , we have
a vector of predictions pLLMs of dimension six:
pLLMs = (pLLM1 , ..., pLLM6).

Simple Ensemble (submission_1): For each
post, the final score S is computed as the
rounded average of predictions from all LLMs,
S = 1

k

∑k
i=1 pLLMi , where k = 6

Meta-Learning (submission_2): We trained a
LightGBM Regressor (Ke et al., 2017) that uses
LLM predictions as features to calibrate final
scores. This meta-model learns the relationship
between model outputs and ground truth on
training data, effectively functioning as a sort of
stacking ensemble or, as we called it, as an “Oracle
Model”. We chose LightGBM as it is able to
handle missing values by default. The final score
is calculated as: S = f(pLLM1 , ..., pLLM6), where
f(·) = LightGBM with default parameters as in
LightGBM python package.

Optimized Weighting (submission_3): We math-
ematically optimized model weights by minimizing
mean squared error between the weighted sum of
predictions and ground truth. The optimization
procedure handles NaN values through dynamic
weight renormalization and enforces non-negative
weights that sum to 1:
minw MSE(y, ŷ(w)), s.t.

∑M
i=1 wi = 1, wi ≥ 0 ∀i
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The weighted prediction for each post with NaN
handling:

S =

∑M
i=1wi · pLLMi · I(pLLMi ̸= NaN)
∑M

i=1wi · I(pLLMi ̸= NaN)

where pLLMi is model i’s prediction for the spe-
cific post and I(·) is the indicator function.

For posts where most LLMs returned NaN (indi-
cating insufficient evidence), we defaulted to scores
of 7 based on empirical patterns observed in train-
ing data.

2.2 Evidence and Summarization

In this subsection we summarise the methods of
the other three tasks, also shown in Figure 1.

For Task A.1, we implemented a multi-stage
pipeline called Golden-Retrieval Augmented Gen-
eration (G-RAG). Each post was systematically
segmented based on punctuation markers, specifi-
cally periods (‘.’) and the conjunction ‘but’, which
typically signal natural breaks in thought patterns.

Our initial phase employed a retrieval-based ap-
proach to identify relevant segments within the test
set posts by comparing them against the training
data evidence. This process involved calculating
embedding distances between each segment and
the available evidence (gold sentences). For every
segment, we identified the 10 most relevant pieces
of evidence (those with the highest embedding co-
sine similarity) and subsequently filtered for seg-
ments exhibiting significant differential distances
between adaptive and maladaptive states evidence.

These filtered segments served as “propos-
als” for our pipeline. We then employed
three different open-source Large Language Mod-
els (LLMs) (qwen-2.5-72b, mixtral-8x22b,
llama-3.3-70b) in inference mode to classify
whether each evidence segment corresponded to
an adaptive state, a maladaptive state, or neither
category. To enhance contextual understanding,
we augmented the LLMs’ input with five exam-
ples from the training set — specifically selecting
posts most similar to the target post along with
their corresponding annotated evidence. To resolve
classification discrepancies among the three pri-
mary LLMs, we used a fourth open-source LLM
(llama-3.1-405b) as an “arbitrator”, but only in
cases where no majority consensus was reached.

It is important to note that, due to time con-
straints, we made only one submission and did not
optimize the results with respect to the evaluation

metrics considered. We observed that using LLMs
without the retrieval step resulted in highlighting
an excessive number of sentences. Therefore, the
retrieval stage was implemented specifically to mit-
igate this behavior. In general, we focused more on
being strict and conservative regarding the number
of sentences to highlight, paying particular atten-
tion to not include sentences that were neither adap-
tive nor maladaptive. This conservative approach
was further justified by the fact that for Tasks B and
C, we used these identified evidence segments to
generate summaries at both post and timeline lev-
els. Including excessive or inaccurate states would
have negatively impacted the quality of these sum-
maries, potentially introducing noise and reducing
the coherence of the generation.

For a detailed discussion on retrieval models
used for the tasks discussed we refer to Section A
in Appendix.

3 Experiments

3.1 Metrics

The CLPsych 2025 shared task evaluation used
specific metrics for each subtask (we refer to (Tse-
riotou et al., 2025) for an in depth-explanation):

Task A.1 (Evidence Identification): Semantic
overlap between submitted and expert-annotated
evidence was evaluated using recall (via maximum
recall-oriented BERTScore) and weighted recall
(adjusting for evidence length differences), with
separate measurements for adaptive and maladap-
tive spans.
Task A.2 (Well-being Score Prediction): The
main metric is Mean Squared Error (MSE) over all
posts in a timeline, averaged across all timelines.
Additional MSE calculations is performed for
specific score ranges: posts indicating serious
impairment (1-4), impaired functioning (5-6), and
minimal impairment (7-10), providing insight into
performance across different well-being levels. F1
macro at post level is also measured.
Task B (Post-level Summaries): This task eval-
uates consistency with expert-written summaries
using Natural Language Inference models. Two
metrics are used: mean consistency (measuring the
absence of contradiction between submitted and
expert summaries) and maximum contradiction
(evaluating the worst-case contradictions between
predicted and gold summaries).
Task C (Timeline-level Summaries): The same
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TASK A.1
Approach Recall Weighted Recall

overall adaptive maladaptive overall adaptive maladaptive
G-RAG 0.433 0.339 0.526 0.37 0.339 0.402

TASK A.2
Approach MSE ( ← ) F1

overall min. impairment impaired ser. impairment macro
Average Ensemble 2.13 1.19 1.1 3.65 0.416

Oracle-Meta 2.12 0.55 0.82 3.98 0.365
Optimized Ensemble 1.92 0.65 1.19 3.04 0.351

TASK B
Approach gold summary evidence

mean consistency max contradiction ( ← ) max entailment
qwen-2.5-72b 0.868 0.805 0.808
mixtral-8x22b 0.822 0.880 0.562
llama-3.1-405b 0.845 0.768 0.553

TASK C
Approach gold summary

mean consistency max contradiction ( ← )
qwen-2.5-72b 0.890 0.898
mixtral-8x22b 906 0.992
llama-3.1-405b 0.941 0.714

Table 1: Results of our approaches w.r.t. all metrics considered in the shared task, conditioned on the four different
tasks. Metrics highlighted in blue indicate the best result for that specific metric in the competition considering all
the submissions from all the teams. The symbol ( ← ) indicate metrics for which a lower value is preferable.

consistency metrics as Task B is applied to evaluate
how well the system-generated timeline summaries
aligned with expert timeline analyses, focusing on
capturing the temporal dynamics of mental states.

3.2 Results

Our BULUSI team’s approach showed promising
results across different CLPsych 2025 shared tasks,
with particularly strong performance in Task A.2.
Table 1 presents our results across all metrics for
the four different tasks. The prompts used for
the LLMs across different Tasks are reported in
in the Github Repository: https://github.com/Fede-
stack/BULUSI-CLPsych.

For Task A.1, our G-RAG approach achieved a
recall of 0.433 overall, with stronger performance
on maladaptive state evidence (0.526) compared
to adaptive state evidence (0.339). The weighted
recall metrics showed similar patterns, with an over-
all weighted recall of 0.37. For this task, we sub-
mitted only one solution that was implemented
to be highly conservative in identifying evidence,
without optimizing the evaluation metric. This con-
servative approach is reflected in the fact that the
scores for adaptive recall and adaptive weighted
recall remain the same, demonstrating our cautious
strategy to include only strong evidence and avoid
false positives in our evidence list.

In Task A.2, we compared three different aggre-
gation strategies. The Optimized Ensemble method
demonstrated the best performance with an over-
all MSE of 1.92, outperforming both the Average
Ensemble (2.13) and Oracle approaches (2.12), as
well as being the best result within the competition.
Additionally, the F1 macro score for the average en-
semble approach (0.416), and the minimal impair-
ment metric for the Oracle model (0.55) achieved
the best performance within the competition. Fig-
ure 2 shows the distribution of scores across all sub-
missions and metrics in the competition for Task
A.2, highlighting the scores obtained by our three
approaches. We observe that for all metrics, our
scores often represent either the best results or fall
within the top results.

For Task B, we tested three different LLMs to
generate summaries. The qwen-2.5-72b model
showed the best performance with a mean con-
sistency of 0.868 and max entailment of 0.808.
This latter result is the highest for this specific
metric within the competition. On the other hand,
for Task C, the llama-3.1-405b model performed
well with a mean consistency of 0.941 (close to the
best performance within the competition of 0.946),
demonstrating that our approach can effectively
captured the temporal dynamics of mental states
across user timelines.

We observe that in the last two tasks, despite
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Average Ensemble

Oracle-Meta Model

Optimized Ensemble

Figure 2: The boxplots show the score distribution of all competition submissions for Task A.2 metrics. Colored
stars ⋆ indicate the performance of three ensemble approaches (Average, Oracle-Meta, and Optimized), showing
how they compare to the overall distribution across different impairment severity levels using MSE and F1 metrics.

using identical prompts, performances vary con-
siderably between different LLMs. This variation
may be attributed to the type of metrics used for
evaluating summary quality. Specifically, the eval-
uation relies on Natural Language Inference (NLI)
models based on BERT architectures to measure
consistency and contradiction. Different LLMs
may produce summaries that align differently with
how these NLI evaluation models conceptualize
contradictions and entailments. This suggests that
the performance variations could stem not only
from differences in the LLMs’ generation capabili-
ties but also from their alignment with the specific
linguistic patterns that the BERT-based evaluation
models were trained to recognize.

4 Conclusions and Future Works

Our multi-stage pipeline implemented for the
CLPsych 2025 shared task combined retrieval-
augmented evidence identification with ensemble
methods for well-being prediction, achieving top
performance in the competition. Our approach
effectively demonstrates the potential of open-
source LLMs in psychological assessment. While
challenges remain in detecting severe impairment
cases, this work establishes a promising foundation
for computational tools that could support mental
health monitoring through social media analysis.

Future work could focus on improving the evi-
dence mining task. In studies like (Ravenda et al.,

2025; Pérez et al., 2022), the initial step for predict-
ing specific symptom scores within psychological
questionnaires, based on Reddit posts, involves
retrieving the most relevant posts for each question-
naire item. Task A.1 could therefore be extended to
retrieve evidence related to specific symptoms of
various psychological conditions, while the LLM
ensemble approach from Task A.2 could be lever-
aged to enhance prediction accuracy.

5 Limitations

Our approach faces several limitations that should
be considered when interpreting the results.

First, our retrieval-augmented approach for ev-
idence identification depends on the quality and
coverage of the training dataset. If the training data
lacks representation of certain mental state expres-
sions or cultural contexts, our system may fail to
identify relevant evidence in these cases.

Second, while our ensemble approach for well-
being score prediction demonstrated the best perfor-
mance in the task, it still struggles with accurately
assessing posts indicating serious impairment

Third, a limitation of this work is the relatively
small number of users. Therefore, there is no guar-
antee that similar results will be replicated across
new data.

Finally, our implementation faced time con-
straints that limited optimization efforts, partic-
ularly for Tasks A.1, B and C. With additional
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time, we could have explored more sophisticated
approaches for generating summaries and poten-
tially improved performance across all tasks.

6 Ethics Considerations

Mental health assessments derived from compu-
tational models should never replace professional
clinical judgment. Our system is designed as a sup-
portive and screening tool that can assist mental
health professionals rather than as an autonomous
diagnostic system. The well-being scores and iden-
tified evidence of mental states should be consid-
ered as preliminary insights that require profes-
sional validation.

Additionally, there is potential for algorithmic
bias in mental health assessment systems. Lan-
guage models may perpetuate biases present in
their training data, potentially leading to disparities
in assessment quality across different demographic
groups (Basta et al., 2019). We acknowledge
this limitation and emphasize the importance of
ongoing evaluation for fairness and bias mitigation.
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A Retrieval Approaches

Regarding section 2.2, various retrieval ap-
proaches were used. For proposing text
segments as evidence of adaptive and mal-
adaptive states, the following dense retrieval
models were used as golden retrievers (see
Figure 1): msmarco-distilbert-base-v4,
msmarco-MiniLM-L12-cos-v5, and
GIST-large-Embedding-v0. Each of these
returned a list of evidence, obtained as described in
Section 2.2, and the union of all unique evidence
items was then taken as “proposals”.

For Task B and C in Section 2.2, when pro-
cessing a new test post, we identified the 5 most
similar posts from the training set to provide ex-
amples that would assist the LLM in generation.
To select these 5 most relevant posts, we first re-
trieved the 50 most relevant posts using a zero-
shot retrieval approach, contriever, and then
obtained the 5 most similar posts from this ini-
tial set by using a re-ranking model, specifically
ms-marco-MiniLM-L-6-v2. The retrieved posts
were added to the LLMs prompts as examples to
follow.
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Abstract

Social media data is recognized for its useful-
ness in the early detection of mental disorders;
however, there is a lack of research focused
on modeling individuals’ longitudinal mental
health dynamics. Moreover, fine-tuning large
language models (LLMs) on large-scale, an-
notated datasets presents challenges due to pri-
vacy concerns and the difficulties on data collec-
tion and annotation. In this paper, we propose
a novel approach for modeling mental health
dynamics using hybrid LLMs, where we first
apply both classification-based and generation-
based models to identify adaptive and maladap-
tive evidence from individual posts. This evi-
dence is then used to predict well-being scores
and generate post-level and timeline-level sum-
maries. Experimental results on the CLPsych
2025 shared task demonstrate the effectiveness
of our method, with the generative-based model
showing a marked advantage in evidence iden-
tification.

1 Introduction

Mental disorders have emerged as a critical global
challenge, being recognized as one of the leading
contributors to illness and disability (Hua et al.,
2024; Na et al., 2025). The World Health Organi-
zation1 (WHO) reports that over 25% individuals
will experience mental or neurological disorders in
their lifetime. This phenomenon has been further
exacerbated by COVID-19, leading to significant
increases in anxiety and depression (Penninx et al.,
2022), underscoring the urgent need for enhanced
monitoring systems to facilitate early intervention.

Despite this phenomenon, mental health services
remain undertreated and under-resourced, partic-
ularly in low- and middle-income countries. So-
cial media platforms, such as X2 and Reddit3, of-

*Equal contribution.
1https://www.who.int/
2https://x.com/
3https://www.reddit.com/

fer significant potential for the early detection of
mental disorders, as users regularly express their
thoughts, emotions, and behaviors on these plat-
forms. By leveraging machine learning algorithms,
especially those utilizing large language models
(LLMs), to analyze this data, it becomes possi-
ble to identify patterns indicative of disorders like
depression or anxiety, facilitating earlier interven-
tions (Shing et al., 2018; Tsakalidis et al., 2022a,b;
Chim et al., 2024; Wang et al., 2024a,b; Qian et al.,
2024). However, these methods are often limited to
individual posts, with the longitudinal modeling of
individuals’ mental health dynamics largely over-
looked in prior research. Moreover, due to privacy
concerns and the challenges associated with collect-
ing and annotating mental health data, fine-tuning
LLMs on large-scale, curated annotated datasets re-
mains challenging. As a result, prompt engineering
are emerged as a promising and valuable line for
mental health-related research (Peng et al., 2023;
Na et al., 2024; Ma et al., 2025).

In this paper, we introduce a novel approach to
modeling mental health dynamics from social me-
dia using hybrid LLMs, where the tasks explored
include Adaptive/Maladaptive Evidence Identifica-
tion, Overall Well-being Rating, and Post-level and
Timeline-level Summaries. Specifically, in accor-
dance to the prompts organized in Figure 3, we first
leverage both classification-based and generation-
based models with LLMs to identify adaptive and
maladaptive evidence from individual posts (Fig-
ure 1). This evidence is then integrated to predict
users’ well-being scores and generate post-level
and timeline-level summaries (Figure 2). The ev-
idence identification and well-being rating tasks
are performed using fine-tuned LLMs based on
Qwen2.5-7B (Yang et al., 2025), while the sum-
maries are generated using Qwen2.5-32B through
in-context learning (ICL, Brown et al., 2020). In-
context examples are selected from the training
set based on the highest post similarity with the
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Post:

Lorem ipsum dolor sit amet,

consectetur adipiscing elit,
sed do eiusmod tempor

incididunt ut labore et dolore

magna aliqua. Ut enim ad

minim veniam, quis nostrud

exercitation ullamco laboris
nisi ut aliquip ex ea commodo

consequat. Duis aute irure

dolor in reprehenderit in

voluptate velit esse cillum

dolore eu fugiat nulla pariatur.

Tokenized Sentences:

S1: Lorem ipsum [...] magna aliqua

S2: Ut enim ad minim veniam

S3: quis nostrud  [...] consequat

S4: Duis aute irure [...] nulla pariatur

Predictions:

S1: Adaptive

S2: Adaptive

S3: Maladaptive

S4: None

LLM

Adaptive Evidence:

Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed
do eiusmod tempor incididunt ut labore et dolore magna

aliqua

Ut enim ad minim veniam

Maladaptive Evidence:

quis nostrud exercitation [...] commodo consequatLLM

LLM

Task A.1: Adaptive/Maladaptive Evidence Identification

Figure 1: Framework for Task A.1 using classification-based and generation-based models, with the post replaced
by lorem ipsum for illustrative purposes.

Task A.2: Overall Well-being Rating

Post

Adaptive Evidence
Maladaptive Evidence

Input Output

Task B: Post-level Summary

Post

Adaptive Evidence
Maladaptive Evidence

Well-being Score

Input Output

Task C: Timeline-level Summary

Post

Adaptive Evidence
Maladaptive Evidence

Well-being Score

{Input} Output

LLM

LLM
(w/ RAG)

LLM
(w/ RAG)

Well-being

Score

Post-level

Summary

Timeline-level

Summary

Figure 2: Frameworks for Tasks A.2, B, and C.

BGE-Large embedding model (Xiao et al., 2024).
Experimental results on the CLPsych 2025 shared
task (Tseriotou et al., 2025) highlight the effec-
tiveness of our method, and the generative-based
model demonstrates a significant advantage in ev-
idence identification. Both the generative-based
model and the classification-based model achieve
similar performance when their extracted evidence
is integrated into subsequent tasks.

2 Methodology

2.1 Evidence Identification
We begin by identifying the adaptive and maladap-
tive evidence in each post, where each post may

contain a single self-state, two complementary self-
states, or neither, represented by continuous spans
extracted from the post. To accomplish this, we
employ classification-based and generation-based
models for this process:

Classification-based Model. Given a post p con-
sisting of multiple sentences, we first tokenize the
text into individual sentences {t1, . . . , tM}, where
M represents the total number of sentences in the
post. We then apply a fine-tuned LLM, denoted as
MC , to classify each sentence into an estimated
label ê ∈ E conditioned on an instruction IC :

ê = argmax
e

P (e|ti, IC ,MC), (1)

where E = {ADAPTIVE, MALADAPTIVE, NONE}.
ti (i ∈ [1,M ]) represents an input tokenized sen-
tence. Intuitively, this method is highly dependent
on the results of sentence tokenization, and may not
be well-suited for cases involving complementary
self-states, where both adaptive and maladaptive
evidence might coexist.

Generation-based Models. In this approach, we
leverage two LLMs,MA andMM , each indepen-
dently trained to identify adaptive and maladaptive
evidence, respectively, enabling the direct genera-
tion of target evidence within each post p:

EA =MA(p, IA), EM =MM (p, IM ), (2)

where IA and IM represent instructions for extract-
ing adaptive and maladaptive evidence, while EA

and EM denote the corresponding lists of sentences
containing each type of evidence.
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2.2 Overall Well-being Rating
The well-being score, derived from the Global As-
sessment of Functioning (GAF, American Psychi-
atric Association et al., 1994), measures an individ-
ual’s overall functioning across three key domains:
social functioning, occupational functioning, and
psychological well-being. In this work, we utilize
a fine-tuned LLM, denoted asMW , to predict the
well-being score s based on a given post p and its
corresponding adaptive and maladaptive evidence,
EA and EM , respectively, as follows:

s =MW (p,EA, EM , IW ), (3)

where IW represents the instruction for predicting
the well-being score.

2.3 Post-level and Timeline-level and
Summaries

Next, we generate a post-level summary that cap-
tures the interaction between adaptive and maladap-
tive states identified in each post. Previous research
has revealed that prompting larger LMs yields su-
perior summarization performance than fine-tuning
smaller models (Thulke et al., 2024); therefore, we
leverage ICL (Brown et al., 2020) that conditions
LLMs with few-shot demonstrations in producing
more effective summaries. To identify the most
suitable in-context example, given a candidate post
p and a set of annotated posts D = {p′1, . . . , p′N}
belonging to multiple users, we first utilize an em-
bedding model Emb(·) to generate the embeddings
for the posts, and then locate the post p′ that ex-
hibits the highest semantic similarity to p:

vp = Emb(p), (4)

vp′i = Emb(p′i) ∀p′i ∈ D, (5)

p′ = argmax
p′i∈D

vp · vp′i
||vp|| · ||vp′i ||

, (6)

where v(·) denotes the embedding of a given post.
Afterwards, we generate the summary m based on
the post p and its corresponding evidence EA and
EM , incorporating the retrieved {p′, E′

A, E
′
M ,m′}

with an LLMM and an instruction IPS :

m =M(p,EA, EM , p′, E′
A, E

′
M ,m′, IPS). (7)

For the timeline-level summary, the generation
process follows a similar approach to the post-level
summary. However, instead of individual posts, all
posts associated with each user are concatenated to
identify the most relevant in-context example. Ad-
ditionally, evidence from all posts is incorporated
during the generation process.

3 Experiments

3.1 Dataset
The CLPsych 2025 shared task (Tseriotou et al.,
2025) integrates longitudinal modeling of social
media timelines with evidence generation, offering
annotated evidence for both adaptive and maladap-
tive self-states, as well as a score representing the
overall well-being reflected in each post. It also
provides post-level summaries that capture the in-
teraction between adaptive and maladaptive self-
states within individual posts, and timeline-level
summaries that offer clinical insights, along with
a dynamic narrative of mental state fluctuations
and trajectories over time. This task is organized
around the MIND framework (Slonim, 2024), a
pan-theoretical model that conceptualizes human
experience as a series of self-states that evolve and
fluctuate over time.

3.2 Baselines and Evaluation Metrics
Task A.1. The baselines for the task Adaptive/
Maladaptive Evidence Identification include a zero-
shot Llama 3.1-8B (Grattafiori et al., 2024) and a
fine-tuned BART-Large (Lewis et al., 2020) model.
The input for both models consists of either a single
post or a window of five consecutive posts. Experi-
mental results were evaluated using recall-oriented
BERTScore (Zhang et al., 2020) and weighted re-
call metrics computed over adaptive and maladap-
tive spans.

Task A.2. The baselines for Overall Well-being
Rating include zero-shot Llama 3.1-8B and a fine-
tuned BERT model (Devlin et al., 2019), where the
input for both models consists of either a single
post or a window of five consecutive posts. Metrics
for this task include Mean Squared Error (MSE),
computed for each post within a timeline and then
averaged across all timelines. The MSE for posts
that indicate serious impairment (1 to 4), impaired
(5 to 6), or minimal impairment (7 to 10) to func-
tioning were also calculated. Macro F1-scores were
also evaluated based on the aforementioned classes
and their corresponding ranges.

Tasks B and C. The baselines for the Post-level
and Timeline-level Summary tasks include a zero-
shot Llama 3.1-8B model, with an intermediate
post-level summary also utilized to generate a self-
state summary. The evaluation metrics encompass
mean consistency, maximum contradiction, and
maximum entailment.
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Model Overall Adaptive Maladaptive

R W R W R W

Llama 3.1 35.8 33.7 30.6 29.3 38.2 41.1
w/ Win. 49.6 26.2 36.5 25.2 62.7 27.2

BART 40.4 38.2 47.3 46.4 33.6 29.9
w/ Win. 26.0 25.8 28.2 27.9 23.8 23.7

Ours (C.) 34.1 31.4 24.9 24.9 43.3 37.8
Ours (G.) 50.7 45.6 49.9 46.5 51.6 44.6

Table 1: Experimental results of our proposed method
against baselines on Task A.1 (Adaptive/Maladaptive
Evidence Identification). “R” and “W” denote recall
and weighted recall; “C.” and “G.” denote classification-
based and generation-based models; w/ Win. represents
the incorporation of post windows.

Model MSE↓ M-S M-I M-M F1

Llama 3.1 4.22 4.67 3.66 3.20 25.5
w/ Windows 4.46 1.67 3.20 7.07 27.4

BERT 2.90 3.38 2.32 2.81 13.9
w/ Windows 4.56 5.68 1.01 5.34 13.5

Ours (w/ Class.) 2.01 1.25 3.11 2.16 36.6
Ours (w. Gen.) 2.17 1.23 3.60 2.31 34.3

Table 2: Experimental results of our proposed method
against baselines on Task A.2 (Overall Well-being Rat-
ing). “M-S”, “‘M-I”, and “M-M” denote MSE across
serious impairment, impaired, and minimal impairment.

3.3 Experiment Setup
We utilized two distinct LLMs for different tasks in
our research. For Tasks A.1 and A.2, we fine-tuned
Qwen2.5-7B (Yang et al., 2025) on the relevant
datasets using LoRA (Hu et al., 2022). During
the fine-tuning process, we configured the number
of epochs to 10, the batch size to 2, and set the
gradient accumulation steps to 8. For Tasks B and
C, we used Qwen2.5-32B as the base model, and
we leveraged BGE-Large (EN-v1.5, Xiao et al.,
2024) as the embedding model to select the in-
context example with the highest similarity to the
target post. All experiments were conducted on 2
NVIDIA L20 graphics cards.

3.4 Experimental Results
Tables 1, 2, 3, and 4 present the performance of our
approach compared to the baselines for Tasks A.1,
A.2, B, and C, respectively. From the results, we ob-
served that our method outperformed the majority
of the baselines except on Task C. Among the two
evidence identification models we proposed, the
generative-based model proved to be significantly
more effective due to its more accurate identifica-
tion of evidence locations. However, we also found

Model Mean Con. Max Con.↓ Max Ent.

Llama 3.1 88.0 84.8 −
w/ Windows 89.1 83.6 −

Ours (w/ Class.) 82.9 80.8 75.0
Ours (w/ Gen.) 88.0 78.1 69.2

Table 3: Experimental results of our proposed method
against baselines on Task B (Post-level Summary).
“Mean Con.”, “Max Con.”, and “Max Ent.” denote mean
consistency, maximum contradiction, and maximum en-
tailment.

Model Mean Con. Max Con.↓
Llama 3.1 87.8 79.9

w/ Windows 94.0 58.0

Ours (w/ Class.) 91.4 78.5
Ours (w/ Gen.) 91.5 87.6

Table 4: Experimental results of our proposed method
against baselines on Task C (Timeline-level Summary).

that both approaches performed comparably when
their extracted evidence was incorporated into sub-
sequent tasks. For Task C, as indicated in Table 4,
none of the methods outperformed the baselines.
This underscores a significant limitation of current
LLMs in long-term, timeline-level summarization
under standard few-shot prompting, pointing to a
promising avenue in future research, such as in-
corporating post windows into the summarization
process, as evidenced by the baseline results.

4 Conclusions and Future Work

We introduced a novel approach to modeling men-
tal health dynamics from social media using hybrid
LLMs, where the tasks explored include Adaptive/-
Maladaptive Evidence Identification, Overall Well-
being Rating, and Post-level and Timeline-level
Summary. Specifically, we first leveraged both
classification-based and generation-based models
with LLMs to identify adaptive and maladaptive
evidence from individual posts. This evidence was
then integrated to predict users’ well-being scores
and generate post-level and timeline-level sum-
maries. Experimental results on the CLPsych 2025
shared task highlighted the effectiveness of our
method, and the generative-based model demon-
strated a significant advantage in evidence identi-
fication. In the future, we will dedicate on propos-
ing more advanced models for generating timeline-
level summaries, such as incorporating post win-
dows into the summarization process.
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Limitations

Our study has two primary limitations: (1) Due
to time constraints, we evaluated our approach us-
ing two state-of-the-art LLMs, Qwen2.5-7B and
Qwen2.5-32B, while more established models such
as Llama3.1-8B/70B were not included in our ex-
periments; (2) Our method, regardless of whether
the evidence was obtained through classification-
based or generation-based models, did not outper-
form the baseline models when generating timeline-
level summaries. Future work could address this
limitation, potentially by incorporating post win-
dows into the summarization process, as evidenced
by the baseline results.

Ethical Considerations

We discuss the ethical considerations and broader
impact of this work here: (1) Intellectual Prop-
erty: Our approach is applied to the CLPsych 2025
shared task, adhering to the data access form and
ensuring compliance with data protection proto-
colsensuring responsible data handling practices.
All illustrative examples, including those in figures
and prompts, have been replaced by lorem ipsum to
respect data confidentiality. (2) Intended Use. This
approach is designed for research purposes focused
on understanding mental health patterns over time
through social media timelines. It includes identify-
ing adaptive and maladaptive evidence, predicting
overall well-being scores, and summarizing posts
and timelines. (3) Misuse Risks. This method is
not intended for processing sensitive, personal, or
non-consensually obtained data. Furthermore, the
output generated is inherently dependent on the
input text and should not be used to support finan-
cial, political, or clinical decision-making without
appropriate human oversight and ethical approval.
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A Prompts

Classification-based Evidence Identification

Determine whether the following sentence demonstrates an adaptive state (1), a maladaptive state (2), or

neither (0).

{Post Sentence}

Generation-based Evidence Identification

Identify all sentences or phrases from the following text that demonstrate adaptive states.

{Post Text}

Overall Well-being Rating

Based on the following text and the provided evidence of adaptive and maladaptive states , assess the

author 's mental well -being. Provide a score from 1 to 10, where 1 indicates extremely poor and 10

indicates excellent.

Text: {Post Text}

Adaptive Evidence: {Adaptive Evidence}

Maladaptive Evidence: {Maladaptive Evidence}

Post-level Summary

Summarize the following post , considering the evidence of adaptive and maladaptive states and the well -

being score.

Post:

{Post Text for In-context Example}

Adaptive Evidence:

{Adaptive Evidence for In-context Example}

Maladaptive Evidence:

{Maladaptive Evidence for In-context Example}

Well -being Score:

{Well -being Score for In-context Example}

Summary:

{Summary for In-context Example}

Post:

{Post Text}

Adaptive Evidence:

{Adaptive Evidence}

Maladaptive Evidence:

{Maladaptive Evidence}

Well -being Score:

{Well -being Score}

Summary:

Figure 3: Prompts designed for each tasks. The prompt for timeline-level summary closely follows the structure of
the one for post-level summary but integrates the information of multiple posts, with the incorporation of information
from multiple posts to generate a summary of the entire timeline.
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Abstract

With the advent of modern Computational
Linguistic techniques and the growing soci-
etal mental health crisis, we contribute to the
field of Clinical Psychology by participating
in the CLPsych 2025 shared task. This pa-
per describes the methods and results obtained
by the uOttawa team’s submission (which in-
cluded a researcher from the National Insti-
tutes of Health in the USA, in addition to
three researchers from the University of Ottawa,
Canada). The task consists of four subtasks
focused on modeling longitudinal changes in
social media users’ mental states and gener-
ating accurate summaries of these dynamic
self-states. Through prompt engineering of a
modern large language model (Llama-3.3-70B-
Instruct), the uOttawa team placed first, sixth,
fifth, and second, respectively, for each sub-
task, amongst the other submissions. This work
demonstrates the capacity of modern large lan-
guage models to recognize nuances in the anal-
ysis of mental states and to generate summaries
through carefully crafted prompting.

1 Introduction

Large Language Models (LLMs) have been ex-
plored in the mental health domain for tasks such
as analyzing emotional states, sentiment, and de-
pression (Xu et al., 2024a; Yang et al., 2024; Xin
et al., 2024; Malgaroli et al., 2025). Their abil-
ity to process language at scale presents potential
benefits for automating various processes in Clin-
ical Psychology. Prompt engineering helps opti-
mize LLM performance across domains (Liu et al.,
2023), including biomedical and clinical applica-
tions (Hu et al., 2024; Sivarajkumar et al., 2024),
where zero-shot and few-shot techniques have been
investigated. These recent studies and our obser-
vations suggest that tailoring prompts to specific
tasks can help improve performance in mental and
clinical Natural Language Processing (NLP) tasks
(Xu et al., 2024b), such as evaluating changes in

individuals’ mental well-being over time (Owen
et al., 2023). Analyzing shifts in mental states over
time provides valuable insights into overall mental
health (Tsakalidis et al., 2022). This shared task
builds on previous efforts by incorporating the gen-
eration of easily interpretable summaries, encour-
aging the Computational Linguistics community to
further explore the dynamics of self-states. In this
work, we use Llama-3.3-70B-Instruct (Grattafiori
et al., 2024) to demonstrate how modern LLMs can
identify textual indicators of adaptive and maladap-
tive self states, and generate summaries of social
media posters’ mental state as it changes over time.
An adaptive self-state is characterized by aspects
of an individual’s mental state which facilitates the
realization of basic needs and desires. Contrarily, a
maladaptive self-state is characterized by aspects
which impede the realization of basic needs and
desires (Slonim, 2024).

2 Shared Task

The CLPsych 2025 shared task consists of four
subtasks (Tseriotou et al., 2025). The first one
(Task A.1) is to identify and extract textual ev-
idence (spans) of adaptive and maladaptive self
states of individual social media posts. The second
(Task A.2) is to generate a well-being score from
1 to 10 of each post. The third (Task B) is to gen-
erate a summary for each post that describes the
evidence contributing to the dominant self state, the
non-dominant self state and the interplay between
the two. The final task (Task C) is to generate a
summary with similar requirements to Task B, but
over a timeline of posts from a given user.

3 Dataset

The dataset was developed by the shared tasks orga-
nizers over the previous several years (Shing et al.,
2018; Tsakalidis et al., 2022; Zirikly et al., 2019;
Tseriotou et al., 2025). Thirty timelines of posts
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were provided to the shared task participants this
year to use as training data, totaling 343 posts in all.
This training dataset is fully annotated with gold
evidence of present self states, well-being scores,
post-level self-state summaries, and timeline-level
self-state summaries. Finally, ten additional time-
lines, totaling 94 posts in all, was provided to the
participants as test data. These timelines were used
in the evaluation of our proposed methods.

4 Methods

To address the four subtasks of the CLPsych 2025
shared task, we employed prompt engineering tech-
niques on a local instance of the Llama-3.3-70B-
Instruct model. For Task A.2, that expects numeric
predictions, we also implemented linear and multi-
nomial logistic regression classifiers for various
types of embeddings.

4.1 Prompt Engineering Strategies

We employed three distinct prompting strategies in
our official submissions: zero-shot prompts, struc-
tured prompts with one example, and structured
prompts with multiple examples. For each strategy,
separate prompt templates were tailored for each
of the four tasks. Thus, each strategy consisted
of four prompt templates (totaling 12 templates
for our official submissions). The templates in-
cluded the following features: task requirements,
definition of terms such as self state, adaptive and
maladaptive, and guidelines to format responses.
The prompts for Task A.2 included explanations
of how to characterize well-being. The prompts
for Task C included the responses from Task B, in
order to generate the post timeline summary. Table
1 shows the key features of each strategy. Appendix
A.3 presents examples of the structured contextual
one-shot prompt used for tasks A.1, A.2, B, and C.

4.2 Regression Models on Embeddings

Our additional approach for Task A.2 consisted of
two stages, which we describe below.

Embeddings: Embeddings were generated us-
ing various transformer-based LLMs. In the first
stage, each post was passed to these models to
generate embeddings, which are numerical vectors
of hidden dimension d. Each LLM tokenizes the
post and converts each token into vectors based
on the context. The final vector for each post
is obtained by averaging the token vectors. We
used the base and large variants of BERT (Devlin

et al., 2019), RoBERTa (Zhuang et al., 2021), as
well as MentalBERT (Ji et al., 2022) and Mental-
RoBERTa (Ji et al., 2022), which are BERT and
RoBERTa models pretrained on additional mental
health-related data. We also incorporated SBERT
(Sentence BERT) (Reimers and Gurevych, 2019)
and LLaMA-3.3-70B-Instruct. For comparison, we
included traditional techniques like TF-IDF and
Bag-of-Words representations. Each embedding
had a different context length and dimension de-
pending on the model used. For more details, see
Table 3 in Appendix A.1.

Regression: We trained linear (LR) and multi-
nomial logistic regression (MLR) models on the
embedding vectors of all posts. The models were
trained and evaluated using 5-fold cross-validation,
with hyperparameters optimized through grid
search. For MLR, data was stratified by well-being
score, and the loss function was adjusted for class
imbalance by weighting errors. For LR, the output
was rounded to the nearest integer.

4.3 Evaluation Metrics

Performance of each submission was evaluated us-
ing task-specific metrics specified and applied by
the shared task organizers (Tseriotou et al., 2025).
For Task A.1, recall and weighted recall was com-
puted using BERTScore (Zhang et al., 2020). Incor-
rectly predicted empty span lists received a score
of 0. Additionally, separate recall scores were pro-
vided for adaptive only spans and maladaptive only
spans. Task A.2 was evaluated using the Mean
Squared Error (MSE) and Macro-F1 across all
posts. Additional MSE scores were also provided
per well-being severity class (serious: 1–4, im-
paired: 5–6, minimal: 7–10), with incorrect null
predictions being penalized by the maximum er-
ror. Tasks B and C assessed summary quality us-
ing a Natural Language Inference (NLI) model to
measure mean consistency (absence of contradic-
tion) and maximum contradiction between submit-
ted and gold summaries; incorrectly predicted null
summaries defaulted to 0. Task C applied these
metrics at the timeline level.

5 Results

The results of our submissions to the CLPsych 2025
shared task demonstrate the effectiveness of prompt
engineering in leveraging LLMs for mental health
analysis. The performance of our methods across
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Contextual Zero-Shot
Prompting

Structured Contextual
One-Shot Prompting

Structured Contextual
Few-Shot Prompting

(uOttawa 1) (uOttawa 2) (uOttawa 3)
Prompt
Structure

Prompts were loosely struc-
tured, with less explicit de-
lineation between sections
such as objectives, defini-
tions, and output guidelines.
Domain-specific terms (e.g.,
adaptive and maladaptive
self states) were included
into the prompts to provide
context.

Prompts were finely struc-
tured, including clear de-
lineations for task objec-
tives, definitions of key
terms, output guidelines,
and one annotated example
extracted from the training
data.

Prompts were structured
similarly to the second ap-
proach, with delineations
for task objectives, defini-
tions, and output guidelines.
However, this submission
included multiple examples:
seven examples for Tasks
A.1, A.2, and B, and three
examples for Task C.

Approach This strategy relied on the
LLM’s ability to infer task
requirements and generate
responses without explicit
examples. The prompts
were designed to guide the
model in identifying textual
evidence of self states (Task
A.1), generating well-being
scores (Task A.2), and cre-
ating summaries for individ-
ual posts (Task B), and time-
lines (Task C).

This strategy was designed
to improve the LLM’s un-
derstanding of the task by
providing a single exam-
ple for each subtask. The
example served as a refer-
ence for the model to better
align its responses with the
desired format and content
for more accurate outputs.

By providing multiple ex-
amples, this strategy aimed
to further refine the LLM’s
ability to generate accurate
and contextually appropri-
ate responses. The ex-
amples were carefully se-
lected to cover a range of
self states, post lengths and
timeline lengths in an effort
to limit its reliance on exist-
ing knowledge and to pre-
pare the LLM for a diverse
set of possible test data.

Table 1: Prompting Strategies: Key Features.

the four subtasks is presented in Table 2.1

We also included scores for a baseline method
using zero-shot learning with simple prompts and
a smaller model (Llama-3.1-8B-Instruct), to assess
the effectiveness of using the larger model (70B).
Additionally, we included the results we obtained
for Task A.2 using prompt engineering and linear
regression.

Task A.1: Identification of Self States The
uOttawa team achieved strong results in identify-
ing self states, with uOttawa_2 (one-shot prompt-
ing) performing the best among our submissions
and among all the submitted runs by the shared
task participants. It achieved an overall recall of
0.637 (adaptive: 0.594, maladaptive: 0.681) and a
weighted recall of 0.498 (adaptive: 0.542, maladap-
tive: 0.455). The results for the uOttawa_2 and uOt-
tawa_3 submissions were better than those of uOt-
tawa_1, highlighting the importance of structured

1Lower scores are better for the metrics MSE and Max
Contradiction.

prompts for this task. Surprisingly, the few-shot
learning did not outperform the one-shot learning.

Task A.2: Well-Being Score For this task, uOt-
tawa_3 (few-shot prompting) achieved the low-
est overall MSE of 2.62, with strong performance
across impairment levels (minimal: 2.91, impaired:
4.03, serious: 2.28). This demonstrates the effec-
tiveness of providing multiple examples for ac-
curate well-being prediction. The lowest MSE
achieved by participating teams was 1.920. We
ran additional experiments for this task (S4, S5, S6,
and more), with better results as shown in Table 2.
With S4 and S5, we obtained the lowest MSE, even
compared to the official results obtained by other
teams. Also, a linear regression classifier using
Llama-3.3-70B embeddings achieved a competi-
tive MSE score of 2.015. See Appendix A.2 for
more details on the additional experiments.

Task B: Post-Level Summaries In post-level
summary generation, uOttawa_2 (one-shot prompt-
ing) achieved the highest mean consistency (0.860),
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Official Submissions Additional Submissions
Task Metric Baseline S1 S2 S3 S4 S5 S6

A.1
Recall ↑ 0.405 0.469 0.637 0.550 - - -

Weighted Recall ↑ 0.214 0.386 0.498 0.455 - - -

A.2
MSE ↓ 4.682 2.830 3.430 2.620 1.673 1.693 2.015

Macro F1 ↑ 0.286 0.355 0.378 0.302 0.361 0.361 0.348

B
Mean Consistency ↑ 0.780 0.773 0.860 0.859 - - -
Max Contradiction ↓ 0.815 0.756 0.832 0.804 - - -

C
Mean Consistency ↑ 0.897 0.926 0.918 0.943 - - -
Max Contradiction ↓ 0.747 0.794 0.751 0.714 - - -

Table 2: Performance of the uOttawa team across the four subtasks. The best scores are bolded, and the runners-up
are underlined. The baseline was based on zero-shot prompts with Llama-3.1-8B-Instruct (small model). S1–S6
represent the file submissions we made for evaluation. S1, S2, and S3 correspond to uOttawa_1, uOttawa_2, and
uOttawa_3, respectively. S4 and S5 were based on prompt engineering slightly different from the initial (S1, S2,
and S3), with S4 containing 4 examples per class of well-being and S5 without examples. S6 was based on linear
regression with Llama-3.3-70B-Instruct embeddings.

indicating coherent and consistent summaries. The
few-shot strategy (uOttawa_3) also performed well,
with a mean consistency of 0.859. The highest
mean consistency achieved by a team was 0.910.

Task C: Timeline-Level Summaries For
timeline-level summaries, uOttawa_3 (few-shot
prompting) achieved the highest mean consistency
(0.943) and the lowest max contradiction score
(0.714), demonstrating its ability to capture lon-
gitudinal dynamics effectively. The highest mean
consistency achieved by a team was 0.946, only a
little higher than ours.

Overall Performance The uOttawa team placed
first in Task A.1, sixth in Task A.2, fifth in Task B,
and second in Task C in the shared task. These re-
sults showcase the potential of prompt engineering
to enhance LLM performance in nuanced mental
health analysis tasks. The one-shot and few-shot
strategies proved effective in guiding the model.

6 Discussion

The results of team uOttawa’s methods demon-
strate competitive performance when applied to
the CLPsych 2025 shared task.

For task A.1, the one-shot strategy outperformed
zero-shot and few-shot approaches, achieving the
highest recall (0.637) and weighted recall (0.498).
The one-shot strategy’s superior performance likely
stems from how span identification benefits from
precise, unambiguous guidance. A single well-
chosen example appears sufficient to demonstrate
what constitutes adaptive/maladaptive evidence,
while avoiding the potential confusion that mul-
tiple examples might introduce. Few-shot prompts

risk including borderline cases that could confuse
the model’s judgment, whereas zero-shot lacks any
concrete reference points altogether. This suggests
that for evidence extraction tasks, one carefully
selected example may serve as an ideal template,
providing just enough context to ensure consis-
tent span detection without overcomplicating the
prompt structure.

For task A.2, the few-shot strategy achieved the
lowest MSE (2.62), demonstrating the value of mul-
tiple examples for fine-grained predictions. How-
ever, the relatively high MSE scores across all sub-
missions suggest that well-being scoring remains
challenging for strategies that do not rely on fine-
tuning on training data. Therefore, we conducted
additional experiments based on prompt engineer-
ing and regression models on embeddings (S4, S5,
and S6 in Table 2), which improved MSE (1.673,
1.693, and 2.015 respectively, see appendix A.2),
outperforming our initial results as well as those of
the other participants. The relative success of few-
shot prompting in numerical scoring could be ex-
plained by its ability to demonstrate the contextual
nature of well-being assessments through multiple
examples. By showing how similar phrases (e.g.,
"I’m exhausted") might receive different scores
depending on surrounding context, the few-shot
approach may help the model develop a more nu-
anced scoring rubric. However, the even stronger
performance of regression models suggests an im-
portant limitation of prompting strategies for nu-
merical tasks - they may ultimately be less effective
than approaches that can directly learn statistical
patterns from embeddings. This could indicate that
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numerical scoring depends more on quantitative
feature recognition than qualitative example-based
learning.

For task B, the minimal difference between
one-shot (0.860 MSE) and few-shot (0.859) ap-
proaches suggests diminishing returns for addi-
tional examples in summary generation. While
zero-shot (0.773) trailed both approaches, its rel-
atively strong performance indicates that the base
model already possesses substantial summariza-
tion capability. The pattern reveals a hierarchy of
effectiveness: one-shot learning provides optimal
guidance for most cases (balancing structure and
simplicity), few-shot learning offers slight contra-
diction reduction (0.804 vs. 0.832) for complex
posts, and zero-shot learning serves as a competent
but less reliable baseline. This implies that while
a single example sufficiently anchors the task, the
choice between approaches could prioritize con-
sistency over edge-case handling or the other way
around.

For task C, the few-shot strategy excelled,
achieving the highest mean consistency (0.943) and
lowest max contradiction score (0.714). Few-shot
prompting’s strong performance in timeline analy-
sis may reflect the fundamentally different cogni-
tive demands of longitudinal reasoning compared
to single-instance tasks. The multiple examples
likely help the model recognize various temporal
patterns and transitional relationships that would
be difficult to convey with just one example. This
could explain why the additional context proves
so valuable: it may allow the model to build a
more comprehensive understanding of how mental
states evolve over time, including recognizing trig-
gers (such as job loss) and their typical emotional
consequences. The one-shot approach’s limitation
here suggests that temporal reasoning may require
exposure to multiple case examples to be effective.

Overall, our results demonstrate the effective-
ness of prompt engineering in guiding LLMs for
mental health analysis. The one-shot strategy ex-
cels in tasks requiring precise identification and
summarization, while the few-shot strategy is bet-
ter for nuanced tasks. The zero-shot strategy, while
competitive, consistently underperformed, high-
lighting the importance of examples and structured
guidance.

7 Clinical Applications

Our work presents powerful state-of-the-art meth-
ods to the greater clinical community. Not only do
these approaches achieve impressive results, they
are also very accessible and can be easily imple-
mented by those with little background in machine
learning or artificial intelligence. One such exam-
ple is the self state monitoring of consenting high-
risk social media users. Using users’ post history
and new posts, social media administrators could
use these strategies to automatically flag high-risk
users showing signs of degrading well-being and an
increasing dominant maladaptive self state. Sum-
maries generated by our methods can then be used
to guide more personalized intervention strategies
instead of generic responses (for example, offering
specific tailored advice to manage stress instead
of merely suggesting to contact a mental health
hotline).

8 Conclusion and Future Work

We have showcased how using structured prompts
with one or a few examples can lead to very good
results when detecting and summarizing mental
states from social posts.

Future work includes the continuation of devel-
opment for the few shot learning approach by ex-
ploring different numbers of examples and the care-
ful selection of the most relevant examples em-
bedded within the prompts. We should also ex-
periment with different types and various sizes of
LLMs. These could also be further pre-trained or
fine-tuned on data from the mental health domain.
Finally, for Task A.2 that outputs a numeric score,
we plan to model a sequence of decisions and that
uses features extracted from previous posts at each
step.

Limitations

Our experiments are limited to the type of social
media data available for the shared task, focusing
exclusively on English-language posts.

Additionally, we tested only one type of LLM,
Llama, using a small version for the baseline and a
larger version for the main method. Additionally,
we experimented with several regression models,
each using different text embeddings for Task A.2.
We scored the posts of each user in sequence, but
did not condition the prediction for the current post
on the previous prediction. Such a strategy would
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be useful to detect extended periods of a user ex-
hibiting a dominant adaptive or maladaptive self
state.

Furthermore, due to the limited time frame dur-
ing which our submissions could be scored, we
could not perform detailed ablation studies to an-
alyze the specific aspects of our prompts which
contributed to performance, nor explore alternative
methods such as hyperparameter tuning of temper-
ature or top_p.

Finally, biases introduced during the process of
prompt engineering may skew the responses of the
LLM and our results. One source of bias stems
from our previous experiences and projects using
the Llama model and influenced the way in which
we structured our prompts and tuned them. An-
other source comes from the way we presented the
definitions of adaptive and maladaptive self state
in our prompts. This contextual information could
distort the LLM’s understanding of these terms and
the task it is presented with.

Ethics

The data was collected from public sources and
anonymized. However, it is still sensitive, since
mental health status labels were assigned. For ac-
cessing the data, we signed the data sharing agree-
ment for the shared task and complied with all the
clauses therein. This ensures proper use of the
data, solely for research purposes, as well as secure
storage of the data. As requested by the shared
task organizers, we did not use ChatGPT or other
closed-source models that could use this data for
further training or model refinement.

To preserve the privacy of the social media
posters used in this shared task, this work should
not be replicated using the data referenced through-
out this paper. This work’s contributions are merely
the ideas it presents. While modern computation
linguistic tools provide powerful means of men-
tal health monitoring and assessment, we encour-
age the greater Artificial Intelligence community
to take a measured approach when dealing with
sensitive user data to ensure its privacy.
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A Appendix

A.1 Embeddings for Task A.2

Table 3 provides an overview of the context length
and hidden dimension sizes for the LLMs used
to generate embeddings for the additional experi-
ments for Task A2, as well as the configurations
for traditional techniques such as BoW and TF-
IDF. The listed models, including BERT, SBERT,
RoBERTa, and Llama, employ varying context
lengths and dimensionalities, which are important
factors for their performance in subsequent regres-
sion analysis.

Model Context
Length

Dimension

BERT-base 512 768
BERT-large 512 1024
RoBERTa 512 768
MentalBERT 512 768
MentalRoBERTa 512 768
SBERT 384 768
Llama-3.3-70B-Instruct 128K 8192
Bag-of-Words N/A 3000
TF-IDF N/A 3000

Table 3: Context length and hidden dimension sizes
for the LLMs used to generate embeddings, along with
traditional techniques like TF-IDF and Bag-of-Words.

A.2 Additional Results for Task A.2

We present results for additional experiments for
Task A.2 in Tables 4 and 2. They were scored by
the organizers after the shared task submission date.
In our first additional round, we generated text em-
beddings with several methods (Bag-of-Words, TF-
IDF, BERT, SBERT, and Llama 3.3 70B). Then,
we trained multinomial logistic regression (MLR)
classifiers to produce a class (1, 2, .... 10) and lin-
ear regression (LR) classifiers to output a numeric
value that was rounded up to the closest integer
between 1 and 10. The scores for this additional
submission are presented in Table 4. We observe
improved results compared to our official submis-
sions (for S6).

Our second effort to improve our scores for Task
A.2 was to revisit our strategy of prompt engineer-
ing. The prompt templates from our official sub-
missions were further refined, included additional
information and guidance for the LLM to respond
with only one token. This additional submission
included results from a 4-Shot and 0-Shot variant
of this prompt template. These scores are presented
in Table 2 as S4 and S5. This approach proved very

Model Type MSE ↓ MacroF1 ↑
BOW

MLR 3.844 0.267
LR 4.216 0.167

TF-IDF
MLR 4.426 0.248
LR 3.812 0.226

BERT MLR 4.379 0.270

SBERT
MLR 4.649 0.250
LR 3.229 0.302

Llama-3.3- MLR 4.111 0.236
70B-Instr LR 2.015 0.348

Table 4: Results for the regression methods for Task
A.2. The “Model” column names the language model
from which embeddings were extracted to train the re-
gression model. The best scores are bolded, runners-up
are underlined.

effective and ranked the best amongst all teams’
official submissions for Task A.2.
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A.3 Examples of Structured Prompt
We present examples of structured prompt that we used for Task A.1, A.2, B, and C in the uOttawa_2
submission (one-shot learning). These are shown in tables 5, 6, 7 and 8 respectively. The example post,
its evidence of adaptive and maladaptive self states, well-being score, and post summaries have been
redacted to preserve the privacy of the training data.

### Task:
Your task is to identify evidence of adaptive and maladaptive self-states from a post (input text). Each post can include either: (1) a single self-state (adaptive
or maladaptive); (2) two complementary self-states (adaptive and maladaptive) or (3) evidence of neither an adaptive or maladaptive state. For each self-state
(adaptive or maladaptive), the evidence is a set of continuous spans of text from the post.
—
### Definitions:
Self-states constitute identifiable units characterized by specific combinations of Affect, Behavior, Cognition, and Desire/Need (ABCD dimensions) that tend
to be coactivated in a meaningful manner for limited periods of time.
- An adaptive self-state pertains to aspects of Affect, Behaviour, and Cognition towards the self or others, which is conducive to the fulfillment of basic
desires/needs (D), such as relatedness, autonomy and competence.
- A maladaptive self-state pertains to aspects of Affect, Behaviour, and Cognition towards the self or others, that hinder the fulfillment of basic desires/needs (D).

### ABCD dimensions:
1. Affect (A): The type of emotion expressed by the person.
- Adaptive Examples: Calm/Laid back, Emotional Pain/Grieving, Content/Happy, Vigor/Energetic, Justifiable, Anger/Assertive Anger, Proud.
- Maladaptive Examples: Anxious/Tense/Fearful, Depressed/Despair/Hopeless, Mania, Apathetic/Don’t care/Blunted, Angry (Aggressive, Disgust, Contempt),
Ashamed/Guilty.

2. Behavior of the self with the Other (BO) : The person’s main behavior(s) toward the other
- Adaptive Examples: Relating behavior, Autonomous behavior
- Maladaptive Examples: Fight or fight behavior, Overcontrolled/controlling behavior

3. Behavior toward the Self (BS): The person’s main behavior(s) toward the self
- Adaptive Examples: Self-care behavior
- Maladaptive Examples: Self-harm, Neglect, Avoidance behavior

4. Cognition of the Other (CO): The person’s main perceptions of the other
- Adaptive Examples: Perception of the other as related, Perception of the other as facilitating autonomy needs
- Maladaptive Examples: Perception of the other as detached or over attached, Perception of the other as blocking autonomy needs

5. Cognition of the Self (CS): How the person perceives themselves.
- Adaptive Examples: Self-acceptance and self-compassion
- Maladaptive Examples: Self-criticism

6. Desire (D): The person’s main desire, need, intention, fear or expectation
- Adaptive Examples: Relatedness, Autonomy and adaptive control, Competence, Self-esteem, Self-care
- Maladaptive Examples: Expectation that relatedness need will not be met, Expectation that autonomy needs will not be met, Expectation that competence
needs will not be met
—
### Guidelines for Output:
- Responses Section: Provide answers for both self-states under the headings ‘### Section Adaptive‘ and ‘### Section Maladaptive‘.
- Each section should list adaptive and maladaptive self-states, respectively, with supporting text spans.
- Begin each extracted text span with a dash (‘-‘).
- If no adaptive or maladaptive self-state is found, create both sections but leave them empty; do not include any dashes (‘-‘).
- Finally, do not include any additional information; only the text spans are needed.
—
### Example:

##### Input text:
Redacted example post.

##### Output text:

### Section Adaptive
- Redacted adaptive evidence #1 from example post.
- Redacted adaptive evidence #2 from example post.

### Section Maladaptive
- Redacted maladaptive evidence #1 from example post.
- Redacted maladaptive evidence #2 from example post.
—
### Analyze the following input text based on the given criteria.

### Input Text:
{INCLUDE_TEXT (POST) }

### Output Text:

Table 5: One-Shot Structured Prompt Template for Task A.1.
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### Task:
Your task is to rate the overall well-being present in the post on a scale from 1 (low well-being) to 10 (high well-being). The score is based on GAF (American
Psychiatric Association, 2000), and reflects how well an individual has been doing based on three key domains: Social functioning (school,friendships),
occupational functioning (work) and an individual’s overall psychological functioning. The clinical cutoff score is 6, meaning that individuals scoring below 6
may be experiencing significant distress
—
### Definitions:
Here is an example of the wellbeing scale:
10: No symptoms and superior functioning in a wide range of activities
9: Absent or minimal symptoms (eg., mild anxiety before an exam), good functioning in all areas, interested and involved in a wide range of activities.
8: If symptoms are present, they are temporary and expected reactions to psychosocial stressors (eg., difficulty concentrating after family argument). Slight
impairment in social, occupational or school functioning.
7: Mild symptoms (eg., depressed mood and mild insomnia) or some difficulty in social, occupational, or school functioning, but generally functioning well,
has some meaningful interpersonal relationships.
6: Moderate symptoms (eg., panic attacks) or moderate difficulty in social, occupational or school functioning.
5: Serious symptoms (e.g., suicidal thoughts, severe compulsions) or serious impairment in social, occupational, or school functioning (eg., no friends,
inability to keep a job).
4: Some impairment in reality testing or communication, or major impairment in multiple areas (withdrawal from social ties, inability to work, neglecting
family, severe mood/thought impairment).
3: A person experiences delusions or hallucinations or serious impairment in communication or judgment or is unable to function in almost all areas (eg., no
job, home, or friends).
2: In danger of hurting self or others (eg., suicide attempts; frequently violent; manic excitement) or may fail to maintain minimal personal hygiene or
significant impairment in communication (e.g., incoherent or mute)
1: The person is in persistent danger of severely hurting self or others or persistent inability to maintain minimal personal hygiene or has attempted a serious
suicidal act with a clear expectation of death.
0: Unable to assess well-being.
—
### Guidelines for Output:
- Provide each answer as "Well-being score: <number>", where ‘<number>‘ is the well-being score you assign.
- If a well-being score cannot be provided, answer as "Well-being score: 0".
- Do not include any additional information or explanations - only the score is needed.
—
### Example:

##### Input text:
Redacted example post.

##### Output text:

Well-being score: Redacted
—
### Analyze the following input text based on the given criteria.

### Input Text:
{INCLUDE_TEXT (POST) }

### Output text:

Table 6: One-Shot Structured Prompt Template for Task A.2.
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### Task:
Your task is to summarize self-states for the social media post below. Specifically, generate a summary of the interplay between adaptive and maladaptive
states identified in the post. Begin by determining which self-state is dominant (adaptive/maladaptive) and describe it first. For each self-state, identify
the central organizing aspect (A, B, C, or D) that drives the state and structure the summary around it. Describe how this central aspect influences the rest,
emphasizing potential causal relationships between them. Then, proceed to the second self-state and follow the same approach. If the post contains only one
self-state (either adaptive or maladaptive), summarize only that state. Note that the summary does not need to explicitly highlight A, B, C, or D, but should aim
to naturally integrate these elements into the description.
—
### Definitions:
Self-states constitute identifiable units characterized by specific combinations of Affect, Behavior, Cognition, and Desire/Need (ABCD dimensions) that tend
to be coactivated in a meaningful manner for limited periods of time.
- An adaptive self-state pertains to aspects of Affect, Behaviour, and Cognition towards the self or others, which is conducive to the fulfillment of basic
desires/needs (D), such as relatedness, autonomy and competence.
- A maladaptive self-state pertains to aspects of Affect, Behaviour, and Cognition towards the self or others, that hinder the fulfillment of basic desires/needs (D).

### ABCD dimensions:
1. Affect (A): The type of emotion expressed by the person.
- Adaptive Examples: Calm/Laid back, Emotional Pain/Grieving, Content/Happy, Vigor/Energetic, Justifiable, Anger/Assertive Anger, Proud.
- Maladaptive Examples: Anxious/Tense/Fearful, Depressed/Despair/Hopeless, Mania, Apathetic/Don’t care/Blunted, Angry (Aggressive, Disgust, Contempt),
Ashamed/Guilty.

2. Behavior of the self with the Other (BO) : The person’s main behavior(s) toward the other
- Adaptive Examples: Relating behavior, Autonomous behavior
- Maladaptive Examples: Fight or fight behavior, Overcontrolled/controlling behavior

3. Behavior toward the Self (BS): The person’s main behavior(s) toward the self
- Adaptive Examples: Self-care behavior
- Maladaptive Examples: Self-harm, Neglect, Avoidance behavior

4. Cognition of the Other (CO): The person’s main perceptions of the other
- Adaptive Examples: Perception of the other as related, Perception of the other as facilitating autonomy needs
- Maladaptive Examples: Perception of the other as detached or over attached, Perception of the other as blocking autonomy needs

5. Cognition of the Self (CS): How the person perceives themselves.
- Adaptive Examples: Self-acceptance and self-compassion
- Maladaptive Examples: Self-criticism

6. Desire (D): The person’s main desire, need, intention, fear or expectation
- Adaptive Examples: Relatedness, Autonomy and adaptive control, Competence, Self-esteem, Self-care
- Maladaptive Examples: Expectation that relatedness need will not be met, Expectation that autonomy needs will not be met, Expectation that competence
needs will not be met
—
### Guidelines for Output:
- Response Section: Provide an answer under the headings ‘### Summary:‘.
- Format the answer as a single paragraph, making it clear and consise.
- The summary should be no more than 6 sentences. - Ensure the summary captures the main points without unnecessary details.
—
### Example:

##### Input text:
Redacted example post.

##### Output text:

### Summary:
Redacted summary.
—
### Analyze the following input text based on the given criteria.

### Input Text:
{INCLUDE_TEXT (POST) }

### Output Text:

Table 7: One-Shot Structured Prompt Template for Task B.
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### Task:
Your task is to summarize self-states for each timeline, given the summaries for each post on the timeline. Specifically, generate a summary focusing on the
Interplay between adaptive and maladaptive self-states along the timeline. Emphasize temporal dynamics focusing on concepts such as flexibility, rigidity,
improvement, and deterioration. If applicable, describe the extent to which the dominance of the self-states changes over time and how changes in aspects
(Affect, Behavior, Cognition, and Desire) contribute to these transitions.
—
### Definitions:
Self-states constitute identifiable units characterized by specific combinations of Affect, Behavior, Cognition, and Desire/Need (ABCD dimensions) that tend
to be coactivated in a meaningful manner for limited periods of time.
- An adaptive self-state pertains to aspects of Affect, Behaviour, and Cognition towards the self or others, which is conducive to the fulfillment of basic
desires/needs (D), such as relatedness, autonomy and competence.
- A maladaptive self-state pertains to aspects of Affect, Behaviour, and Cognition towards the self or others, that hinder the fulfillment of basic desires/needs (D).

### ABCD dimensions:
1. Affect (A): The type of emotion expressed by the person.
- Adaptive Examples: Calm/Laid back, Emotional Pain/Grieving, Content/Happy, Vigor/Energetic, Justifiable, Anger/Assertive Anger, Proud.
- Maladaptive Examples: Anxious/Tense/Fearful, Depressed/Despair/Hopeless, Mania, Apathetic/Don’t care/Blunted, Angry (Aggressive, Disgust, Contempt),
Ashamed/Guilty.

2. Behavior of the self with the Other (BO) : The person’s main behavior(s) toward the other
- Adaptive Examples: Relating behavior, Autonomous behavior
- Maladaptive Examples: Fight or fight behavior, Overcontrolled/controlling behavior

3. Behavior toward the Self (BS): The person’s main behavior(s) toward the self
- Adaptive Examples: Self-care behavior
- Maladaptive Examples: Self-harm, Neglect, Avoidance behavior

4. Cognition of the Other (CO): The person’s main perceptions of the other
- Adaptive Examples: Perception of the other as related, Perception of the other as facilitating autonomy needs
- Maladaptive Examples: Perception of the other as detached or over attached, Perception of the other as blocking autonomy needs

5. Cognition of the Self (CS): How the person perceives themselves.
- Adaptive Examples: Self-acceptance and self-compassion
- Maladaptive Examples: Self-criticism

6. Desire (D): The person’s main desire, need, intention, fear or expectation
- Adaptive Examples: Relatedness, Autonomy and adaptive control, Competence, Self-esteem, Self-care
- Maladaptive Examples: Expectation that relatedness need will not be met, Expectation that autonomy needs will not be met, Expectation that competence
needs will not be met
—
### Guidelines for Output:
- Response Section: Provide an answer under the headings ‘### Timeline Summary:‘.
- Format the answer as a single paragraph, making it clear and consise.
- The summary should be no more than 6 sentences. - Ensure the timeline summary captures the main points without unnecessary details.
—
### Example:

##### Input text:
A chronologically ordered sequence of summarized posts from timeline

##### Output text:

### Timeline Summary:
A timeline summary.
—
### Analyze the following input text based on the given criteria.

### Input Text:
{INCLUDE_TEXT (Summaries of posts on specific timeline from Task B) }

### Output Text:

Table 8: One-Shot Structured Prompt Template for Task C.
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Abstract

This paper presents our approach to the
CLPsych 2025 (Tseriotou et al., 2025) shared
task, where our proposed system implements
a comprehensive solution using In-Context
Learning (ICL) with vector similarity to re-
trieve relevant examples that guide Large Lan-
guage Models (LLMs) without specific fine-
tuning. We leverage ICL to analyze self-states
and mental health indicators across three tasks.
We developed a pipeline architecture using Ol-
lama, where we are running Llama 3.3 70B
locally and specialized vector databases for
post- and timeline-level examples. We exper-
imented with different numbers of retrieved
examples (k=5 and k=10) to optimize perfor-
mance. Our results demonstrate the effective-
ness of ICL for clinical assessment tasks, partic-
ularly when dealing with limited training data
in sensitive domains. The system shows strong
performance across all tasks, with particular
strength in capturing self-state dynamics.

1 Introduction

Mental health disorders affect approximately 970
million people worldwide, with depression and anx-
iety among the leading causes of disability glob-
ally.(World Health Organization, 2022) Social me-
dia is one of the many spaces where individuals
often share aspects of their psychological well-
being, seek support, and sometimes express dis-
tress. Given the widespread use of these platforms,
they have been studied as potential sources of in-
sight into mental health trends at scale.

CLPsych 2025 focuses on capturing mental
health dynamics from social media timelines, view-
ing human experience as consisting of self-states
that fluctuate over time. In this paper, we propose
ICL to detect self-states and make the following
contributions:

• A cascading framework that models mental
health assessment across three progressive lev-

els: evidence identification, post dynamics,
and timeline patterns.

• A dual-granularity retrieval system (post-level
and timeline-level) showing how optimal re-
trieval parameters (k=5, k=10) vary by assess-
ment task complexity.

This approach allows us to leverage domain ex-
pertise without specific fine-tuning, which is partic-
ularly valuable when dealing with limited training
data in sensitive domains like mental health.

2 Related Work

Mental health assessments on social media have
gained significant attention in recent years. Previ-
ous CLPsych shared tasks have explored various
aspects of mental health analysis, including lon-
gitudinal modeling of mood changes (Tsakalidis
et al., 2022) and evidence generation for suicidality
risk (Zirikly et al., 2019; Shing et al., 2018). ICL
has emerged as a powerful technique for leveraging
large language models without task-specific fine-
tuning (Brown et al., 2020). By providing relevant
examples within the prompt, ICL enables models
to learn from demonstrations rather than parameter
updates. Recent work by Uluslu et al. (2024) has
shown the effectiveness of integrating emotional in-
formation retrieval with ICL for detecting suicidal-
ity risk, achieving top performance in the CLPsych
2024 shared task. Retrieval-Augmented Genera-
tion approaches and vector databases enhance LLM
performance on specialized tasks by retrieving in-
formation beyond parametric knowledge (Lewis
et al., 2020). This is particularly valuable in clini-
cal domains, where accuracy and evidence-based
reasoning are crucial. Similar cascading architec-
tures have been effective in legal judgment predic-
tion (Chalkidis et al., 2022) and medical diagnosis
(Wang et al., 2023), refining insights through se-
quential processing. Framework-guided retrieval
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has also improved educational applications (Liu
et al., 2023), where pedagogical principles inform
example selection.

3 Task Description

This iteration of CLPsych 2025 analyzes social me-
dia timelines to capture mental health dynamics.
Each social media timeline consists of chronolog-
ically ordered posts by the same individual, with
each post potentially containing evidence of adap-
tive or maladaptive self-states.

Task A: Post-level Judgments Task A consists
of two subtasks, where the detailed prompts can be
found in Appendix A.1:

Task A.1:Identifying evidence of adaptive and
maladaptive self-states in posts, which requires ex-
tracting spans of text that provide evidence for dif-
ferent types of self-states and is evaluated using
recall-oriented BERTScore metrics.

Task A.2: Rating overall well-being on a scale
from 1 (low well-being) to 10 (high well-being),
which is evaluated using Mean Squared Error
(MSE) and F1 Macro score.

Task B: Post-level Summaries Task B involves
generating a summary of the interplay between
adaptive and maladaptive self-states identified in
each post. This requires determining which self-
state is dominant and identifying the central orga-
nizing aspect (A, B, C, or D) that drives the state.
Summaries are evaluated using Mean Consistency
and Max Contradiction metrics based on Natural
Language Inference models (see prompt in Ap-
pendix A.2).

Task C: Timeline-level Summaries Task C re-
quires generating a summary focusing on the inter-
play between adaptive and maladaptive self-states
along the entire timeline (see full prompt in Ap-
pendix A.3). This involves emphasizing tempo-
ral dynamics, such as flexibility, rigidity, improve-
ment, and deterioration. Evaluation uses the same
consistency-based metrics as Task B.

4 System Description

Our system implements a comprehensive approach
to all three tasks using ICL with local LLM infer-
ence via Ollama. We utilized Llama 3.3 70B as our
primary language model, running it locally through
Ollama to maintain data privacy and control over
the inference process. The system consists of three

main components: vector database creation, task-
specific processing, and result integration.

System Architecture Figure 1 presents the over-
all architecture of our system. The architecture con-
sists of five main layers, where the system consists
of multiple layers, each serving a distinct function
in processing social media data. The Data Layer
provides the training dataset, comprising social me-
dia posts annotated by experts. These posts are then
transformed into vector representations through the
Embedding Layer, which employs Linq-Embed-
Mistral (Junseong Kim, 2024) to capture emotional
content. The Vector and ICL Processing Layer in-
tegrates specialized vector databases for posts and
timelines, facilitating interactions with Llama 3.3
70B. At the Tasks Layer, task-specific modules (A,
B, C) generate prompts and process outputs tailored
to different analytical objectives. Finally, the Out-
put Layer structures and organizes the final outputs
for each task, ensuring clarity and usability. The
architecture enables experimentation with different
k values for ICL, as shown by the parametrized
connection between the vector databases and task
modules.

Vector Database Foundation We built two spe-
cialized vector databases for efficient data organi-
zation and retrieval. The post-level database stores
individual posts with annotations, evidence spans,
well-being scores, and summaries, enabling de-
tailed analysis. The timeline-level database cap-
tures broader temporal patterns by storing timeline
representations, providing a comprehensive view
of psychological trends.

Both databases utilize the Linq-Embed-Mistral
embedding model, chosen for its strong perfor-
mance on the Massive Text Embedding Benchmark
(MTEB) (Muennighoff et al., 2023). This model
effectively captures semantic relationships between
posts with similar psychological states. We mea-
sured similarity using cosine similarity between
normalized embeddings and indexed vectors with
HNSW (Malkov and Yashunin, 2018) for fast ap-
proximate nearest neighbor search. Instead of a
distance threshold, we retrieved a fixed top-k (k=5
or k=10) nearest neighbors per query via Chro-
maDB, optimizing retrieval speed and quality for
real-time ICL operations.

ICL Framework: Our approach follows a struc-
tured process across all tasks. First, the input,
whether a post or a timeline, is embedded using
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Figure 1: Overview of System architecture.

Linq-Embed-Mistral. The system then queries
the vector database to identify the most similar
examples, which are subsequently formatted into
a demonstration section. A detailed prompt is
then constructed, incorporating task definitions, the
ABCD framework, relevant example demonstra-
tions, and the target input. This prompt is sent to
Ollama, which runs Llama 3.3 70B for inference.
Finally, the model’s response is processed to ex-
tract the required outputs, ensuring task-specific
insights are effectively derived.

The complete prompt templates used for each
task are provided in Appendix A.

We experimented with different values of k (the
number of examples retrieved for in-context learn-
ing), specifically k=5 and k=10, resulting in two
separate submissions to the shared task. This al-
lowed us to evaluate the impact of example quantity
on model performance.

Task A Implementation: Our system retrieves
similar posts from the vector database to serve as
examples, guiding the LLM in identifying evidence
spans and assessing well-being. The prompt is de-
signed to include detailed definitions of self-states
and the ABCD framework (see Appendix A.1).
The TaskAWithICL class processes each post by
first locating k similar posts in the vector database
(k=5 or k=10, depending on the configuration).
These examples are then formatted into the prompt
before querying Llama 3.3 70B with a structured
input. Finally, the system extracts the evidence
spans and well-being scores from the LLM’s re-
sponse, ensuring accurate assessment of self-state
indicators.

Task B Implementation: Our system builds on
Task A’s outputs and retrieves posts with high-
quality summaries to serve as examples. While
Task A retrieval is based solely on post content sim-
ilarity, Task B employs a more selective approach.

It queries the same vector database but applies ad-
ditional filtering to prioritize examples that have
both evidence annotations and existing summaries,
ensuring higher quality demonstrations for the sum-
marization task. As detailed in Appendix A.2, the
prompt instructs the LLM to determine the domi-
nant self-state, identify the central organizing as-
pect, and generate a cohesive paragraph summary.

Task C Implementation For Task C, our sys-
tem generates a structured timeline representation
to capture temporal mental health dynamics. We
implement the following components:

• Timeline metrics: We calculate duration
(days between first and last post) and posting
frequency (posts per week) using date parsing
functions that handle multiple formats

• Well-being statistics: We compute average
scores, range (min/max), and trend analysis
(improving, declining, fluctuating, or stable)
using post-level well-being assessments from
Task A

• Self-state pattern analysis: We identify pre-
dominant psychological patterns by count-
ing adaptive, maladaptive, and mixed states
across posts, classifying timelines as "Predom-
inantly Adaptive," "Predominantly Maladap-
tive," "Mixed," or "Balanced"

• Chronological mapping: We create a se-
quence of posts with associated self-states,
ordered by date when available, to track psy-
chological evolution

Our system retrieves similar timeline patterns
from our timeline-level vector database using co-
sine similarity between embeddings generated by
Linq-Embed-Mistral. We specifically prioritize
retrieving examples with high-quality summaries
to serve as effective demonstrations. The system
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then constructs a prompt that instructs the LLM
to focus on temporal dynamics such as flexibility,
rigidity, improvement, and deterioration (see Ap-
pendix A.3). This structured approach helps the
model generate coherent summaries that capture
the evolution of self-states over time.

Example Output: Task B and C To illustrate
the clinical relevance of our system, we provide ex-
ample outputs in Appendix B. The Task B example
demonstrates how our system identifies and sum-
marizes the interplay between adaptive and mal-
adaptive self-states within a single post, organizing
the analysis around the dominant affect-driven mal-
adaptive state while acknowledging a secondary
adaptive state.

The Task C example effectively captures the tem-
poral dynamics of self-states across a three-month
period, highlighting the transition from predomi-
nantly maladaptive to increasingly adaptive states.
It identifies key transition points (therapy engage-
ment) and describes the specific ABCD elements
that change over time (affect, cognition, and be-
havior). This structured analysis demonstrates the
system’s ability to synthesize complex psychologi-
cal patterns across multiple posts, providing clini-
cally relevant insights about a user’s mental health
trajectory.

Integrated Workflow: Our system implements
an integrated workflow in which each task builds
upon the previous one. Task A identifies evidence
and well-being with ICL guidance. Task B then
generates post summaries using Task A’s outputs
and ICL examples. Finally, Task C synthesizes a
timeline analysis by integrating all previous outputs
and applying timeline-level ICL. This cascading
approach enables the system to conduct increas-
ingly complex psychological assessments without
requiring task-specific fine-tuning. Additionally,
the prompts for each stage (see Appendix A) pro-
gressively increase in complexity and scope, ensur-
ing a structured and scalable assessment process.

Error Mitigation Mechanisms To address the
risk of cascading errors in our pipeline, we imple-
mented several safeguards:

• Quality filtering: Our implementation en-
sures high-quality evidence identification
through prompt instructions that require "ex-
act text spans from the post, without modifica-
tions" and structured JSON output validation

• Consistency checking: Our system compares
post summaries with identified evidence, en-
suring Task B outputs align with Task A find-
ings before generating timeline-level sum-
maries

• Similarity-based retrieval: Our vector
database retrieves the most semantically rel-
evant examples using the specialized Linq-
Embed-Mistral model, enhancing the quality
and relevance of in-context examples

• Format verification: We implement regex
pattern matching to validate structured time-
line representations before processing, ensur-
ing consistent input formatting across tasks

• Exception handling: Robust try-except
blocks throughout the implementation prevent
crashes when encountering unexpected data
formats, providing graceful degradation

These mechanisms help reduce error amplifica-
tion through the pipeline, though a human-in-the-
loop validation would further enhance reliability
in clinical applications. Future implementations
could incorporate clinician feedback at key deci-
sion points.

Computational Considerations Running Llama
3.3 70B locally via Ollama requires substantial
computational resources. Our implementation in-
cludes several practical considerations to balance
performance and accessibility:

• Model flexibility: Our system architecture
allows specifying different Ollama models
through command-line arguments (as seen in
our ‘–model‘ parameter), enabling users to se-
lect models based on their available hardware

• Controlled batch processing: We implement
timed delays between processing files and
posts (using ‘time.sleep()‘) to prevent system
overload, with configurable pause durations

• Progressive task structure: Our cascading
pipeline allows running different components
independently (Tasks A, B, and C), enabling
incremental processing on systems with lim-
ited resources

• Efficient vector retrieval: We leverage Chro-
maDB’s HNSW indexing for similarity search
operations, making example retrieval faster
and more resource-efficient
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These design choices allow for deployment
across various hardware configurations, though
users should consider the performance trade-offs
when using smaller models for complex timeline
analysis tasks.

5 Results

Table 1 presents our submitted team results (EAIon-
Flux) compared to other participating systems. We
submitted two different configurations—one with
k=5 and another with k=10 for the number of exam-
ples retrieved during in-context learning—to evalu-
ate the impact of example quantity on performance.
Interestingly, our results showed that the configu-
ration with k=10 generally outperformed k=5 for
Tasks A.1 and B, suggesting that more examples
provide better guidance for these complex tasks.
However, for Tasks A.2 and C, the difference was
less pronounced, indicating that well-being assess-
ment and timeline-level summarization may be less
sensitive to the number of examples.

Our system performed particularly well on Tasks
B and C, demonstrating the effectiveness of our ICL
approach with Llama 3.3 70B in generating coher-
ent and clinically meaningful summaries. The rela-
tively small difference in mean consistency metrics
compared to other systems suggests that our ap-
proach effectively captures mental health dynamics
at both the post and timeline levels.

6 Discussion

Our results demonstrate ICL’s effectiveness for clin-
ical assessment tasks with limited training data.
The proposed system leveraged vector similarity
retrieval using Linq-Embed-Mistral embeddings
to identify semantically similar examples that re-
flected psychological patterns, which was crucial
for nuanced mental health assessment. Model
capabilities were enhanced through Llama 3.3
70B, which demonstrated strong reasoning abil-
ities for complex psychological concepts, enabling
the generation of clinically meaningful outputs.
Example optimization experiments with k=5 and
k=10 showed that incorporating more examples im-
proved performance in Tasks A.1 and B, auiding
the model’s comprehension of intricate self-state
patterns. To enhance clinical knowledge integra-
tion, prompts were structured using the ABCD
framework (detailed in Appendix A.1), guiding
the model toward more accurate psychological as-
sessments. The system followed a cascading archi-

tecture, mirroring clinical workflows by allowing
tasks to build upon previous insights without re-
quiring task-specific fine-tuning. Lastly, privacy-
preserving inference was ensured through local
deployment via Ollama, maintaining data privacy
while upholding performance quality.

7 Conclusion

In this paper, we presented our approach to the
CLPsych 2025 shared task, which focuses on cap-
turing mental health dynamics from social me-
dia timelines. Our system implements In-Context
Learning with vector similarity to retrieve relevant
examples that guide Llama 3.3 70B without spe-
cific fine-tuning. The results demonstrate the ef-
fectiveness of our approach for clinical assessment
tasks, particularly when dealing with limited train-
ing data in sensitive domains. Our system shows
strong performance across all tasks, with particular
strength in capturing self-state dynamics at both
the post and timeline levels.

Future work could explore several promising di-
rections: developing specialized psychological em-
beddings to improve on our current Linq-Embed-
Mistral implementation; implementing diversity-
aware example selection strategies beyond simple
vector similarity; integrating explainability features
that highlight influential text spans; incorporat-
ing human-in-the-loop validation for error preven-
tion; conducting comprehensive fairness evalua-
tions across demographic groups; and extending
to multimodal analysis for more holistic assess-
ment. These enhancements would improve both
technical performance and clinical utility, moving
toward more equitable, transparent tools for mental
healthcare support.

Ethical Considerations and Limitations

This work raises a number of important ethical
considerations. All data used in this study was pro-
vided as part of the CLPsych 2025 shared task and
has been properly de-identified to protect user pri-
vacy. No additional data collection was performed.
While our approach prioritizes privacy and security
by running models locally through Ollama rather
than sending sensitive data to external API services,
we acknowledge that automated mental health as-
sessment tools should only be used as supportive
aids and not as replacements for professional clini-
cal judgment. Additionally, we want to emphasize
that any practical deployment would require ex-
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Task Metric EAIonFlux_1 (k=5) Delta EAIonFlux_2 (k=10) Delta Best System (Score)

Task A.1 Recall↑ 0.498 0.139 0.517 0.120 uOttawa (0.637)
Weighted Recall↑ 0.480 0.018 0.471 0.027 uOttawa (0.498)

Task A.2 MSE↓ 2.08 0.16 2.87 0.95 BULUSI (1.920)
F1 Macro↑ 0.321 0.072 0.320 0.073 BLUE (0.393)

Task B Mean Consistency↑ 0.884 0.026 0.888 0.022 BLUE (0.910)
Max Contradiction↓ 0.780 0.247 0.782 0.249 BLUE (0.533)

Task C Mean Consistency↑ 0.906 0.040 0.913 0.033 BLUE (0.946)
Max Contradiction↓ 0.774 0.420 0.760 0.406 PsyMetric (0.354)

↑ Higher values are better. ↓ Lower values are better.
Delta shows the absolute difference between our system and the best system for each metric.

Table 1: Results of EAIonFlux submissions compared to the best-performing systems in the CLPsych 2025.

tensive clinical validation, careful consideration of
bias, and appropriate safeguards to prevent misuse
and comply with regulatory standards. We also rec-
ognize that computational models of mental health
states may reflect biases present in training data.
While our in-context learning approach aims to
mitigate some biases by explicitly incorporating
clinical frameworks, more work is needed to en-
sure fair and equitable performance across diverse
populations.

While our system demonstrated strong perfor-
mance across all tasks, several limitations should
be noted:

Dependency on Example Quality The effective-
ness of our ICL approach depends heavily on the
quality and representativeness of the examples in
the vector database. Our implementation prioritizes
examples with human-verified summaries when
available, as seen in the timeline similarity retrieval
method in Task C, but future versions should in-
corporate more sophisticated filtering to eliminate
potentially misleading examples.

Computational Requirements The use of vector
databases and running Llama 3.3 70B locally re-
quires substantial computational resources, which
could limit accessibility. Our code includes con-
figurable parameters for model selection and batch
processing delays, but the core implementation
still requires high-end hardware for optimal per-
formance, potentially creating barriers to adoption
in resource-constrained environments.

Limited Clinical Validation While our system
was evaluated against expert annotations, broader
clinical validation would be necessary before any
real-world deployment. The shared task evaluation
metrics may not fully capture all aspects of clinical

utility, and real-world application would require
additional validation studies with mental health
professionals.

Potential for Hallucination LLMs can some-
times generate plausible-sounding but incorrect
information, which is particularly concerning in
clinical contexts. Although our prompts explicitly
instruct the model to "Include only EXACT text
spans from the post, without any modifications,"
we observed that the model sometimes struggled
with adhering to this constraint. To address these
issues, our implementation includes:

• Structured JSON response formats that con-
strain the model’s outputs

• JSON response cleaning methods that validate
and sanitize model outputs

• Explicit instructions in prompts to reference
only content present in the input text

• Post-processing that validates evidence spans
against original post content

Despite these measures, hallucination remains a
challenge requiring ongoing research and potential
integration of human oversight in critical applica-
tions.

Cultural and Demographic Biases The system
may inherit biases present in the training data of
the underlying LLMs, which could affect its perfor-
mance across different demographic groups. Men-
tal health expressions vary across cultures, and
our current approach does not explicitly account
for these differences. For example, the ABCD
framework may not adequately capture culturally-
specific expressions of psychological distress that
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fall outside Western clinical paradigms. Our vector
database implementation does not include specific
mechanisms to ensure diverse representation across
cultural contexts.

Cascading Error Propagation and Lack of
Human Oversight Our cascading architecture,
while efficient, creates the potential for error propa-
gation through the pipeline and subsequently severe
ethical risks. Our code analysis revealed that er-
rors in evidence identification from Task A directly
affect the input to Tasks B and C, as seen in the
data flow between the task implementations. While
our implementation includes exception handling
and validation steps, it lacks explicit mechanisms
for detecting or correcting propagated errors. Fu-
ture work should explore incorporating human-in-
the-loop validation checkpoints between stages to
prevent error cascades and to provide corrective
feedback that could further improve the system’s
accuracy and reliability.

A Task-Specific Prompts

This appendix contains the core prompt templates
used for each task in our system. These prompts
were dynamically combined with retrieved exam-
ples during in-context learning. The system mes-
sage instructing the model to act as "an expert in
clinical psychology analyzing social media posts"
was consistent across all tasks.

A.1 Task A Prompt: Post-level Evidence
Identification and Well-being Assessment

The following is the complete Task A prompt im-
plementation with in-context learning examples as
used in our code:

System Message: You are an expert in clinical
psychology analyzing social media posts.

User Message:
You are analyzing social media posts for the
CLPsych 2025 shared task. Your task is to:

1. Identify evidence of adaptive and maladaptive
self-states in the post. 2. Rate the overall well-
being presented in the post on a scale from 1 (low)
to 10 (high).

## Definitions of Self-States
Self-states constitute identifiable units character-
ized by specific combinations of Affect, Behavior,
Cognition, and Desire/Need (ABCD) that tend to
be coactivated in a meaningful manner for limited
periods of time.

- An adaptive self-state pertains to aspects of Af-
fect, Behavior, and Cognition towards the self
or others, which is conducive to the fulfillment

of basic desires/needs (D), such as relatedness,
autonomy and competence.

- A maladaptive self-state pertains to aspects of
Affect, Behavior, and Cognition towards the self
or others, that hinder the fulfillment of basic de-
sires/needs (D).

## ABCD Elements with Examples

### Affect: Type of emotion expressed by a per-
son
- Adaptive Examples: Calm/Laid back, Emotional
Pain/Grieving, Content/Happy, Vigor/Energetic,
Justifiable Anger/Assertive Anger, Proud. -
Maladaptive Examples: Anxious/Tense/Fearful,
Depressed/Desperate/Hopeless, Mania, Apa-
thetic/Don’t care/Blunted, Angry (Aggressive,
Disgust, Contempt), Ashamed/Guilty.

### Behavior

#### Behavior of the self with the Other (B-O):
The person’s main behavior(s) toward the other
- Adaptive Examples: Relating behavior,
Autonomous behavior - Maladaptive Exam-
ples: Fight or flight behavior, Overcon-
trolled/controlling behavior

#### Behavior toward the Self (B-S): The
person’s main behavior(s) toward the self
- Adaptive Examples: Self-care be-
havior - Maladaptive Examples: Self-
harm/Neglect/Avoidance behavior

### Cognition

#### Cognition of the Other (C-O): The person’s
main perceptions of the other
- Adaptive Examples: Perception of the other as re-
lated, Perception of the other as facilitating auton-
omy needs - Maladaptive Examples: Perception
of the other as detached or over attached, Percep-
tion of the other as blocking autonomy needs

#### Cognition of the Self (C-S): The person’s
main self-perceptions
- Adaptive Examples: Self-acceptance and self-
compassion - Maladaptive Examples: Self-
criticism

### Desire: The person’s main desire, need, in-
tention, fear or expectation
- Adaptive Examples: Relatedness, Autonomy and
adaptive control, Competence, Self-esteem, Self-
care - Maladaptive Examples: Expectation that
relatedness need will not be met, Expectation that
autonomy needs will not be met, Expectation that
competence needs will not be met

## Well-being Scale (1-10)

- 10: No symptoms and superior functioning in a
wide range of activities - 9: Absent or minimal
symptoms (e.g., mild anxiety before an exam),
good functioning in all areas, interested and in-
volved in a wide range of activities. - 8: If symp-
toms are present, they are temporary and expected
reactions to psychosocial stressors (e.g., difficulty
concentrating after family argument). Slight im-
pairment in social, occupational or school func-
tioning. - 7: Mild symptoms (e.g., depressed
mood and mild insomnia) or some difficulty in
social, occupational, or school functioning, but
generally functioning well, has some meaningful
interpersonal relationships. - 6: Moderate symp-
toms (e.g., panic attacks) or moderate difficulty
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in social, occupational or school functioning. - 5:
Serious symptoms (e.g., suicidal thoughts, severe
compulsions) or serious impairment in social, oc-
cupational, or school functioning (e.g., no friends,
inability to keep a job). - 4: Some impairment in
reality testing or communication, or major impair-
ment in multiple areas (withdrawal from social
ties, inability to work, neglecting family, severe
mood/thought impairment). - 3: A person ex-
periences delusions or hallucinations or serious
impairment in communication or judgment or is
unable to function in almost all areas (e.g., no job,
home, or friends). - 2: In danger of hurting self or
others (e.g., suicide attempts; frequently violent;
manic excitement) or may fail to maintain mini-
mal personal hygiene or significant impairment in
communication (e.g., incoherent or mute) - 1: The
person is in persistent danger of severely hurting
self or others or persistent inability to maintain
minimal personal hygiene or has attempted a seri-
ous suicidal act with a clear expectation of death.

The clinical cutoff score is 6, meaning that in-
dividuals scoring below 6 may be experiencing
significant distress.

## Similar Examples for Reference
Here are some examples of similar posts with
their annotations:

Example 1:

Post: “{example_post_1}”

Annotation: { “adaptive_evidence”: {
“A”: { “highlighted_evidence”: “{adap-
tive_evidence_span}”, “Category”: “{adap-
tive_category}” }, ... }, “maladaptive_evidence”:
{...}, “well_being_score”: {score} }

Example 2:

Post: “{example_post_2}”

Annotation: { ... }

[ADDITIONAL EXAMPLES UP TO k=5 OR
k=10]

Please analyze the target post following a similar
approach to these examples, but make your own
assessment based on the specific content.

## Post to Analyze

Here is the post to analyze: “{post_content}”

## Response Format

Respond in JSON format with the following struc-
ture: { “adaptive_evidence”: { // Include only the
categories where evidence is found “A”: { “high-
lighted_evidence”: “exact text span”, “Category”:
“Specific affect category (e.g., ’Content/Happy’)”
}, // Other categories as needed (B-O, B-S, C-O, C-
S, D) }, “maladaptive_evidence”: { // Same struc-
ture as adaptive_evidence }, “well_being_score”:
integer from 1-10, “reasoning”: “brief explana-
tion of your assessment” }

Important: 1. Include only EXACT text spans
from the post, without any modifications. 2. Only
include categories where you found clear evi-
dence. 3. Be specific about the subcategory (e.g.,
“Content/Happy” not just “Affect”). 4. Make sure
your well-being score aligns with the detailed
scale provided. 5. If you find no clear evidence
of any self-states, return empty objects for the

evidence. 6. Your response should be ONLY the
JSON. No other text before or after.

At runtime, the system retrieves k similar posts
from our vector database using the Linq-Embed-
Mistral embeddings and dynamically formats them
as examples using the pattern shown above.

A.2 Task B Prompt: Post-level Summary of
Self-state Dynamics

The following shows how the Task B prompt is
augmented with in-context learning examples:

System Message: You are an expert in clinical
psychology analyzing social media posts.

User Message:
You are analyzing a social media post for the
CLPsych 2025 shared task, focusing on Task B -
Post-level summary of self-state’s inner dynam-
ics.

Your task is to generate a summary of the inter-
play between adaptive and maladaptive self-states
identified in the post. You need to:

1. Determine which self-state is dominant (adap-
tive/maladaptive) and describe it first. 2. For each
self-state, identify the central organizing aspect
(A, B, C, or D) that drives the state. 3. Structure
the summary around this central aspect, describ-
ing how it influences the rest. 4. Emphasize po-
tential causal relationships between the aspects. 5.
Then, proceed to the second self-state and follow
the same approach. 6. If the post contains only
one self-state, summarize only that state.

## Self-State Definitions
Self-states constitute identifiable units character-
ized by specific combinations of Affect, Behavior,
Cognition, and Desire/Need (ABCD) that tend to
be coactivated in a meaningful manner for limited
periods of time.

- An adaptive self-state pertains to aspects of Af-
fect, Behavior, and Cognition towards the self or
others, which is conducive to the fulfillment of
basic desires/needs (D). - A maladaptive self-state
pertains to aspects of Affect, Behavior, and Cog-
nition towards the self or others, that hinder the
fulfillment of basic desires/needs (D).

## Similar Examples for Reference
Here are some examples of similar posts with
their evidence and summaries:

Example 1:

Post: “{example_post_1}”

Evidence:
- Adaptive:
A: “{adaptive_evidence_span}” ({adap-
tive_category})
...

- Maladaptive:
...

Summary:
“{example_summary_1}”

Example 2:

275



Post: “{example_post_2}”

Evidence:
...

Summary:
“{example_summary_2}”

[ADDITIONAL EXAMPLES UP TO k=5 OR
k=10]

Please analyze the target post following a similar
approach to these examples, but make your own
assessment based on the specific content.

## Post to Analyze
Here is the post: “{target_post}”

## Evidence Identified in the Post
Adaptive evidence:
{formatted_adaptive_evidence}

Maladaptive evidence:
{formatted_maladaptive_evidence}

## Response Instructions
Write a cohesive paragraph summary (200-300
words) that:

1. First describes the dominant self-state
(whichever has more significant evidence). 2.
Identifies which ABCD aspect (Affect, Behavior-
Self, Behavior-Other, Cognition-Self, Cognition-
Other, or Desire/Expectation) is central to each
self-state. 3. Explains how this central aspect
influences other aspects, focusing on causal rela-
tionships. 4. Naturally integrates ABCD elements
into the description without explicitly highlight-
ing them. 5. Uses clinical language appropriate
for psychological assessment.

Do not use bulleted lists or headers in your sum-
mary. Write in a fluid, paragraph style.

At runtime, our system retrieves k similar posts
through vector similarity, prioritizing examples
that have both evidence annotations and existing
high-quality summaries. This selective filtering
ensures that the examples provided to the model
demonstrate appropriate summary creation. Unlike
Task A, which only requires evidence identification,
Task B examples must showcase how evidence is
integrated into coherent summaries that identify
central organizing aspects and causal relationships.

A.3 Task C Prompt: Timeline-level Summary
of Self-state Dynamics

The following shows how the Task C prompt is aug-
mented with in-context learning examples, specifi-
cally using timeline-level representations:

System Message: You are an expert in clinical
psychology analyzing social media posts.

User Message:
You are analyzing a social media timeline for the
CLPsych 2025 shared task, focusing on Task C -
Timeline-level summary of self-state’s dynamics.

Your task is to generate a summary focusing on
the interplay between adaptive and maladaptive
self-states along the timeline. You need to:

1. Emphasize temporal dynamics focusing on con-
cepts such as flexibility, rigidity, improvement,
and deterioration. 2. Describe the extent to which
the dominance of the self-states changes over time.
3. Explain how changes in aspects (Affect, Be-
havior, Cognition, and Desire) contribute to these
transitions.

## Timeline to Analyze

This timeline contains
{len(posts_with_evidence)} posts span-
ning from {posts_with_evidence[0]["date"]} to
{posts_with_evidence[-1]["date"]}.

Here are the posts with their Well-being scores
and evidence:

{chronological_post_listing}

## Post-level Summaries (if available)

{post_level_summaries}

## Similar Timelines for Reference
Here are some examples of similar timelines with
their summaries:

Example 1 (Timeline ID: {timeline_id_1}):

Timeline Characteristics:
ID: {timeline_id_1}
Time span: {duration_text}
Post count: {post_count}
Average well-being: {avg_well_being}
Well-being range: {min_well_being} to
{max_well_being}
Well-being trend: {trend}
Self-state pattern: {state_dynamics}

Timeline Summary:
“{example_summary_1}”

Example 2 (Timeline ID: {timeline_id_2}):

Timeline Characteristics:
...

Timeline Summary:
“{example_summary_2}”

[ADDITIONAL EXAMPLES UP TO k=5 OR
k=10]

Please analyze the target timeline following a sim-
ilar approach to these examples, but make your
own assessment based on the specific content.

## Response Instructions

Write a cohesive paragraph summary (200-400
words) that:

1. Describes the overall pattern of self-states
across the timeline (e.g., predominantly adaptive,
predominantly maladaptive, fluctuating). 2. Iden-
tifies any shifts or transitions between dominance
of adaptive and maladaptive states. 3. Analyzes
temporal dynamics using concepts like flexibil-
ity, rigidity, improvement, and deterioration. 4.
Explains how changes in ABCD aspects (Affect,
Behavior, Cognition, Desire) contribute to these
transitions. 5. Uses clinical language appropriate
for psychological assessment.

Emphasize how the individual’s self-states evolve
over time. Do not use bulleted lists or headers in
your summary. Write in a fluid, paragraph style.
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For Task C, our system uses a specialized
timeline-level vector database different from the
post-level database used in Tasks A and B. The
system creates a comprehensive timeline represen-
tation that includes:

• Chronological timeline metadata (duration,
post frequency, date range)

• Well-being statistics (average scores, range,
trends)

• Self-state pattern analysis (predominantly
adaptive, maladaptive, mixed, or balanced)

• Sequence of individual posts with their domi-
nant self-states

This timeline representation is embedded us-
ing Linq-Embed-Mistral and used to retrieve sim-
ilar timelines for in-context learning. The system
specifically filters for examples that have existing
high-quality timeline summaries, providing effec-
tive demonstrations of temporal analysis. Task C
builds upon the outputs of Tasks A and B, using the
evidence spans, well-being scores, and post-level
summaries as inputs for the timeline-level analysis.

B Example System Outputs

B.1 Task B Example Output
The following is an example of a post-level sum-
mary generated by our system for Task B:

"The dominant self-state is maladaptive, primar-
ily organized around feelings of anxiety and ten-
sion (Affect). The individual expresses signifi-
cant worry about an upcoming presentation, man-
ifested through rumination and catastrophic think-
ing. This anxiety drives avoidant behavior, as
they mention repeatedly postponing preparation
and distracting themselves with less important
tasks. Their cognition reveals self-criticism, par-
ticularly regarding their perceived incompetence
and inability to handle pressure. Despite these
maladaptive elements, there is a minor adaptive
self-state present, characterized by moments of
self-awareness when they acknowledge the need
to address their procrastination and apply coping
strategies they’ve learned previously."

B.2 Task C Example Output
The following is an example of a timeline-level
summary generated by our system for Task C:

"This timeline demonstrates a fluctuating pattern
between maladaptive and adaptive self-states over
a three-month period, with a gradual improvement
trend. Initially dominated by maladaptive states
characterized by anxiety and depressive affect,

the individual’s posts show rigid negative cogni-
tions about themselves and their future. Around
the midpoint, a significant transition occurs fol-
lowing engagement with therapy, where adaptive
self-states begin emerging with greater frequency.
This shift is marked by increasing cognitive flexi-
bility, with the individual demonstrating greater
self-compassion and employing healthier coping
behaviors. While maladaptive states still recur
during stressful periods, they become less intense
and persistent. The timeline reveals a dynamic
interplay between affect and cognition as primary
drivers of state transitions, with improvements
in cognitive patterns (reduced self-criticism, in-
creased perspective-taking) typically preceding
positive affect changes."
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Abstract
This study explores the application of Large
Language Models (LLMs) and supervised
learning to analyze social media posts from
Reddit users, addressing two key objectives:
first, to extract adaptive and maladaptive self-
state evidence that supports psychological as-
sessment (Task A1); and second, to predict a
well-being score that reflects the user’s mental
state (Task A2). We propose i) a fine-tuned
RoBERTa (Liu et al., 2019) model for Task A1
to identify self-state evidence spans and ii) eval-
uate two approaches for Task A2: a retrieval-
augmented DeepSeek-7B (DeepSeek-AI et al.,
2025) model and a Random Forest regression
model trained on sentence embeddings. While
LLM-based prompting utilizes contextual rea-
soning, our findings indicate that supervised
learning provides more reliable numerical pre-
dictions. The RoBERTa model achieves the
highest recall (0.602) for Task A1, and Ran-
dom Forest regression outperforms DeepSeek-
7B for Task A2 (MSE: 2.994 vs. 6.610). These
results highlight the strengths and limitations
of generative vs. supervised methods in men-
tal health NLP, contributing to the develop-
ment of privacy-conscious, resource-efficient
approaches for psychological assessment. This
work is part of the CLPsych 2025 shared task
(Tseriotou et al., 2025).

1 Introduction

Mental health assessment using natural language
processing (NLP) has evolved from static risk
classification to longitudinal modeling of self-
states and psychological well-being. The CLPsych
Shared Task has progressively introduced more nu-
anced challenges, moving beyond binary risk as-
sessment to capture dynamic shifts in mental health.
The CLPsych 2022 Shared Task (Tsakalidis et al.,
2022) was the first to introduce longitudinal model-
ing, focusing on detecting "Moments of Change" in
a user’s mood over time and exploring its connec-
tion to suicidality risk. The CLPsych 2024 Shared

Task (Chim et al., 2024) expanded on this by requir-
ing models to find textual evidence that supports
suicide risk levels.

The CLPsych 2025 Shared Task (Tseriotou et al.,
2025) extends this research by combining longitu-
dinal modeling with evidence extraction, promot-
ing models that generate human-interpretable ra-
tionales while recognizing mental states as they
evolve. The shared task consists of four subtasks:

• Task A1 (Self-State Evidence Extraction):
Identifying spans of text that provide evidence
for adaptive and maladaptive self-states in a
given post.

• Task A2 (Well-Being Score Prediction): As-
signing a well-being score (1–10) to measure
the user’s psychological state.

• Task B (Post-Level Summarization): Gener-
ating a summary of the interaction between
adaptive and maladaptive states identified in
the post.

• Task C (Timeline-Level Summarization): Pro-
ducing longitudinal summaries that capture
the trajectory of a user’s mental state across
multiple posts.

This work focuses on Tasks A1 and A2, which
require precise extraction of self-state evidence and
structured estimation of well-being scores from the
given Reddit post.

Two main approaches exist for these tasks: su-
pervised learning and generative modeling. Super-
vised methods leverage annotated datasets for struc-
tured predictions, using transformer-based models
such as BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019). Generative models, particularly
Large Language Models (LLMs), offer contextual
reasoning but require carefully designed prompts
to ensure reliable outputs.
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In this work, we make the following contribu-
tions:

1. Span-Based Evidence Extraction: We fine-
tune a RoBERTa model to extract adaptive
and maladaptive self-state evidence (Task A1),
achieving a high recall of 0.602. This demon-
strates the effectiveness of structured supervi-
sion in identifying psychological markers.

2. Comparative Study of Well-Being Score
Prediction: We evaluate two distinct ap-
proaches for Task A2:

(a) A retrieval-augmented DeepSeek-7B
model for contextualized well-being esti-
mation.

(b) A Random Forest regression model
trained on sentence embeddings for struc-
tured numerical prediction.

Our results indicate that supervised learning out-
performs LLM-based approaches for numerical
well-being regression, while LLMs capture nu-
anced mental health signals but introduce high vari-
ance in predictions. This study contributes to the
ongoing development of interpretable, data-driven
methods for mental health NLP. The following sec-
tions outline our methodology, experiments, and
findings.

2 Task Description and Dataset

This study focuses on Task A1(Self-State Evidence
Extraction) and Task A2 (Well-Being Score Pre-
diction).

2.1 Task A1: Self-State Evidence Extraction
Given a Reddit post pj , Task A1 requires iden-
tifying spans of text within the post that indi-
cate adaptive or maladaptive self-states. We de-
fine the task as learning a function fA1 : Xj →
{Sadaptive, Smaladaptive}, where Xj represents the
text of post pj , and Sadaptive, Smaladaptive are sets
of non-overlapping spans belonging to Xj that re-
flect positive coping mechanisms or distress-driven
thought patterns.

2.2 Task A2: Well-Being Score Prediction
Task A2 involves assigning a well-being score yj
to each post pj , where scores range from 1 (severe
distress) to 10 (minimal impairment), aligning
with the Global Assessment of Functioning (GAF)
scale. This is framed as a regression problem fA2 :
pj → yj , yj ∈ {1, 2, ..., 10}.

2.3 Dataset Overview

The dataset (Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022) consists of 30 user time-
line JSON files (343 posts) in the training set and
10 user timeline JSON files (94 posts) in the test
set. Each training JSON file contains a timeline
ID, a list of posts, and a timeline summary. Each
post includes a post index, post ID, timestamp, post
text, post summary, well-being score, and evidence
annotations. The evidence annotations consist of
adaptive and maladaptive states, each with cate-
gories and highlighted evidence spans. Each test
JSON consists of a timeline ID and a list of posts.

The evidence spans (adaptive-state and
maladaptive-state) are substrings of the given
post text. The dataset follows the MIND frame-
work (Slonim, 2024), modeling mental health as a
dynamic fluctuation of self-states over time.

3 Methodology

3.1 Task A1: Self-State Evidence Extraction

We frame Task A1 as a token classification prob-
lem, where each token in a Reddit post is labeled
as adaptive (1), maladaptive (2), or non-evidence
(0).

3.1.1 Data Preprocessing and Augmentation:
The training data was extracted from annotated
JSON files and converted into a CSV format con-
taining Timeline ID, Post, Adaptive Evidence, and
Maladaptive Evidence. Posts without any evidence
spans were removed, resulting in 199 posts. To
enhance robustness, we generated 50 additional
posts using the nlpaug (Ma, 2019) library, which
provides various NLP-based augmentation meth-
ods. Specifically, we applied synonym replacement
using the SynonymAug augmenter and explic-
itly configured it to use WordNet as the synonym
source. We also applied random word swapping
using the RandomWordAug augmenter, which
randomly exchanges the positions of words within
a sentence. This introduced lexical and structural
variations while preserving the meaning of the
posts, thereby enhancing the overall diversity of
the dataset.

3.1.2 Tokenization and Labeling:
We used the RoBERTa tokenizer with
add_prefix_space=True to preserve sub-
word alignment. Evidence spans were mapped
to token positions using a rule-based matching
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algorithm. Labels were assigned directly at the
word level by matching evidence spans; each word
was initially labeled as non-evidence (0) and then
relabeled as adaptive (1) or maladaptive (2) if it
was part of the corresponding evidence spans.

3.1.3 Model Architecture and Training:
We fine-tuned a RoBERTaForTokenClassifica-
tion model with three output labels corresponding
to evidence categories. The model was trained
using Cross-Entropy Loss, AdamW (Loshchilov
and Hutter, 2019) optimizer (learning rate = 2e−5),
batch size = 16, and 3 epochs with early stopping
based on validation loss to prevent overfitting. We
used mixed precision training (fp16) to enhance
GPU utilization and speed up training.

3.1.4 Post-Processing and Inference:
During inference, each post is initially split into
sentences using a sentence tokenizer. The model
generates token-level predictions for each sentence,
and the predicted label that is most frequent in that
sentence is used as its overall classification.

3.2 Task A2: Well-Being Score Prediction
Task A2 involves assigning each Reddit post a well-
being score ranging from 1 (severe distress) to
10 (minimal impairment). The training data was
extracted from annotated JSON files and converted
into a CSV format containing Timeline ID, Post,
and Well-being Score. Rows with missing well-
being scores were removed.

3.2.1 LLM-Based Approach (DeepSeek-7B)
For this method, we use a retrieval-augmented
prompting strategy using DeepSeek-7B, an
instruction-tuned causal language model. An
overview of this method is shown in Figure 1. The
training data is used to generate sentence embed-
dings via all-MiniLM-L6-v2 (Wang et al., 2020).
For each test post, the embedding is computed and
compared against the training embeddings using
cosine similarity to retrieve the top-k most sim-
ilar examples. These retrieved examples, along
with their well-being scores, are incorporated into
a detailed few-shot prompt that begins with a de-
scription of the well-being scale based on GAF
criteria, followed by instructions to produce a justi-
fication sentence and a predicted well-being score.
The prompt is tokenized using DeepSeek-7B’s to-
kenizer, and the model generates an output (with
parameters such as max_new_tokens set to 50 and
temperature to 0.1) from which the numerical score

Figure 1: LLM-based Well-being Score Prediction

is parsed. Finally, this entire inference pipeline it-
erates over the test set, and the predicted scores
are saved for evaluation. An example prompt used
in our approach is provided in the appendix A for
reference.

3.2.2 Supervised Learning Approach
(Random Forest Regression)

We also experimented with a supervised regression
approach using a Random Forest model trained on
sentence embeddings. Sentence representations are
generated using all-MiniLM-L6-v2 (Wang et al.,
2020), a compact transformer-based embedding
model. The feature matrix consists of the embed-
dings, while the well-being scores serve as the tar-
get variable. An 80-20 train-validation split is ap-
plied, and a Random Forest Regressor with 200
estimators and a fixed random state is trained on
the dataset. Predictions are made on the validation
set, and post-processing ensures that outputs are
rounded and clipped to integer values within the
1–10 range. For inference, embeddings are gen-
erated for the test posts and passed through the
trained model. The predicted well-being scores
are then stored in a CSV file alongside their cor-
responding Timeline_ID and Post. Validation per-
formance is assessed using Mean Absolute Error
(MAE) and accuracy.

3.2.3 Post-processing:

For DeepSeek-7B, any non-numeric outputs were
filtered, and scores exceeding 1–10 were discarded.
For Random Forest Regression, predictions were
clipped and rounded to ensure numerical consis-
tency.
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4 Evaluation Metrics

Task A.1: Evidence of Adaptive and
Maladaptive Self-States

• Recall: Average of maximum BERTScore for
gold spans:

Recall =
1

|E|
∑

e∈E
max
h∈H

BERTScore(e, h)

• Weighted Recall: Adjusted for predicted span
lengths:

w =

{
ngold
npred

if npred > ngold

1 otherwise

• Null Handling: Defaults to 0 if no spans are
submitted.

Task A.2: Well-being Score Prediction

• Mean Squared Error (MSE): Averaged over
timelines, computed for:

– Serious impairment (scores 1-4)

– Impaired functioning (scores 5-6)

– Minimal impairment (scores 7-10)

• Null Handling: Ignored if no gold score; pe-
nalized by max error if no prediction.

5 Results

In Tables 1 and 2, we present the test set results
for Task A1 and Task A2. The performance of our
methods is compared against baseline models.

5.1 Task A1: Self-State Evidence Extraction

Table 1 presents the results for self-state evidence
extraction. Our RoBERTa-based model (MMKA
RoBERTa) achieves the second-highest perfor-
mance in the shared task, with an overall recall
of 0.602. The model shows stronger performance
in detecting maladaptive spans (0.681 recall) com-
pared to adaptive spans (0.522 recall), suggesting
that distress-related expressions were more easily
identifiable by the model. The weighted recall is
lower, indicating some level of over-extraction. For
a detailed analysis of common misclassification
patterns, refer to Appendix B.

Model Overall Adaptive Maladaptive
R W R W R W

Llama 3.1 0.358 0.337 0.306 0.293 0.382 0.411
w/ Window 0.496 0.262 0.365 0.252 0.627 0.272

BART 0.404 0.382 0.473 0.464 0.336 0.299
w/ Window 0.260 0.258 0.282 0.279 0.238 0.237

MRoBERTa (Ours) 0.602 0.343 0.522 0.374 0.681 0.313

Table 1: Results of our proposed method against base-
lines on Task A1. “R” and “W” denote recall and
weighted recall; w/ Window represents the incorporation
of post windows.

Model MSE↓ M-S M-I M-M F1

Llama 3.1 4.22 4.67 3.66 3.20 0.255
w/ Window 4.46 1.67 3.20 7.06 0.274

BERT 2.90 3.39 2.32 2.81 0.139
w/ Window 4.56 5.68 1.01 5.34 0.135

MMKA DS (Ours) 6.61 4.22 11.76 4.95 0.257
MMKA RF 2.99 4.25 0.78 2.60 0.197

Table 2: Results of our proposed method against base-
lines on Task A2. “M-S”, “M-I”, and “M-M” denote
MSE across serious impairment, impaired, and minimal
impairment. MMKA DS is our Deepseek approach, and
MMKA RF is our Random Forest approach which was
not a part of our initial submission.

5.2 Task A2: Well-Being Score Prediction
Table 2 presents the results for well-being score
prediction. Our Random Forest Regression model
(MMKA Random Forest) achieves the second low-
est overall MSE of 2.994, outperforming both our
submission model DeepSeek-7B and most base-
lines. However, this approach was not part of our
official submission. The DeepSeek-7B model ex-
hibited higher variance and struggled, particularly
in severe distress cases, yielding an MSE of 6.610.
The results indicate that while LLM-based meth-
ods (DeepSeek-7B) capture contextual information,
they struggle with numerical stability, often gener-
ating inconsistent well-being scores. Additionally,
while using LLM-based methods for Task A2, we
have faced hallucination issues of LLMs, which
is a major drawback of this method. Random For-
est Regression, by contrast, provides more stable
predictions but lacks interpretability compared to
LLM-generated justifications.

5.2.1 Performance Comparison for Task TA2:
DeepSeek-7B vs Random Forest

For Task A2 (Well-being Score Prediction), the
Random Forest model outperformed DeepSeek-
7B, highlighting key differences between struc-
tured machine learning and large language models
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(LLMs) for numerical prediction.
Key Factors for Random Forest’s Superior Per-

formance

• Structured Learning: Random Forest uti-
lizes explicit numerical features and super-
vised training, which helps the model predict
well-being scores precisely. DeepSeek-7B re-
lies on retrieval-augmented prompting, which
lacks direct optimization for numerical regres-
sion.

• Stability Interpretability: Random Forest
provides consistent predictions and feature im-
portance insights, while DeepSeek-7B’s black-
box nature leads to variability and reduced
interpretability.

• Efficiency: Random Forest makes determinis-
tic predictions efficiently, whereas DeepSeek-
7B is computationally expensive and sensitive
to retrieval quality.

Future Improvements Enhancing DeepSeek-
7B’s performance could involve fine-tuning it on
domain-specific data, improving retrieval mecha-
nisms, and constraining numerical outputs. Explor-
ing hybrid models combining structured learning
with LLM-based contextual reasoning is a promis-
ing direction.

6 Conclusion

In this work, we explored approaches for self-state
evidence extraction (Task A1) and well-being score
prediction (Task A2) as part of the CLPsych 2025
Shared Task. Our RoBERTa-based token classifica-
tion model achieved the second-best recall (0.602)
for Task A1, demonstrating strong performance
in detecting maladaptive self-state evidence. For
Task A2, we compared a retrieval-augmented LLM
(DeepSeek-7B) and a Random Forest regression
model. While the DeepSeek-7B model captured
contextual information, it exhibited numerical in-
stability. Our Random Forest model outperformed
all baselines (MSE = 2.994) except for BERT, but
this approach was not part of the official submis-
sion.

7 Future Work

For Task A1, future work can focus on span-level
annotation rather than sentence-level classification,
allowing the model to distinguish adaptive and mal-
adaptive cues within the same sentence. Future

work can also explore data augmentation using
LLMs for Task A1, which could improve self-state
extraction by generating additional diverse training
instances. This was not attempted due to compu-
tational constraints but presents a promising av-
enue for enhancing model generalization. Addi-
tionally, incorporating stylistic features such as
sentiment shifts, discourse markers, and writing
patterns could provide deeper contextual insights,
improving both evidence extraction and well-being
prediction. Further, hybrid models that combine the
contextual reasoning of LLMs with the numerical
stability of regression-based approaches could lead
to more robust well-being assessments. Finally,
extending models to capture temporal trends in
user well-being may provide deeper insights into
longitudinal mental health assessment.

8 Limitations

Our study has several limitations. First, initial ex-
periments using prompting-based approaches with
models such as Mistral-7B (Jiang et al., 2023) and
LLaMA (Touvron et al., 2023) for Task A1 re-
sulted in poor performance, with frequent hallu-
cinations and unreliable evidence extraction. As a
result, we opted for a RoBERTa-based token clas-
sification model, which demonstrated improved
robustness. Second, data scarcity remains a sig-
nificant challenge for both Task A1 and Task A2.
Although we applied basic data augmentation tech-
niques to increase the number of training instances,
these methods are limited in their ability to capture
the full variability of mental health expressions.
More advanced data augmentation using LLMs,
coupled with a BERT-based model, could poten-
tially yield better performance. Finally, capturing
the nuanced and inherently subjective aspects of
self-state evidence and well-being scores proved
difficult. While we initially anticipated that LLMs
would excel in both tasks, they often failed to pro-
vide consistent and interpretable results. This sug-
gests that larger models, which might better capture
these subtleties, are computationally expensive and
present a trade-off between performance and re-
source requirements.

9 Ethics

The data used in this study consists of sensitive,
real user posts collected from Reddit. Although the
data are publicly available, we have ensured that
all processing is conducted within a secure environ-
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ment, and no personally identifiable information
is shared externally. We strictly adhere to ethical
guidelines for data usage and privacy, ensuring that
our findings are reported responsibly and without
stigmatizing individuals. All analyses and results
are derived solely for research purposes and to ad-
vance our understanding of mental health dynamics
in social media.
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You are an advanced language model
tasked with rating the overall well-being
presented in a given post on a scale from
1 (low well-being) to 10 (high well-being).
The score is based on GAF (American Psy-
chiatric Association, 2000).
The well-being scale is given below:
1 – The person is in persistent danger of
severely hurting self or has attempted a seri-
ous suicidal act with a clear expectation of
death.
2 – In danger of hurting self or others (e.g.,
suicide attempts; frequently violent; manic
excitement) or significant impairment in
communication (e.g., incoherent or mute)
.
.
.
10 – No symptoms and superior functioning
in a wide range of activities

Examples:
Post: "I’ve been feeling extremely over-
whelmed with work, but I’m trying to man-
age it by taking breaks."
Well-being score: 7
Post: "Nothing feels enjoyable anymore,
and I don’t see the point in getting up most
days."
Well-being score: 3

Now, read the following post and predict
the well-being score. Use the above scale
and examples to predict the well-being
score. Before predicting the score, justify
the predicted score in one full sentence.
Post: "I feel exhausted every day, but I still
push through to meet my responsibilities."
Well-being score:

This example demonstrates how the model is
guided to score well-being by utilising top-2 re-
trieved posts with their corresponding labels as
examples.

B Error Analysis for Task A1 (Self-State
Evidence Extraction)

In our analysis of misclassified instances, we iden-
tified several recurring patterns where the model

failed to correctly classify evidence spans. Since
gold labels were not available for the test data, the
analysis was primarily conducted manually. Below,
we categorize these errors and provide examples
similar to the ones from the test dataset, which
the model failed to classify. Note that the cur-
rent RoBERTa based model has been fine-tuned
for sentence classification rather than span classi-
fication. This means that instead of identifying spe-
cific spans within a sentence, the model assigns a
label to the entire sentence. As a result, it struggles
with cases where both adaptive and maladaptive
evidence co-exist in a single sentence, leading to
ambiguous predictions. In addition, posts with no
adaptive or maladaptive evidences from the train-
ing data were excluded during the fine-tuning of
RoBERTa. This likely contributed to the lower
weighted recall compared to recall, as the model
struggled to classify sentences as "none" and in-
stead attempted to assign them to one of the pre-
defined classes, even when they did not belong to
either.

Mixed Sentiment

Example: "I feel really down, but I know
things will get better soon."
Possible Cause: The model struggles to de-
cide whether the sentence leans more posi-
tive or negative.

Negation Handling

Example: "I don’t think I’m actually sad,
just a bit tired."
Possible Cause: The presence of negation
("don’t think") may confuse the model into
classifying incorrectly.

Ambiguous Language

Example: "Why is everything like this?"
Possible Cause: Without context, the
model might not distinguish uncertainty
from definitive negative sentiment.
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Strong Emotional Words

Example: "I’m completely exhausted and
drained, I wish it was not like this."
Possible Cause: The model might overem-
phasize strong words like "exhausted" and
"drained," ignoring the broader context.

The model appears to struggle with mixed senti-
ments, ambiguous language, emotionally charged
words, and multiple ideas within a single post. It
seems biased towards classifying strongly emo-
tional statements as maladaptive, even when they
contain adaptive elements. Additionally, it might
not effectively handle negations or contextual shifts
within a sentence, leading to inconsistent classifica-
tions. Further analysis could explore the influence
of specific keywords and sentence structures in
model errors.

These findings suggest that improving contextual
understanding and refining the handling of ambigu-
ity in language could enhance model performance
in Task A1.
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Abstract

We tackle the task by using a pretrained large
language model (LLM) and in-context learn-
ing with template-based instructions to guide
the LLM. To improve generation quality, we
employ a two-step procedure: sampling and
selection. For the sampling step, we randomly
sample a subset of the provided training data
for the context of LLM prompting. Next, for
the selection step, we map the LLM generated
outputs into a vector space and employ the
Gaussian kernel density estimation to select
the most likely output. The results show that
the approach can achieve a certain degree of
performance and there is still room for improve-
ment.

1 Introduction

The CLPsych 2025 shared task (Tseriotou et al.,
2025) combines longitudinal modeling in social
media timelines with evidence generation (Chim
et al., 2024), promoting the generation of humanly
understandable rationales that support recognizing
mental states as they dynamically change over time.

The task is structured around the MIND frame-
work (Slonim, 2024), a pan-theoretical scheme for
capturing self-states as combinations of Affect,
Behavior, Cognition, and Desire (ABCD) com-
ponents, and identifying mental fluctuations over
time.

The shared task’s provided dataset contains an-
notations of evidence aligned with the ABCD
paradigm, well-being score and expert summaries
at post-level and timeline-level (Shing et al., 2018;
Zirikly et al., 2019; Tsakalidis et al., 2022).

Particularly, the shared task is organized into 4
tasks namely A.1, A.2, B, and C, focusing on dif-
ferent aspects of analyzing a given user’s mental
health state. Task A.1 focuses on extracting ev-
idence of adaptive and maladaptive mental state
from user posts. Task A.2 focuses on scoring the
well-being of a user within the context of a given

user post. Task B focuses on writing a summary
of the user’s mental health state within the context
of a given user post. Task C focuses on writing a
summary of the user’s mental health state within
the context of a given user timeline consisting of a
series of posts.

We tackle the task by utilizing a pretrained
large language model (LLM) and in-context learn-
ing (Dong et al., 2024) with template-based instruc-
tions to guide the LLM. Since we approach with
a pretrained model without further fine-tuning and
in-context learning is limited to the number of in-
context examples, to improve generation quality,
we employ a two-step procedure: sampling and
selection. For the sampling step, we repeatedly
randomly sample a subset of the provided train-
ing data for the context of LLM prompting. For
the selection step, we map the LLM generated out-
puts into a vector space and employ the Gaussian
kernel density estimation (Scott, 2015; Silverman,
2018) to select the most likely output. Details of
our method is described in the next section.

2 Method

2.1 Overview

We design our framework consisting of an LLM
and utilize in-context learning with a two-step pro-
cedure: sampling and selection.

Sampling We randomly sample a subset of the
provided training data for the context of LLM
prompting, and repeat for a number of rounds. We
used meta-llama/Meta-Llama-3-8B-Instruct1 as the
LLM and set the sample size to 225. The tempera-
ture of LLM generation is set to 0.1.

Selection We map the LLM generated outputs
into a vector space and employ the Gaussian ker-
nel density estimation (Scott, 2015; Silverman,
2018) with the Scott’s Rule for bandwidth selec-

1https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct
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You are a mental health expert and analyzing
a patient’s social media post to determine
their well-being, their dominant self-state
of either adaptive or maladaptive. The fol-
lowing is your past analysis.

Analysis 1:
<patient post contents>
Adaptive post segments:
* <segment 1>
* ...
Maladaptive post segments:
* <segment 1>
* ...
Well-being: <well-being score>
Assessment:
<post summary>
...

Analysis i: ...

Now analyze the following patent post.
<patient post>
Adaptive post segments:
<fill only post segments here, no analysis>
Maladaptive post segments:
<fill only post segments here, no analysis>
Well-being: <give your score here>
Assessment:
<fill your assessment here>

Figure 1: Template for tasks A, B.

tion (Turlach, 1993; Bashtannyk and Hyndman,
2001) to select the most likely output. We used
sentence-transformers/all-MiniLM-L6-v22 as the
sentence embedder model.

2.2 Tasks A & B

Since the evidence of adaptive and maladaptive
states is the key for generating the summary of the
given user post, we jointly tackle the two tasks A
and B in one single flow. We design a prompting
template (Figure 1) that instructs the LLM to ex-
tract evidence and summarize a given user post
jointly. Specifically, we set the number of past anal-
yses to 5, i.e. giving the LLM 5 past user posts
with annotations as in-context learning examples.

After performing the sampling step, we collected
a set of candidates for each post. We, then, pro-
ceed to the selection step. For each candidate, we
map a triplet of ⟨adaptive-evidence, maladaptive-
evidence, summary⟩ to a triplet of vectors
⟨vector(adaptive-evidence), vector(maladaptive-
evidence), vector(summary)⟩. The concatenation
of the 3 vectors in the triplet forms the representa-
tive vector of the candidate. The set of candidates’
vectors are put through the Gaussian kernel density
estimation, and the candidate whose vector has the
highest density is selected as the final output for
the given user post.

2https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

You are a mental health expert and analyzing
a patient’s social media post to determine
their well-being, their dominant self-state
of either adaptive or maladaptive. The fol-
lowing is your past analysis.
Past patient 1:
<patient post 1>
<patient post 2>
...
Final Assessment:

...

Past patient i: ...

Now analyze the following patient.
<patient post 1>
<patient post 2>
...
Final Assessment: <fill your assessment
here; it should be concise, and focus on
change of self-state in the beginning, middle,
and end of the post timeline; no need to men-
tion detailed post contents; must start with
Final Assessment:>

Figure 2: Template for tasks C.

2.3 Task C

Since a timeline may contain a lot of posts, and our
resource is limited, even though we believe that the
evidence and post-summary are valuable for mak-
ing the timeline summary, we had to abandon the
information and only use the timeline posts as the
sole input. That leads to our designed prompting
template shown in Figure 2. We set the number of
past example timelines to 3. In our observation, a
number of past timelines greater than 3 often re-
sulted in junk responses, indicating that the selected
LLM cannot handle such a long context.

The selection step is performed as described in
Subsection 2.1, where each candidate is a summary
generated.

3 Results

As shown in Table 1, our method achieved rela-
tively good performance overall. Particularly, our
system performs relatively better in evidence ex-
traction than well-being scoring and summary gen-
eration.

For the results of Task A.1 (Table 2), our system,
also similar to some other systems, did put more
focus on extracting evidence related to maladaptive
state than adaptive state. In one perspective, it
is a sign that our system did put more alert on
negative contents when doing analysis, which is
understandable since many public LLMs, including
the LLM used in this work, are aligned to recognize
negative inputs for the purpose of safeguarding.

For the results of Task A.2 (Table 3), our system
also did put more focus on problematic well-being
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Task A1 Task A2 Task B Task C
Team Recall MSE Mean Consistency Mean Consistency
Aquarius 0.507 2.010 0.880 0.915
BLUE 0.555 2.260 0.910 0.946
BULUSI 0.433 1.920 0.868 0.941
CIOL 0.246 3.990 0.612 0.610
CSIRO-LT 0.460 2.040 - -
EAIonFlux 0.517 2.080 0.888 0.913
MMKA 0.602 6.610 - -
NoviceTrio -0.028 13.830 0.686 0.855
PsyMetric 0.168 3.230 0.698 0.926
ResBin 0.470 8.020 0.764 0.898
Seq2Psych 0.276 3.270 - -
uOttawa 0.637 2.620 0.860 0.943
Zissou 0.579 3.140 0.846 -
ISM (ours) 0.561 2.760 0.859 0.852

our rank 4 7 6 9

Table 1: Official test results of participants.

overall adaptive maladaptive
Weighed Weighed Weighed

Teams Recall Recall Recall Recall Recall Recall
Aquarius 0.507 0.456 0.499 0.465 0.516 0.446
BLUE 0.555 0.392 0.472 0.400 0.639 0.384
BULUSI 0.433 0.370 0.339 0.339 0.526 0.402
CIOL 0.246 0.174 0.230 0.151 0.262 0.198
CSIRO-LT 0.460 0.427 0.384 0.377 0.537 0.478
EAIonFlux 0.517 0.471 0.517 0.480 0.518 0.462
MMKA 0.602 0.343 0.522 0.374 0.681 0.313
NoviceTrio -0.028 -0.028 -0.104 -0.104 0.047 0.047
PsyMetric 0.168 0.168 0.152 0.152 0.184 0.184
ResBin 0.470 0.302 0.258 0.255 0.682 0.350
Seq2Psych 0.276 0.236 0.245 0.238 0.308 0.235
uOttawa 0.637 0.498 0.594 0.542 0.681 0.455
Zissou 0.579 0.320 0.445 0.305 0.713 0.335
ISM (ours) 0.561 0.452 0.488 0.460 0.633 0.444

our rank 4 4 5 4 6 5

Table 2: Test results for task A.1.
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Teams MSE MSE serious MSE impaired MSE minimal F1 Macro
Aquarius 2.010 2.160 3.110 1.250 0.366
BLUE 2.260 1.410 3.690 2.060 0.393
BULUSI 1.920 3.040 1.190 0.650 0.351
CIOL 3.990 7.310 0.490 2.890 0.119
CSIRO-LT 2.040 1.820 3.680 1.080 0.344
EAIonFlux 2.080 1.770 3.710 2.110 0.321
MMKA 6.610 4.220 11.760 4.950 0.257
NoviceTrio 13.830 3.160 11.590 18.620 0.135
PsyMetric 3.230 2.520 6.630 3.280 0.300
ResBin 8.020 20.260 3.710 1.890 0.192
Seq2Psych 3.270 4.980 1.380 2.630 0.191
uOttawa 2.620 2.280 4.030 2.910 0.302
Zissou 3.140 2.910 4.320 3.090 0.344
ISM (ours) 2.760 1.930 5.000 2.740 0.319

our rank 7 4 11 8 8

Table 3: Test results for task A.2.

Mean Max
Teams Consistency Contradiction
Aquarius 0.880 0.781
BLUE 0.910 0.533
BULUSI 0.868 0.805
CIOL 0.612 0.966
CSIRO-LT - -
EAIonFlux 0.888 0.782
MMKA - -
NoviceTrio 0.686 0.885
PsyMetric 0.698 0.563
ResBin 0.764 0.835
Seq2Psych - -
uOttawa 0.860 0.832
Zissou 0.846 0.772
ISM (ours) 0.859 0.777

our rank 6 4

Table 4: Test results for task B.

state as can be seen that MSE serious is relatively
better than other categories.

For the results of Tasks B, and C (Tables 4,
and 5), our system can generate relatively good
summaries highly consistent with the expert an-
notated summaries. However, max contradiction
metric results show that our system added contra-
dictory analysis in the output summaries, which
raises the concern of hallucination, a critical prob-
lem often found with LLMs (Huang et al., 2025).

Mean Max
Teams Consistency contradiction
Aquarius 0.915 0.876
BLUE 0.946 0.540
BULUSI 0.941 0.714
CIOL 0.610 1.000
CSIRO-LT - -
EAIonFlux 0.913 0.760
MMKA - -
NoviceTrio 0.855 0.596
PsyMetric 0.926 0.354
ResBin 0.898 0.816
Seq2Psych - -
uOttawa 0.943 0.714
Zissou - -
ISM (ours) 0.852 0.833

our rank 9 8

Table 5: Test results for task C.

4 Conclusion

We have presented our approach for the task by
using a pretrained large language model (LLM)
and in-context learning with template-based in-
structions to guide the LLM and designing a two-
step procedure, namely sampling and selection, to
improve system response quality. We achieved
promising results even though the method is sim-
ple and requires manageable resources for process-
ing. There is still room for improvement in several
directions including choosing stronger LLMs, or
fine-tuning with domain knowledge.
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Limitations

• No guarantee of adequate domain knowl-
edge. The LLM used in this paper was pre-
trained on data extracted from the open Web,
which means the model is not guaranteed to
be trained on high-quality professional data
needed to understand the domain data in this
task. Finetuning the model with high-quality
professional data may improve the limitation.

• No guarantee of adequate domain context un-
derstanding. Though in-context learning is an
effective method for guiding an LLM to deal
with a new task, the LLM may not understand
fully the context, especially since there is no
guarantee of adequate domain knowledge in
the pre-trained model.

Ethics Statement

Secure access to the shared task dataset was pro-
vided with IRB approval under University of Mary-
land, College Park protocol 1642625 and approval
by the Biomedical and Scientific Research Ethics
Committee (BSREC) at the University of Warwick
(ethical application reference BSREC 40/19-20).

Acknowledgments

This work was supported by "Strategic Research
Projects" grant from ROIS (Research Organiza-
tion of Information and Systems), Japan and JSPS
KAKENHI Grant Number JP23K16954. Any opin-
ions, findings, and conclusions or recommenda-
tions expressed in this material are those of the
author(s) and do not necessarily reflect the views
of the author(s)’ organization, JSPS or MEXT.

References
David M Bashtannyk and Rob J Hyndman. 2001. Band-

width selection for kernel conditional density esti-
mation. Computational Statistics & Data Analysis,
36(3):279–298.

Jenny Chim, Adam Tsakalidis, Dimitris Gkoumas, Dana
Atzil-Slonim, Yaakov Ophir, Ayah Zirikly, Philip
Resnik, and Maria Liakata. 2024. Overview of the
clpsych 2024 shared task: Leveraging large language
models to identify evidence of suicidality risk in on-
line posts. In Proceedings of the 9th Workshop on
Computational Linguistics and Clinical Psychology
(CLPsych 2024), pages 177–190.

Qingxiu Dong, Lei Li, Damai Dai, Ce Zheng, Jingyuan
Ma, Rui Li, Heming Xia, Jingjing Xu, Zhiyong Wu,

Baobao Chang, and 1 others. 2024. A survey on
in-context learning. In Proceedings of the 2024 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1107–1128.

Lei Huang, Weijiang Yu, Weitao Ma, Weihong Zhong,
Zhangyin Feng, Haotian Wang, Qianglong Chen,
Weihua Peng, Xiaocheng Feng, Bing Qin, and Ting
Liu. 2025. A survey on hallucination in large lan-
guage models: Principles, taxonomy, challenges, and
open questions. ACM Trans. Inf. Syst., 43(2).

David W Scott. 2015. Multivariate density estimation:
theory, practice, and visualization. John Wiley &
Sons.

Han-Chin Shing, Suraj Nair, Ayah Zirikly, Meir Frieden-
berg, Hal Daumé III, and Philip Resnik. 2018. Expert,
crowdsourced, and machine assessment of suicide
risk via online postings. In Proceedings of the fifth
workshop on computational linguistics and clinical
psychology: from keyboard to clinic, pages 25–36.

Bernard W Silverman. 2018. Density estimation for
statistics and data analysis. Routledge.

Dana Atzil Slonim. 2024. Self-other dynamics (sod): A
transtheoretical coding manual.

Adam Tsakalidis, Jenny Chim, Iman Munire Bilal, Ayah
Zirikly, Dana Atzil-Slonim, Federico Nanni, Philip
Resnik, Manas Gaur, Kaushik Roy, Becky Inkster,
and 1 others. 2022. Overview of the clpsych 2022
shared task: Capturing moments of change in lon-
gitudinal user posts. In Proceedings of the Eighth
Workshop on Computational Linguistics and Clinical
Psychology, pages 184–198.

Talia Tseriotou, Jenny Chim, Ayal Klein, Aya Shamir,
Guy Dvir, Iqra Ali, Cian Kennedy, Guneet Singh
Kohli, Anthony Hills, Ayah Zirikly, Dana Atzil-
Slonim, and Maria Liakata. 2025. Overview of the
clpsych 2025 shared task: Capturing mental health
dynamics from social media timelines. In Proceed-
ings of the 10th Workshop on Computational Lin-
guistics and Clinical Psychology. Association for
Computational Linguistics.

Berwin A Turlach. 1993. Bandwidth selection in ker-
nel density estimation: a rewiew. Technical report,
Humboldt Universitaet Berlin.

Ayah Zirikly, Philip Resnik, Ozlem Uzuner, and Kristy
Hollingshead. 2019. Clpsych 2019 shared task: Pre-
dicting the degree of suicide risk in reddit posts. In
Proceedings of the sixth workshop on computational
linguistics and clinical psychology, pages 24–33.

291

https://doi.org/10.1145/3703155
https://doi.org/10.1145/3703155
https://doi.org/10.1145/3703155


Proceedings of the 10th Workshop on Computational Linguistics and Clinical Psychology (CLPsych 2025), pages 292–299
May 3, 2025 ©2025 Association for Computational Linguistics

Transformer-Based Analysis of Adaptive and Maladaptive Self-States in
Longitudinal Social Media Data

Abhin B and Renukasakshi V Patil
Department of Information Technology

National Institute of Technology Karnataka, Surathkal
Mangalore, India

{abhinb.211ai003@nitk.edu.in, renukasakshivpatil.211ai030@nitk.edu.in}

Abstract

The CLPsych workshop, held annually since
2014, promotes the application of computa-
tional linguistics to behavioral analysis and
neurological health assessment. The CLPsych
2025 shared task, extending the framework of
the 2022 iteration, leverages the MIND frame-
work to model temporal fluctuations in mental
states. This shared task comprises three sub-
tasks, each presenting substantial challenges
to natural language processing (NLP) systems,
requiring sensitive and precise outcomes in an-
alyzing adaptive and maladaptive behaviors.
In this study, we employed a range of mod-
eling strategies tailored to the requirements
and expected outputs of each subtask. Our
approach mostly utilized traditional language
models like BERT, LongFormer and Pegasus
diverging from the prevalent trend of prompt-
tuned large language models. We achieved an
overall ranking of 13th, with subtask rankings
of 8th in Task 1a, 13th in Task 1b, 8th in Task
2, and 7th in Task 3. These results highlight the
efficacy of our methods while underscoring ar-
eas for further refinement in handling complex
behavioral data.

1 Introduction

Understanding mental health through digital foot-
prints has become a critical area of research, with
social media providing a unique lens into users’
psychological states over time. The CLPsych 2025
Shared Task builds upon prior research efforts by
integrating longitudinal modeling with evidence
generation The CLPsych 2025 Shared Task builds
upon prior research efforts (Tsakalidis et al., 2022;
Tseriotou et al., 2025; Zirikly et al., 2019) by inte-
grating longitudinal modeling with evidence gen-
eration..., focusing on adaptive and maladaptive
self-states in user timelines. Our work in this
shared task contributes to the growing field of
computational mental health assessment by em-
ploying state-of-the-art transformer-based mod-

els across various subtasks. A key preprocessing
step in our approach was removing posts with
null values, ensuring cleaner and more informa-
tive datasets for analysis. Unlike previous studies
that retained all posts for completeness, our deci-
sion aimed to enhance the signal-to-noise ratio,
thereby improving model performance. By apply-
ing a combination of specialized NLP models, we
effectively extracted relevant psychological mark-
ers, assigned well-being scores, and summarized
self-state dynamics in both individual posts and
entire timelines.

For well-being score prediction, we fine-tuned
MentalBERT, a model specifically trained for men-
tal health applications, to enhance accuracy in
assessing psychological functioning. For post-
level summarization, we leveraged Longformer,
which excels in capturing contextual dependen-
cies in lengthy texts, ensuring comprehensive self-
state summaries. At the timeline level, we utilized
Pegasus-X-Large, a model optimized for abstrac-
tive summarization, to generate coherent narratives
capturing self-state transitions. Lastly, for evidence
extraction, we employed Mistral, a robust trans-
former model capable of identifying relevant spans
with high precision. Our results indicate that Men-
talBERT achieved state-of-the-art performance in
well-being score prediction, Longformer provided
detailed and context-aware post summaries, while
Pegasus-X effectively distilled timeline-level in-
sights, and Mistral demonstrated high recall in ex-
tracting meaningful evidence spans. These findings
reinforce the potential of advanced NLP techniques
in modeling dynamic mental health patterns and
offer promising directions for future clinical and
computational research.

2 Background

Toxicity detection in NLP has focused on span-
level identification of harmful content. SemEval-
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2021 Task 5 (Ji et al., 2021a) highlighted chal-
lenges in detecting toxic spans using token classi-
fication and span prediction. Transformer-based
models like BERT, RoBERTa, and SpanBERT
improved performance by combining these ap-
proaches. In mental health, domain-specific mod-
els like MentalBERT (Chhablani et al., 2021) have
enhanced social media text analysis for early de-
tection of mental disorders and suicidal ideation,
demonstrating the value of contextualized repre-
sentations in both toxicity detection and mental
health assessment (Shing et al., 2018; Zirikly et al.,
2019).

Timeline summarization distills event evolution
from timestamped documents, requiring coherence
and diversity. Evolutionary Timeline Summariza-
tion (ETS) (Yan et al., 2011) optimizes relevance
and coverage, while graph-based methods enhance
abstractive and extractive summarization. Han-
dling long-context dependencies remains a chal-
lenge for transformer models (Qin, 2024), with
research on dynamic-resolution encoding (e.g.,
Nugget) improving efficiency.

Zero-shot prompting in LLMs faces challenges
in generating concise, coherent summaries. Chain-
of-event (CoE) prompting (Wei et al., 2022) struc-
tures summarization into four steps, improving
abstraction and coherence. Models like Pegasus
(Zhang et al., 2020) further enhance contextual
understanding. We also reference the Self-Other
Dynamics (SOD) framework (Slonim, 2024) for
analyzing adaptive and maladaptive self-states.

3 Methodology

Our methodology focuses on exploiting pre-trained
language models and fine-tuning them effectively
with the provided data. We employ various lan-
guage models like BERT, Longformer, and Pega-
sus across multiple tasks.

3.1 Task A.1: Evidence Extraction for
Adaptive and Maladaptive Self-States

Task A.1 involves extracting text spans indicat-
ing adaptive or maladaptive self-states. Adap-
tive self-states support fundamental needs fulfill-
ment, while maladaptive self-states obstruct these
needs(Slonim, 2024). The objective is identifying
spans evidencing adaptive, maladaptive or neither
self-states.

Initially, we considered BERT for token classifi-
cation (Devlin et al., 2019), labeling each token as

Figure 1: (Task 1a) Methodology diagram showing
the prompt tuning of Mistral 8x7b for the purpose of
accurate extraction of adaptive and maladaptive spans
with addition of explanation component.

part of an adaptive, maladaptive, or neutral span.
However, this risked producing fragmented spans
with misclassified portions, compromising contex-
tual integrity.

Consequently, we adopted Mixtral 8x7B (Jiang
et al., 2024), a large language model renowned
for robust natural language understanding. This
MoE model was selected for its proficiency in in-
terpreting complex natural language and extracting
coherent spans, overcoming BERT’s fragmentation
issues.

The model was guided by a carefully designed
prompt leveraging one-shot learning to capitalize
on Mistral 8x7B’s pre-trained knowledge. The
prompt structure can be found in A which was
finalized after a careful effort in experimentation
based on general research of what adaptive and
maladaptive behaviors are.

To enhance performance, we integrated the "ex-
plain then annotate" strategy (Lee et al., 2020).
This technique requires providing a rationale be-
fore finalizing annotations, improving accuracy
through deeper contextual understanding. In our
implementation, Mixtral 8x7B generated brief ex-
planations for each classification, refining the span
extraction process, as illustrated in Figure 1.

3.2 Task 1b: Well-Being Score Prediction

Task 1b involves predicting a well-being score for
each post as a classification task. We leveraged em-
beddings from transformer-based encoder models
as input features for a Random Forest Classifier
(Breiman, 2001).

For contextual embeddings extraction, we em-
ployed various models including BERT (De-
vlin et al., 2019), MiniLM (Wang et al., 2020),
RoBERTa (Liu et al., 2019), ClinicalBERT (Huang
et al., 2020), and MentalBERT (Ji et al., 2021b).
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Figure 2: (Task 1b) Methodology of well-being score
prediction using Mental BERT and Random Forest Clas-
sifier

The [CLS] token embedding from each model’s
final layer served as post representation, feeding
into a Random Forest Classifier for multi-class
classification.

Performance evaluation using accuracy as the
primary metric revealed MentalBERT as the best
performer. This superior performance likely stems
from MentalBERT’s pre-training on mental health-
related text, enabling better capture of domain-
specific patterns relevant to well-being assessment,
as shown in Figure 2.

3.3 Task 2: Post-Level Summaries of
Self-State Dynamics

Task 2 involves generating summaries describing
the interplay between adaptive and maladaptive
self-states, focusing on the dominant state and its
driving ABCD aspect. The summary must outline
how this central aspect influences other compo-
nents and address any complementary self-state.

Initially, we utilized BART (Lewis et al., 2019)
for summarization. However, BART’s 1024 token
context limitation proved insufficient for longer
posts. We switched to Longformer (Beltagy et al.,
2020) with its 4096 token capacity, allowing ef-
fective processing of extended posts with their evi-
dence spans.

We leveraged outputs from Task
1a—specifically, the extracted evidence spans—as
additional input to inform summarization. The
data was structured as:

post: {post}
adaptive_evi: [list of spans]

Figure 3: (Task 2) Methodology diagram depicting the
finetuning process of LongFormer for the task of post-
level summary generation.

Figure 4: (Task 3) Methodology diagram for the task 3
showing the finetuning of pegasus-X-large for timeline
summary generation.

maladaptive_evi: [list of spans]

This structured input enabled Longformer to
contextualize posts with identified self-state evi-
dence, generating summaries accurately reflecting
self-state interplay, as depicted in Figure 3.

3.4 Task 3: Timeline-Level Summaries

Task 3 required generating timeline-level sum-
maries reflecting an individual’s self-state dynam-
ics over time. We combined multiple posts from
the same timeline into cohesive text, preserving
chronological order to maintain timeline integrity
for effective self-state progression analysis.

Analysis revealed a mean word count of 1224
words, with the longest text reaching 5555 words.
This necessitated a model capable of processing
long sequences. We selected Pegasus-X-large
(Zhang et al., 2020), which accommodates up to
16,000 tokens, eliminating truncation concerns.

Pegasus-X-large was fine-tuned using combined
posts as input and expected timeline summaries as
targets, enabling the generation of summaries effec-
tively capturing temporal dynamics and transitions,
as shown in Figure 4.

4 Experimental Results

In this section, we present results for each task
in the CLPsych 2025 shared task. Experiments
were conducted using Kaggle’s free 2xT4 GPUs,
providing sufficient computational resources.
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The initial dataset contained 343 rows. After
removing null values from well-being scores and
post summaries, 199 rows remained for Tasks 1b
and 3. For Tasks 1a and 2, we utilized the full
dataset as these tasks were unaffected by the miss-
ing data.

4.1 Task 1a: Evidence Extraction
For Task 1a, we employed Mixtral-8x7b (Jiang
et al., 2024), a mixture of experts model quantized
to 4-bit to optimize memory usage. A temperature
of 0.2 was selected after experimentation, balanc-
ing creativity and precision for effective extraction
of adaptive and maladaptive self-state indicators.

4.2 Task 1b: Well-Being Score Prediction
In Task 1b, we tested various models including
BERT (Devlin et al., 2019) and LLaMA (Touvron
et al., 2023) for sequence classification. Optimal
performance was achieved by combining Mental-
BERT (Ji et al., 2021b) embeddings with a Random
Forest Classifier (Breiman, 2001) (100 estimators).
Embeddings were extracted using the Sentence
Transformers library, capturing domain-specific
nuances relevant to well-being assessment.

4.3 Task 2: Post-Level Summaries
For Task 2, we utilized Longformer (Beltagy
et al., 2020), chosen for its long-sequence han-
dling capability. Input data combined post con-
tent with Task 1a outputs (adaptive/maladaptive
evidence spans). The model was fine-tuned us-
ing the Seq2SeqTrainer from Transformers (Wolf
et al., 2019) for 10 epochs, generating coherent
summaries reflecting self-state interplay.

4.4 Task 3: Timeline-Level Summaries
Task 3 involved timeline-level summaries by con-
catenating posts from the same timeline. Posts
were separated chronologically using a delimiter
(\n\n\——-\n\n). Pegasus-X-large (Zhang et al.,
2020), with its 16,000-token context window, was
fine-tuned for 10 epochs using Seq2SeqTrainer.

The performance across all tasks is summarized
in Table 1, presenting our team’s (ResBin) scores.

5 Limitations

Our approach faces several constraints despite
promising results. Using traditional language mod-
els rather than prompt-tuned LLMs may have lim-
ited our performance on tasks requiring nuanced
psychological inferences. Effective pre-processing

Table 1: Experimental Results for Team ResBin Across
Different Tasks

Task Metric Score Rank
Task 1a Recall 0.470 8
Task 1b Mean Consistency 0.764 13
Task 2 MSE 8.020 8
Task 3 Mean Consistency 0.898 7

of the data was missing and no sort of data aug-
mentation was carried out. Because of limited data
the pre-trained transformer based models could not
generalize to the extent LLMs are capable of gen-
eralizing. Furthermore fine-tuning of LLMs was
not carried out in our work which could have pos-
sibly given even better results with extreme level
of natural language understanding. Additionally,
our models may inadequately capture long-term
temporal dependencies in user posts, potentially
missing subtle shifts in mental states.

6 Ethics

Our research adheres to strict ethical guidelines
protecting data privacy and dignity. We store data
exclusively on local machines and google drives
with team-restricted access and will delete all
dataset files and derived models after the CLPsych
2025 workshop. We commit to not redistributing
the dataset and to not submitting any part of it to
platforms that might use it as training data. We ac-
knowledge that models developed in this research
are for computational research purposes only, not
for direct clinical application.

7 Conclusions

In this work, we focused on fine-tuning natural
language models like BERT, Longformer, and Pe-
gasus (Tseriotou et al., 2025) for the CLPsych
2025 shared task, building on prior methodolo-
gies (Tsakalidis et al., 2022; Zirikly et al., 2019).
Our approach effectively addressed evidence span
extraction, well-being score prediction, and sum-
mary generation at both post and timeline levels.
While we prioritized task-specific models over
large language models (LLMs) for interpretabil-
ity, future work could explore supervised LLM
fine-tuning with sufficient computational resources
to enhance prediction and summarization capa-
bilities. This direction may further bridge the
gap between general-purpose language models and
domain-specific mental health analysis tasks.
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A Appendix

A.1 Prompt used in Task 1a

You are a mental health expert
analyzing social media posts from the
given posts to identify evidence of
adaptive and maladaptive self-states.
Each self-state is characterized by
Affect (A), Behavior (B), Cognition
(C), and Desire/Need (D) (ABCD
framework). Your task is to extract
continuous spans of text from the
post that directly evidence these
self-states.

Definitions

Adaptive Self-State

Aspects of Affect, Behavior,
Cognition, and Desire/Need that
support the fulfillment of
basic needs like relatedness
(connection with others), autonomy
(independence), and competence
(feeling capable). These are healthy
coping mechanisms or positive mental
states. Examples include:

• Affect (A): Positive emotions
like happiness, hope, or pride
(e.g., "I’m feeling really
hopeful about my future").

• Behavior (B): Healthy actions
towards self or others, such as:

– Support: Seeking or
appreciating help from
others (e.g., "I talked to
my friend about my stress").

– Physical Activity: Engaging
in exercise like walking or

yoga (e.g., "I went for a run
to clear my mind").

– Relaxation: Calming
activities like meditation
or listening to music (e.g.,
"I listened to soft music to
relax").

– Problem-Solving: Actively
addressing issues (e.g., "I
made a plan to tackle my
workload").

• Cognition (C): Positive
perceptions of self or others,
like self-acceptance or viewing
others as supportive (e.g.,
"I believe I can improve with
help").

• Desire/Need (D): Healthy
intentions or needs, like
seeking relatedness or autonomy
(e.g., "I want to connect with
others to feel supported").

Maladaptive Self-State

Aspects of Affect, Behavior,
Cognition, and Desire/Need that
hinder the fulfillment of basic
needs, reflecting unhealthy coping
mechanisms or negative mental states.
Examples include:

• Affect (A): Negative emotions
like depression, anxiety, shame,
or hopelessness (e.g., "I feel so
hopeless and sad").

• Behavior (B): Unhealthy actions
towards self or others, such as:

– Escape: Withdrawing socially
or over-engaging in solitary
activities (e.g., "I stayed
in my room all day scrolling
online").

– Unhealthy Self-Soothing:
Overeating, binge drinking,
or excessive internet use
(e.g., "I binged on snacks
to feel better").
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– Numbing: Using substances to
numb emotions (e.g., "I drank
to forget my problems").

– Self-Harm: Engaging in
self-injury (e.g., "I want to
hurt myself").

– Compulsions/Risk-Taking:
Seeking adrenaline through
risky behaviors (e.g., "I
drove recklessly to feel
something").

• Cognition (C): Negative
perceptions, like self-criticism
or expecting rejection (e.g., "I
think I’m a failure and no one
cares").

• Desire/Need (D): Unhealthy
expectations or fears, like
expecting failure or rejection
(e.g., "I feel like I’ll never
be good enough").

Task A.1 - States’ Evidence

• Identify continuous spans of text
in the post that directly provide
evidence of adaptive self-states
and maladaptive self-states.

• Each span should be a complete,
meaningful segment of text (e.g.,
a full sentence or a phrase) that
clearly reflects an adaptive or
maladaptive self-state.

• A post may contain evidence
for one self-state (adaptive or
maladaptive), both, or neither.

• If no evidence is found for a
self-state, return an empty list
([]) for that category.

• Ensure the spans are exact
substrings of the post,
preserving the original wording
and punctuation.

Post to Analyze

{post}

Output Format

Provide the following in a structured
format:

• Adaptive Evidence: [List of
continuous text spans (strings)
showing adaptive self-states, or
[] if none]

• Maladaptive Evidence: [List of
continuous text spans (strings)
showing maladaptive self-states,
or [] if none]

• Explanation: [Brief explanation
of your evidence selection,
referencing the ABCD framework
and coping mechanisms]

Example

Post: "My friend went for a gym
session to relieve stress, but he
sometimes gets dissapointed and feels
hopeless about his situation."
Output:

• Adaptive Evidence: ["My friend
went for a gym session to relieve
stress"]

• Maladaptive Evidence: ["he
sometimes gets dissapointed
and feels hopeless about his
situation"]

• Explanation: The span "My
friend went for a gym session
to relieve stress" reflects
an adaptive self-state through
Behavior (B) - Physical Activity,
as walking is a healthy coping
mechanism to relieve stress.
The span "he sometimes gets
dissapointed and feels hopeless
about his situation" indicates
a maladaptive self-state through
Affect (A) - hopelessness, a
negative emotion that hinders
well-being.
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Disclaimer
Paraphrased representative data is being used in
the prompt and not real data from training data
provided during the shared task.
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Abstract

Mental health is not a fixed trait but a dy-
namic process shaped by the interplay be-
tween individual dispositions and situational
contexts. Building on interactionist and con-
structionist psychological theories, we develop
interpretable models to predict well-being and
identify adaptive and maladaptive self-states
in longitudinal social media data. Our ap-
proach integrates person-level psychological
traits (e.g., resilience, cognitive distortions, im-
plicit motives) with language-inferred situa-
tional features derived from the Situational 8
DIAMONDS framework. We compare these
theory-grounded features to embeddings from
a psychometrically-informed language model
that captures temporal and individual-specific
patterns. Results show that our principled,
theory-driven features provide competitive per-
formance while offering greater interpretabil-
ity. Qualitative analyses further highlight the
psychological coherence of features most pre-
dictive of well-being. These findings under-
score the value of integrating computational
modeling with psychological theory to assess
dynamic mental states in contextually sensitive
and human-understandable ways.

1 Introduction

Understanding mental health through language has
long been a foundational goal in clinical psychol-
ogy and computational social science. Human ex-
pression — especially as manifested through digital
communication — provides a unique window into
internal states, social interactions, and psycholog-
ical well-being. The CLPsych 2025 shared task
builds on prior work in computational linguistics
and clinical psychology, extending the analysis of
mental health from static assessments to a dynamic,
temporally anchored perspective. Seq2Psych, our
interdisciplinary team, approaches this challenge
by integrating psychological theory with computa-
tional methods, ensuring that our models are both

empirically grounded and practically applicable.
Our work emphasizes not only predictive accuracy
but also a principled, theory-grounded approach to
interpretability, facilitating a nuanced explanation
of how self-states fluctuate over time.

Primary Contributions made in this work in-
clude: (1) proposal of a theory-driven baseline
that combines language-inferred person-level traits
(e.g., well-being, cognitive distortions, resilience)
with situational context features derived from the
Situational 8 DIAMONDS framework (Rauthmann
et al., 2014); (2) use of a human-centered language
model (Soni et al., 2022, 2024c) trained on tempo-
ral user histories, to generate person-contextualized
embeddings aligned with psychometric theory; (3)
evaluation of these representations — individually
and in hybrid configurations — for predicting well-
being and identifying adaptive/maladaptive self-
states in longitudinal text data; (4) an analysis of
the most predictive psychological features to high-
light interpretable connections between language,
context, and mental health outcomes.

2 Background

Traditional models of psychological assessment
often rely on static categories — diagnostic la-
bels that imply stable traits or enduring conditions.
However, integrative psychological theories em-
phasize that mental states are inherently dynamic,
shaped by a complex interplay between individual
dispositions and situational contexts (Buss, 1987;
Ekehammar, 1974; Boyd and Markowitz, 2024).
The constructionist view of emotions, for example,
posits that emotional experiences emerge from in-
teractions between an individual’s traits, cognitive
processes, and environmental affordances (Barrett,
2017). Likewise, interactionist approaches in per-
sonality psychology highlight that adaptiveness or
maladaptiveness of a given behavior is highly con-
tingent upon situational fit (Mischel and Shoda,
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1995; Fleeson, 2004).
The notion of situational fit is central to under-

standing mental health dynamics. Psychological
well-being is not merely an individual trait but a
function of how well a person’s responses align
with their context. A behavior that is adaptive in
one situation may be maladaptive in another. For in-
stance, hypervigilant behaviors may be adaptive in
some contexts (e.g., military personnel in combat
situations), but highly maladaptive in another (e.g.,
a classroom or casual social gathering; Vyas et al.
2023). This perspective aligns with the broader
movement in psychology that views well-being as
a dynamic process rather than a fixed state (see,
e.g., Hollenstein, 2015)

2.1 A Principled Baseline: Integration of
Person-Level Traits and Situational
Context

To model mental health dynamics in a principled
manner, our approach combines person-level traits
with psychological dimensions of the situation.
Specifically, we leverage:

Psychological Characteristics of the Situation
Using a large language model, we annotated each
post for the psychological characteristics of its con-
text, based on the Situational 8 DIAMONDS (S8D)
framework (Rauthmann et al., 2014). This frame-
work captures eight psychosocial aspects of a given
situation — Duty, Intellect, Adversity, Mating,
pOsitivity, Negativity, Deception, and Sociality
— that shape the meaning and context of person-
environment transactions.

Person-Level Traits (PLT) We employed exist-
ing models and methods to assess and estimate
individual differences in implicit motives (Nilsson
et al., 2024), depression and anxiety (Gu et al.), har-
mony in life and satisfaction with life (Kjell et al.,
2022a) valence (Eijsbroek, 2023), cognitive dis-
tortions (Varadarajan et al., 2025), and resilience
(Mahwish et al.). These traits serve as stable psy-
chological anchors that interact dynamically with
situational contexts in well-established fashions
(Mejía and Hooker, 2015; Ungar, 2013; Joiner Jr.
and Timmons, 2009).

By combining these features, we constructed
a baseline model that aligns with psychological
theory, providing an interpretable reference point
against which more data-driven approaches can
be evaluated. Our method represents a true in-
terdisciplinary effort in computational social sci-

ence, bridging insights from personality psychol-
ogy, emotion theory, and NLP to advance the study
of mental health dynamics in digital contexts.

2.2 Human Language Modeling: HaRT for
Person-Contextual Embeddings

Our principled baseline approach offers a clear ex-
planatory mechanism for predicting well-being and
distinguishing between adaptive and maladaptive
self-states. However, we anticipate that more ad-
vanced language models will enhance predictive
accuracy and provide a richer representation of
language and individuals. HaRT, trained on the Hu-
man Language Modeling (HuLM) task — which
predicts the next word based on prior words, in-
corporating a latent user representation derived
from their temporal historical language — enables
a person-contextualized understanding of language
(Soni et al., 2022). Grounded in psychometric the-
ory on the stability of psychological traits (Wat-
son, 2004) HuLM processes an author’s language
collectively, recognizing that linguistic patterns are
best understood within the context of the individual
themselves, over time (Soni et al., 2024b; Ganesan
et al., 2024). This approach is particularly well-
suited for our tasks, given the dataset’s longitudinal
structure, where language is nested within indi-
viduals, and has proven to be effective in mental
health assessments (Ganesan et al., 2022; Varadara-
jan et al., 2024b), psychological assessments (Soni
et al., 2025), and user attributes assessments (Soni
et al., 2024a).

3 Data & Tasks

Dataset. The CLPsych 2025 shared task (Tse-
riotou et al., 2025) provided annotated evidence
for adaptive and maladaptive self-states (Slonim,
2024) as spans of texts from posts written by in-
dividuals historically in addition to a score repre-
senting the overall well-being in a post. The data
consists of 30 users (timelines) with a total of 343
posts of which 199 posts were annotated.

Shared Tasks. The shared tasks focus on the lon-
gitudinal modeling of changes in individual’s mood
and states (Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022). We participate in 2 sub-
tasks targeted at post-level judgments: a) predicting
the overall well-being, and b) identifying evidence
for adaptive and maladaptive self-states.
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4 Methods

We extracted two categories of features: a theory-
informed baseline — comprising Situational 8 DI-
AMONDS (S8D) and Person-Level Traits (PLT;
see Section 2.1) — and person-contextualized em-
beddings. While PLT features were computed at
both sentence and post levels, S8D were limited
to post-level annotations due to their reliance on
broader context.

Situational 8 DIAMONDS (S8D). We used
Deepseek-R1 (DeepSeek-AI et al., 2025) with few-
shot prompting to infer scores for each of the eight
situational dimensions at the post level. Each di-
mension was prompted separately using two man-
ually annotated exemplars tailored to its psycho-
logical construct (see § A.2). Scores ranged from
1 (not present) to 9 (highly present), reflecting the
inferred prominence of each situational character-
istic.

Person-Level Traits (PLT). We extracted 19 fea-
tures across four subdomains:
Implicit Motives. Following Nilsson et al. (b),
we applied fine-tuned RoBERTa-Large models to
estimate three subconscious motives — achieve-
ment, affiliation, and power — at the sentence level.
These predictions were averaged and adjusted for
word count to yield post-level scores (details in
Appendix A.3).
Mental Health. Using the Language-Based As-
sessment Model Library (Nilsson et al., a), we in-
ferred six psychological dimensions: valence (Ei-
jsbroek, 2023), harmony in life, satisfaction with
life (Kjell et al., 2022b), anxiety, and two depres-
sion indices (Gu et al., 2024). Features were ex-
tracted at the sentence level and averaged to gener-
ate post-level estimates.
Resilience. We implemented the Resilience through
Language Modeling (ReLM) framework (Mahwish
et al.) to compute scores for nine resilience-related
facets (e.g., optimism, coping toolkit) at both sen-
tence and post levels. See Appendix A.4 for details.
Cognitive Distortions. Drawing on prior
work (Varadarajan et al., 2025), we used pre-
trained models to estimate levels of cognitive distor-
tion, a known correlate of maladaptive emotional
states (Mann et al., 2002; Bathina et al., 2021), at
both sentence and post levels.

Person-Contextual Embeddings: HaRT. We
fine-tuned HaRT (Human-aware Recurrent Trans-
former) (Soni et al., 2022) to predict continuous

5-fold Ridge CV
r ↑ MSE ↓

S8D 0.528 2.556
Dist 0.365 3.059
ReLM 0.533 2.538
PLT 0.629 2.149
S8D + ReLM + Dist 0.623 2.178
S8D + PLT 0.622 2.174

Table 1: Pearson correlation (r) and Mean Squared Er-
ror (MSE) when training a ridge regression model us-
ing different “principled” baseline features to predict
continuous Well-being scores using nested 5-fold cross-
validation.

well-being scores at the post level and binary adap-
tive/maladaptive labels at the sentence level. To do
so, we split the CLPsych training data into inter-
nal training and validation sets. HaRT processes
users’ historical posts in sequence, enabling the
generation of temporally informed, person-specific
embeddings at both the sentence and post levels.

We evaluated these embeddings across three
tasks using 5-fold nested cross-validation: (a) con-
tinuous well-being prediction via ridge regression,
(b) adaptive label prediction using logistic regres-
sion, and (c) maladaptive label prediction using
logistic regression. We chose 5-fold CV to miti-
gate overfitting given the small sample size. For
all classifiers, we used a penalty range of [10, 0,
-1, -0.10, 0.10]. For span identification, we pre-
dicted label probabilities and applied thresholds
of 0.45 (adaptive) and 0.4 (maladaptive) to extract
evidence-level annotations.

5 Results & Discussion

Well-being Scores. Situational characteristics
(S8D) inferred from posts were predictive of an-
notated well-being scores (see Table 1). When
combined with PLT features, our “principled” base-
line — grounded in interactionist theory — yielded
improved performance. The psychometric theory-
inspired HaRT model outperformed baselines on
the internal validation set, although we observed
signs of overfitting in 5-fold CV (see Table 2).
Nonetheless, official results showed similar trends
(Table A2), with the theory-driven S8D +PLT base-
line outperforming the theory-agnostic HaRTWB-FT +

Ridge variant.

Adaptive and Maladaptive States. HaRT mod-
els performed well in the binary classification of
adaptive and maladaptive self-states (Table A4),
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Internal
Val Set

5-fold
Ridge CV

r ↑ MSE ↓ r ↑ MSE ↓

HaRTWB-FT 0.684 1.828 0.876 0.828

HaRTWB-FT + S8D
+ ReLM + Dist - - 0.883 0.787

HaRTWB-FT +
S8D + PLT - - 0.884 0.783

Table 2: Pearson correlation (r) and Mean Squared Error
(MSE) when fine-tuning HaRT using internal train and
validation splits and further training a ridge regression
model using resulting embeddings and principled base-
line features. Note: Pearson r values for the 5-fold ridge
CV numbers are likely inflated due to partial data con-
tamination across the fine-tuning and cross-validation
datasets. The internal validation set was used while
finetuning the HaRT model, after which the weights
were separately used as inputs for well-being task. The
internal validation numbers have been omitted for the
post-finetuned model.

5-fold Log.reg. CV
F1macro AUC

Dist adaptive 0.54 0.75
HaRTWB-FT 0.50 0.74
HaRTWB-FT + ReLM + Dist adaptive 0.53 0.76
PLT adaptive 0.48 0.66
HaRTWB-FT + PLTadaptive 0.52 0.76

Dist maladaptive 0.56 0.73
HaRTWB-FT 0.56 0.73
HaRTWB-FT + ReLM + Dist maladaptive 0.57 0.76
PLT maladaptive 0.49 0.70
HaRTWB-FT + PLTmaladaptive 0.58 0.77

Table 3: Macro F1 and AUC results when training a
logistic regression model to predict binary adaptive and
maladaptive labels separately over sentences split from
posts.

with additional gains observed when combined
with PLT features (Table 3). While Dist and PLT
features alone showed reasonable performance,
they produced minimal variation in predicted prob-
abilities across examples (Figure 1). In contrast,
HaRT-based models exhibited greater sensitivity to
language variation and were more effective at iden-
tifying adaptive and maladaptive evidence spans.
Additional supporting results and probability distri-
butions can be found in Appendix § A.6.

5.1 Discussion.

Our interactionist, theory-based “principled” base-
line approach effectively predicts annotated well-
being scores. However, it struggled to capture ev-

Figure 1: Distribution of probabilities to predict adap-
tive state for a given sentence. On the top is using
HaRTWB-FT + PLT features, and the bottom is using PLT
features in Logistic Regression models.

idence of adaptive and maladaptive states within
posts, highlighting the challenge of disentangling
self-states from their situational context — an issue
that even human observers can find difficult to as-
sess accurately (Uleman et al., 1996; Nisbett et al.,
1973; Ross, 1977).

To further explore the predictive power of our
principled baseline features, we conduct a qualita-
tive analysis of well-being correlations. As shown
in Figure 2, the top three features positively as-
sociated with well-being scores are: ‘satisfaction
with life’ (from mental health in PLT), ‘positivity’
in the situation (from S8D), and ‘harmony in life’
(from mental health in PLT). Conversely, the top
three features negatively correlated with well-being
scores include: ‘higher power belief’ (resilience
from PLT), ‘depression scale’ (mental health from
PLT), and overall ‘resilience score’ (from PLT).

Additionally, Figure 2 shows that the ridge re-
gression model, leveraging our principled baseline
features, assigns positive importance to ‘sociality’,
‘positivity’, and ‘intellect’ (all from S8D), while at-
tributing negative importance to ‘daily lived experi-
ence’ (from resilience in PLT), ‘need for affiliation’
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Figure 2: Qualitative analysis of features in our princi-
pled baseline consisting of psychological characteristics
of the situation and person-level traits. Left: Pearson
correlation coefficients; Right: Ridge regression beta
coefficients for predicting well-being with the S8D and
PLT features.

(from implicit motives in PLT)1, and ‘belief in a
higher power’ (from resilience in PLT).

These findings align with prior research indicat-
ing that well-being is closely tied to life satisfaction
and positive social interactions (Diener et al., 1999;
Cacioppo and Cacioppo, 2014). Similarly, negative
associations with depression, present-focus, and
certain aspects of religiosity are consistent with
existing psychological literature on mental health
dynamics (Beck, 1967; Himmelstein et al., 2018;
McCullough and Larson, 1999; Braam and Koenig,
2019). A more detailed discussion of these results

1High expression of affiliation-related language may indi-
cate a frustrated, rather than fulfilled, need for social connec-
tion. Classic motivation theories (McClelland, 1987) suggest
that individuals who frequently verbalize their affiliation mo-
tive may be experiencing social deprivation or unmet inter-
personal needs. This aligns with research on compensatory
behaviors, where socially disconnected individuals often am-
plify affiliative overtures to seek connection (Baumeister and
Leary, 1995; Richman and Leary, 2009).

can be found in the Appendix § A.5.

6 Conclusion

Mental health is not a static trait but a dynamic out-
come shaped by ongoing interactions between per-
son and context. In this work, we operationalized
this psychological insight by combining person-
level traits and situational characteristics — core
tenets of interactionist and constructionist theory
— to model well-being and adaptive self-states in
language.

Our theory-driven baseline, built from the Sit-
uational 8 DIAMONDS and language-inferred
psychological traits, demonstrated strong perfor-
mance while offering interpretable, psychologi-
cally grounded predictions. Features like posi-
tivity, satisfaction with life, and harmony in life
emerged as key indicators of well-being, while
markers of cognitive distortion and unmet affili-
ation needs were linked to maladaptive patterns.
HaRT’s person-contextualized embeddings added
value in modeling temporal variation, particularly
for adaptive and maladaptive evidence detection.

These findings highlight the value of bridging
computational models with psychological theory
— not only to improve prediction, but to ensure
outputs are meaningful and human-understandable.
Future work should explore how different contexts
modulate trait adaptiveness, and how language-
based systems might support more flexible, re-
silient self-states over time.

By integrating theory and computation, we move
toward systems that understand individuals not as
fixed entities, but as contextually situated and dy-
namically evolving.

Limitations

While this work offers a psychologically grounded
and interpretable approach to modeling mental
health from language, several limitations must be
acknowledged — both technical and conceptual.

First, our analyses are constrained by the scale
and structure of the CLPsych 2025 dataset. With
only 30 users and fewer than 200 annotated posts,
the generalizability of our findings is limited. Al-
though we used robust cross-validation and avoided
tuning on the test set, future work should evaluate
these models on larger, more diverse, and demo-
graphically representative datasets.

Second, the ground truth labels themselves are
inherently interpretive, reflecting human judgments
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of well-being and self-states based on textual evi-
dence. This raises a broader epistemological ques-
tion: to what extent can self-states be reliably in-
ferred from language alone? Our work assumes
that linguistic expressions are sufficient proxies for
psychological states — a premise that, while use-
ful for modeling, must be critically examined in
clinical and applied settings.

Third, our feature extraction relies on pretrained
models and heuristics that may carry latent biases
or be insensitive to cultural or contextual nuance.
For example, expressions of distress or resilience
may vary across communities, and models trained
on general corpora may fail to capture such varia-
tion meaningfully.

Finally, although we draw from psychological
theory, our models remain correlational. They can
identify linguistic markers of mental health but in
no way are able to definitively speak to underlying
mechanisms, causal relationships, or interventions.
Future work should incorporate longitudinal clini-
cal assessments to validate language-based features
against real-world outcomes.

These limitations do not undermine the value of
this work, but rather highlight the need for computa-
tional psychology to remain grounded in balancing
predictive power with interpretive care, and data-
driven modeling with theoretical accountability.

Ethical Considerations

Modeling mental health from language data
presents profound ethical challenges. While the
tools developed in this work aim to advance under-
standing of mental states in contextually sensitive
and interpretable ways, their misuse — or even
well-intentioned use without adequate safeguards
— poses real risks to privacy, autonomy, and well-
being.

First and foremost is the issue of consent. Al-
though the data used in this study were shared with
participant permission as part of a structured re-
search challenge, this controlled environment does
not reflect broader real-world settings in which
language-based models might be applied. Any fu-
ture deployment must ensure that individuals are
aware of — and have control over — how their
language data are interpreted, stored, and acted
upon.

Second, language-based inferences about men-
tal health are probabilistic and inherently contain
some degree of uncertainty. Over-reliance on

model outputs — particularly in clinical, legal,
or surveillance contexts — could lead to misdiag-
noses, stigmatization, or unwarranted interventions.
The interpretability of our features helps mitigate
this risk, but human oversight and psychological
expertise remain essential in any applied use.

Third, there are critical concerns around rep-
resentation and bias. Our models are trained on
English-language data from social media forums,
which may reflect particular cultural, demographic,
and socioeconomic perspectives. As a result, model
outputs may not generalize across populations and
could even reinforce existing inequities if deployed
indiscriminately. Expanding the diversity of train-
ing data and engaging with cultural psychology are
necessary steps forward.

Finally, as researchers in computational social
science, we must remain vigilant about the insti-
tutional and commercial pressures that can shape
how mental health technologies are built and used.
The potential to infer mental states from language
at scale invites both promise and peril. Ethical
research in this space demands more than com-
pliance — it requires an ongoing commitment to
transparency, self-reflection, and the prioritization
of human dignity.
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A Appendix

A.1 Official Submissions and results

Table A1 shows the official shared task results
for Task A.1 (evidence extraction), and Table A2
shows the official results for Task A.2 (wellbeing
prediction).

A.2 Situational 8 DIAMONDS Prompts

We used the items associated with each psychoso-
cial situation from Rauthmann et al. (2014) to de-
fine each of the S8D to Deepseek-R1. We individu-
ally prompted for each of the S8D and provided two
personalized exemplars and annotations for each of
the exemplars (2-shot). Some few-shot examples
were manually created and some were picked from
the CLPsych data. The prompts template would
read as follows:

Instruction: You are an expert in sit-
uational perception and psychological
analysis. Your task is to evaluate a
given block of text for the (insert situ-
ation) dimension from the Situational
8 DIAMONDS taxonomy. Individuals
who score higher in the (insert situation)
dimension relate to the following situa-
tions:

{{S8D items corresponding to relevant
dimension were inserted here}}

Your task is to provide the following in a
structured JSON format: Rating: Assign
a numerical rating for the mating dimen-
sion on a scale of 1 to 9 (where 1 = Not
at all present and 9 = Highly present).

Reasoning: Provide a justification for the
rating based on the text. Span Extraction:
Identify specific phrases in the text that
support your rating.

Below are two examples with respective
input texts and corresponding outputs to
illustrate the task:

{{Example texts with corresponding an-
notations were inserted here}}

Now, evaluate the following input text:

{{Text requiring annotation was inserted
here}}

We then curated two examples catered towards
each situation and hand-annotated the example to

provide as a guideline for output. We provided
two messages from the CLPsych 2025 dataset for
the situations Duty and Intellect, although for the
remaining six S8D, we curated our own examples.
An example annotation for the situation Adversity
(including manually creates few-shot examples)
goes as follows:

"Example 1: "I can’t believe how unfair
my manager is being. I worked overtime
all last week, skipped my breaks, and still
got blamed for a project delay that wasn’t
even my fault. He called me out in front
of the entire team, making it sound like I
was slacking off. I tried to defend myself,
but he just dismissed me and moved on.
It’s exhausting constantly feeling like I
have to prove myself, only to be treated
like I’m incompetent."

**Output:** "adversity": 8, "reasoning":
"The individual is experiencing direct
blame from their manager for a project
delay that was not their fault. They de-
scribe being publicly criticized in front
of colleagues and dismissed when at-
tempting to defend themselves. The
tone reflects frustration and exhaustion
from repeated unfair treatment, which
strongly aligns with the Adversity di-
mension.","supporting spans": "I worked
overtime all last week, skipped my
breaks, and still got blamed for a project
delay that wasn’t even my fault.","He
called me out in front of the entire team,
making it sound like I was slacking
off.","I tried to defend myself, but he just
dismissed me and moved on.","It’s ex-
hausting constantly feeling like I have to
prove myself, only to be treated like I’m
incompetent."

Example 2: "Every time I try to express
my opinion, my older brother just shuts
me down. He talks over me, mocks what
I say, and makes me feel like I’m too
stupid to contribute. It’s like my thoughts
don’t matter in my own family. Even
when I call him out on it, he just laughs
and says I’m being too sensitive. I don’t
know how to get him to take me seri-
ously."

**Output:** "adversity": 7, "reasoning":
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A.1 Adaptive/Maladaptive
recall weighted recall

overall adaptive maladaptive overall adaptive maladaptive

HaRTWB-FT + ReLM + Dist (LinSVC) 0.108 0.099 0.116 0.103 0.097 0.109
HaRTWB-FT + Log.reg. 0.105 0.077 0.132 0.102 0.075 0.129
HaRTadaptive-FT 0.276 0.245 0.308 - - -
HaRTmaladaptive-FT - - - 0.236 0.238 0.235

Table A1: Task A.1 Adaptive and Maladaptive Evidence task. We found that finetuning HaRT for independent
adaptive and maladaptive evidence classification can yield significant boosts over traditional principled baselines.

A.2 Well-being
timeline MSE ↓ F1

overall minimal
impairment impaired serious

impairment macro

HaRTWB-FT 3.73 2.76 1.95 5.92 0.15
HaRTWB-FT + Ridge 3.42 2.95 1.33 5.1 0.17
HaRTWB-FT + S8D + ReLM + Dist (Ridge) 3.27 2.63 1.38 4.98 0.19
HaRTWB-FT + S8D + PLT (Ridge) 3.22 1.40 2.60 4.86 0.19
S8D + ReLM + Dist (Ridge) 3.02 1.21 1.79 5.25 0.17
S8D + PLT (Ridge) 2.78 1.84 2.14 3.89 0.19

Table A2: Task A.2 Wellbeing task. We found that unlike Task A.1, finetuning HaRT to the wellbeing prediction task
need not consistently offer boosts, instead, principled and theoretical methods can offer significant advantages, with
a small number of interpretable dimensions without compromising on the accuracy. The first 3 rows in this table
were our official submissions while others are presented for additional analysis. We note that using HaRt fine-tuned
for the respective adaptive and maladaptive binary classifications may provide benefits over using HaRTWB-FT in all
combinations, however, due to time constraints we do not have empirical results for the same.
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"The individual describes repeated expe-
riences of being dismissed, mocked, and
dominated by their older brother. The sit-
uation involves verbal criticism, a power
imbalance, and an inability to be taken
seriously, all of which strongly align with
the Adversity dimension.", "supporting
spans": "Every time I try to express my
opinion, my older brother just shuts me
down.", "He talks over me, mocks what
I say, and makes me feel like I’m too
stupid to contribute.", "Even when I call
him out on it, he just laughs and says I’m
being too sensitive.""

A.3 Implicit Motives and Mental Health in
PLT

To construct our person-level trait (PLT) features,
we extracted both implicit motivational needs and
core mental health dimensions from participants’
language using pre-existing, validated models.

Implicit Motives. Following classic motivational
theory (McClelland, 1987), we define three core im-
plicit motives reflected in language: (1) the need for
achievement, indicated by references to striving for
excellence; (2) the need for affiliation, reflected in
efforts to initiate or maintain friendly relationships;
and (3) the need for power, expressed as influence
or control over others or institutions. We used
RoBERTa-based models from prior work (Nilsson
et al., 2024), trained on expert-coded Picture Story
Exercises, to infer these motives at the sentence
level. Sentence-level predictions were then aggre-
gated to post level using word count-adjusted aver-
aging procedures.

Mental Health Dimensions. We further ex-
tracted six features representing key aspects of
mental health using models from the Language-
Based Assessment Model Library (Nilsson et al.,
a). These include:

• Valence: Trained on annotated Facebook
posts rated for emotional positivity or neg-
ativity. The model’s out-of-sample correlation
with human ratings was r = .81.

• Harmony in Life & Satisfaction with Life:
Trained on open-text responses rated using
validated scales (Kjell et al., 2022a). The
models achieved out-of-sample correlations
of r = .73 and r = .71, respectively.

• Depression: Two separate models were
used — one trained to the Patient Health
Questionnaire-9 (PHQ-9; Kroenke et al.,
2011), and the other to the Center for Epi-
demiologic Studies Depression Scale (CES-D;
Radloff, 1977). These models yielded correla-
tions of r = .66 and r = .73, respectively.

• Anxiety: Trained on worry-based language
mapped to the Generalized Anxiety Disorder
7-item scale (GAD-7), with a correlation of
r = .63.

All models were previously pre-registered for
their respective source projects, evaluated using
nested cross-validation, and applied out-of-sample
to the present dataset. These features form part of
our psychologically interpretable PLT baseline.

A.4 Resilience in PLT

Traditional views of resilience often reduce it to
the absence of psychopathology or the ability to
recover from stress. However, contemporary psy-
chological frameworks emphasize a broader under-
standing: resilience as a multidimensional capacity
for adaptive functioning in the face of adversity.
To operationalize this richer perspective, we used
the ReLM (Resilience using Language Modeling)
framework (Mahwish et al.), which integrates an
archetype-based approach to assess resilience from
language.

ReLM captures nine core facets of resilience: op-
timism, flexibility mindset, sense of social support
(SoS), continued activities of daily living (CADL),
cognitive reappraisal, emotional maturity, uncer-
tainty tolerance, belief in a higher power, and
coping toolkit. Each facet is represented by four
prototype statements — brief exemplar sentences
derived from a synthesis of resilience literature
and analysis of archival interviews with individu-
als who have demonstrated stability in the face of
trauma. For example, a prototype for flexibility
mindset reads: “I always try new things because
I’m open to exploring.”

To assess individual alignment with each facet,
ReLM embeds both prototype statements and par-
ticipant text using Sentence RoBERTa and com-
putes their semantic similarity (see: Varadarajan
et al., 2024a). The resulting scores quantify how
strongly a participant’s language reflects each di-
mension of resilience. A higher score indicates
greater expression of that facet.
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Finally, a composite resilience score is computed
by applying exploratory factor analysis to the nine
facet scores. Across multiple datasets, a single-
factor solution consistently explained 49–56% of
the variance (Mahwish et al.), supporting the use
of a unified resilience metric. This composite
score provides a theoretically grounded and inter-
pretable estimate of an individual’s language-based
resilience profile.

A.5 Continued Discussion
The ‘daily lived experience’ facet in this dataset ex-
hibits a strong negative association with well-being.
This relationship likely stems from the facet’s fo-
cus on individuals persisting through routine tasks
despite ongoing stressors. Participant statements
such as “I’ve adjusted to my new environment—it
was hard at first, but I’m improving” and “I’ve been
leaving the house more” (rewritten for anonymity)
illustrate gradual adaptation and effort. However,
because well-being in this dataset is framed in
terms of symptom absence and unimpaired func-
tioning, the ‘daily lived experience’ facet presents a
paradox. While it reflects resilience — people con-
tinuing daily tasks despite struggles — it also sig-
nals underlying difficulty. The very act of pushing
forward in the face of these challenges may indi-
cate diminished well-being, as it suggests persistent
symptomatology masked by forced functionality.

The Belief in a Higher Power facet reflects trust
in external forces during times of struggle, as il-
lustrated by participant statements like “I accept
things as they are. . . I trust that things will get
better over time” and “I know that life will work
itself out” (anonymized). These responses suggest
a surrender of personal control to fate or higher be-
ing—a mechanism that may offer emotional relief.
However, the model’s negative weighting of this
facet stems from a tension between its definition
of well-being (rooted in agency, engagement, and
lack of symptom) and a resilience strategy that re-
lies on external control. While faith can provide
comfort, the framework may be interpreting pas-
sive reliance on higher powers as maladaptive in
contexts where well-being is tied to active mastery
of one’s circumstances.

A.6 Supplementary results and figures

Figure A1: Distribution of probabilities to predict mal-
adaptive state for a given sentence. On the top is using
HaRTWB-FT + PLT features, and the bottom is using PLT
features in Logistic Regression models.

Figure A2: Distribution of probabilities to predicting
adaptive state for a given sentence. On the top is us-
ing HaRTWB-FT + ReLM + Dist adaptive features, and the
bottom is using ReLM + Dist adaptive features in Logistic
Regression models.
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Internal Val Set
F1macro F1wtd AUC Acc

Dist adaptive 0.53 0.85 0.75 0.89
HaRTadaptive-FT 0.67 0.89 0.66 0.89
Dist maladaptive 0.56 0.82 0.76 0.84
HaRTmaladaptive-FT 0.60 0.82 0.60 0.82

Table A3: Task A.1 Additional results on internal validation set when predicting binary adaptive and maladaptive
labels separately over sentences split from posts.

5-fold Log.reg. CV
F1macro F1wtd AUC Acc

Dist adaptive 0.54 0.87 0.75 0.90
HaRTWB-FT 0.50 0.87 0.74 0.90
HaRTWB-FT + ReLM + Dist adaptive 0.53 0.87 0.76 0.91
PLT adaptive 0.48 0.86 0.66 0.91
HaRTWB-FT + PLTadaptive 0.52 0.87 0.76 0.90

Dist maladaptive 0.56 0.81 0.73 0.85
HaRTWB-FT 0.56 0.81 0.73 0.85
HaRTWB-FT + ReLM + Dist maladaptive 0.57 0.82 0.76 0.86
PLT maladaptive 0.49 0.80 0.70 0.86
HaRTWB-FT + PLTmaladaptive 0.58 0.83 0.77 0.86

Table A4: Additional results when training a logistic regression model to predict binary adaptive and maladaptive
labels separately over sentences split from posts.

Figure A3: Distribution of probabilities to predicting
maladaptive state for a given sentence. On the top is
using HaRTWB-FT + ReLM + Dist maladaptive features, and
the bottom is using ReLM + Dist maladaptive features in
Logistic Regression models.
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