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Abstract
This study explores the application of Large
Language Models (LLMs) and supervised
learning to analyze social media posts from
Reddit users, addressing two key objectives:
first, to extract adaptive and maladaptive self-
state evidence that supports psychological as-
sessment (Task A1); and second, to predict a
well-being score that reflects the user’s mental
state (Task A2). We propose i) a fine-tuned
RoBERTa (Liu et al., 2019) model for Task A1
to identify self-state evidence spans and ii) eval-
uate two approaches for Task A2: a retrieval-
augmented DeepSeek-7B (DeepSeek-AI et al.,
2025) model and a Random Forest regression
model trained on sentence embeddings. While
LLM-based prompting utilizes contextual rea-
soning, our findings indicate that supervised
learning provides more reliable numerical pre-
dictions. The RoBERTa model achieves the
highest recall (0.602) for Task A1, and Ran-
dom Forest regression outperforms DeepSeek-
7B for Task A2 (MSE: 2.994 vs. 6.610). These
results highlight the strengths and limitations
of generative vs. supervised methods in men-
tal health NLP, contributing to the develop-
ment of privacy-conscious, resource-efficient
approaches for psychological assessment. This
work is part of the CLPsych 2025 shared task
(Tseriotou et al., 2025).

1 Introduction

Mental health assessment using natural language
processing (NLP) has evolved from static risk
classification to longitudinal modeling of self-
states and psychological well-being. The CLPsych
Shared Task has progressively introduced more nu-
anced challenges, moving beyond binary risk as-
sessment to capture dynamic shifts in mental health.
The CLPsych 2022 Shared Task (Tsakalidis et al.,
2022) was the first to introduce longitudinal model-
ing, focusing on detecting "Moments of Change" in
a user’s mood over time and exploring its connec-
tion to suicidality risk. The CLPsych 2024 Shared

Task (Chim et al., 2024) expanded on this by requir-
ing models to find textual evidence that supports
suicide risk levels.

The CLPsych 2025 Shared Task (Tseriotou et al.,
2025) extends this research by combining longitu-
dinal modeling with evidence extraction, promot-
ing models that generate human-interpretable ra-
tionales while recognizing mental states as they
evolve. The shared task consists of four subtasks:

• Task A1 (Self-State Evidence Extraction):
Identifying spans of text that provide evidence
for adaptive and maladaptive self-states in a
given post.

• Task A2 (Well-Being Score Prediction): As-
signing a well-being score (1–10) to measure
the user’s psychological state.

• Task B (Post-Level Summarization): Gener-
ating a summary of the interaction between
adaptive and maladaptive states identified in
the post.

• Task C (Timeline-Level Summarization): Pro-
ducing longitudinal summaries that capture
the trajectory of a user’s mental state across
multiple posts.

This work focuses on Tasks A1 and A2, which
require precise extraction of self-state evidence and
structured estimation of well-being scores from the
given Reddit post.

Two main approaches exist for these tasks: su-
pervised learning and generative modeling. Super-
vised methods leverage annotated datasets for struc-
tured predictions, using transformer-based models
such as BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019). Generative models, particularly
Large Language Models (LLMs), offer contextual
reasoning but require carefully designed prompts
to ensure reliable outputs.
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In this work, we make the following contribu-
tions:

1. Span-Based Evidence Extraction: We fine-
tune a RoBERTa model to extract adaptive
and maladaptive self-state evidence (Task A1),
achieving a high recall of 0.602. This demon-
strates the effectiveness of structured supervi-
sion in identifying psychological markers.

2. Comparative Study of Well-Being Score
Prediction: We evaluate two distinct ap-
proaches for Task A2:

(a) A retrieval-augmented DeepSeek-7B
model for contextualized well-being esti-
mation.

(b) A Random Forest regression model
trained on sentence embeddings for struc-
tured numerical prediction.

Our results indicate that supervised learning out-
performs LLM-based approaches for numerical
well-being regression, while LLMs capture nu-
anced mental health signals but introduce high vari-
ance in predictions. This study contributes to the
ongoing development of interpretable, data-driven
methods for mental health NLP. The following sec-
tions outline our methodology, experiments, and
findings.

2 Task Description and Dataset

This study focuses on Task A1(Self-State Evidence
Extraction) and Task A2 (Well-Being Score Pre-
diction).

2.1 Task A1: Self-State Evidence Extraction
Given a Reddit post pj , Task A1 requires iden-
tifying spans of text within the post that indi-
cate adaptive or maladaptive self-states. We de-
fine the task as learning a function fA1 : Xj →
{Sadaptive, Smaladaptive}, where Xj represents the
text of post pj , and Sadaptive, Smaladaptive are sets
of non-overlapping spans belonging to Xj that re-
flect positive coping mechanisms or distress-driven
thought patterns.

2.2 Task A2: Well-Being Score Prediction
Task A2 involves assigning a well-being score yj
to each post pj , where scores range from 1 (severe
distress) to 10 (minimal impairment), aligning
with the Global Assessment of Functioning (GAF)
scale. This is framed as a regression problem fA2 :
pj → yj , yj ∈ {1, 2, ..., 10}.

2.3 Dataset Overview

The dataset (Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022) consists of 30 user time-
line JSON files (343 posts) in the training set and
10 user timeline JSON files (94 posts) in the test
set. Each training JSON file contains a timeline
ID, a list of posts, and a timeline summary. Each
post includes a post index, post ID, timestamp, post
text, post summary, well-being score, and evidence
annotations. The evidence annotations consist of
adaptive and maladaptive states, each with cate-
gories and highlighted evidence spans. Each test
JSON consists of a timeline ID and a list of posts.

The evidence spans (adaptive-state and
maladaptive-state) are substrings of the given
post text. The dataset follows the MIND frame-
work (Slonim, 2024), modeling mental health as a
dynamic fluctuation of self-states over time.

3 Methodology

3.1 Task A1: Self-State Evidence Extraction

We frame Task A1 as a token classification prob-
lem, where each token in a Reddit post is labeled
as adaptive (1), maladaptive (2), or non-evidence
(0).

3.1.1 Data Preprocessing and Augmentation:
The training data was extracted from annotated
JSON files and converted into a CSV format con-
taining Timeline ID, Post, Adaptive Evidence, and
Maladaptive Evidence. Posts without any evidence
spans were removed, resulting in 199 posts. To
enhance robustness, we generated 50 additional
posts using the nlpaug (Ma, 2019) library, which
provides various NLP-based augmentation meth-
ods. Specifically, we applied synonym replacement
using the SynonymAug augmenter and explic-
itly configured it to use WordNet as the synonym
source. We also applied random word swapping
using the RandomWordAug augmenter, which
randomly exchanges the positions of words within
a sentence. This introduced lexical and structural
variations while preserving the meaning of the
posts, thereby enhancing the overall diversity of
the dataset.

3.1.2 Tokenization and Labeling:
We used the RoBERTa tokenizer with
add_prefix_space=True to preserve sub-
word alignment. Evidence spans were mapped
to token positions using a rule-based matching
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algorithm. Labels were assigned directly at the
word level by matching evidence spans; each word
was initially labeled as non-evidence (0) and then
relabeled as adaptive (1) or maladaptive (2) if it
was part of the corresponding evidence spans.

3.1.3 Model Architecture and Training:
We fine-tuned a RoBERTaForTokenClassifica-
tion model with three output labels corresponding
to evidence categories. The model was trained
using Cross-Entropy Loss, AdamW (Loshchilov
and Hutter, 2019) optimizer (learning rate = 2e−5),
batch size = 16, and 3 epochs with early stopping
based on validation loss to prevent overfitting. We
used mixed precision training (fp16) to enhance
GPU utilization and speed up training.

3.1.4 Post-Processing and Inference:
During inference, each post is initially split into
sentences using a sentence tokenizer. The model
generates token-level predictions for each sentence,
and the predicted label that is most frequent in that
sentence is used as its overall classification.

3.2 Task A2: Well-Being Score Prediction
Task A2 involves assigning each Reddit post a well-
being score ranging from 1 (severe distress) to
10 (minimal impairment). The training data was
extracted from annotated JSON files and converted
into a CSV format containing Timeline ID, Post,
and Well-being Score. Rows with missing well-
being scores were removed.

3.2.1 LLM-Based Approach (DeepSeek-7B)
For this method, we use a retrieval-augmented
prompting strategy using DeepSeek-7B, an
instruction-tuned causal language model. An
overview of this method is shown in Figure 1. The
training data is used to generate sentence embed-
dings via all-MiniLM-L6-v2 (Wang et al., 2020).
For each test post, the embedding is computed and
compared against the training embeddings using
cosine similarity to retrieve the top-k most sim-
ilar examples. These retrieved examples, along
with their well-being scores, are incorporated into
a detailed few-shot prompt that begins with a de-
scription of the well-being scale based on GAF
criteria, followed by instructions to produce a justi-
fication sentence and a predicted well-being score.
The prompt is tokenized using DeepSeek-7B’s to-
kenizer, and the model generates an output (with
parameters such as max_new_tokens set to 50 and
temperature to 0.1) from which the numerical score

Figure 1: LLM-based Well-being Score Prediction

is parsed. Finally, this entire inference pipeline it-
erates over the test set, and the predicted scores
are saved for evaluation. An example prompt used
in our approach is provided in the appendix A for
reference.

3.2.2 Supervised Learning Approach
(Random Forest Regression)

We also experimented with a supervised regression
approach using a Random Forest model trained on
sentence embeddings. Sentence representations are
generated using all-MiniLM-L6-v2 (Wang et al.,
2020), a compact transformer-based embedding
model. The feature matrix consists of the embed-
dings, while the well-being scores serve as the tar-
get variable. An 80-20 train-validation split is ap-
plied, and a Random Forest Regressor with 200
estimators and a fixed random state is trained on
the dataset. Predictions are made on the validation
set, and post-processing ensures that outputs are
rounded and clipped to integer values within the
1–10 range. For inference, embeddings are gen-
erated for the test posts and passed through the
trained model. The predicted well-being scores
are then stored in a CSV file alongside their cor-
responding Timeline_ID and Post. Validation per-
formance is assessed using Mean Absolute Error
(MAE) and accuracy.

3.2.3 Post-processing:

For DeepSeek-7B, any non-numeric outputs were
filtered, and scores exceeding 1–10 were discarded.
For Random Forest Regression, predictions were
clipped and rounded to ensure numerical consis-
tency.
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4 Evaluation Metrics

Task A.1: Evidence of Adaptive and
Maladaptive Self-States

• Recall: Average of maximum BERTScore for
gold spans:

Recall =
1

|E|
∑

e∈E
max
h∈H

BERTScore(e, h)

• Weighted Recall: Adjusted for predicted span
lengths:

w =

{
ngold
npred

if npred > ngold

1 otherwise

• Null Handling: Defaults to 0 if no spans are
submitted.

Task A.2: Well-being Score Prediction

• Mean Squared Error (MSE): Averaged over
timelines, computed for:

– Serious impairment (scores 1-4)

– Impaired functioning (scores 5-6)

– Minimal impairment (scores 7-10)

• Null Handling: Ignored if no gold score; pe-
nalized by max error if no prediction.

5 Results

In Tables 1 and 2, we present the test set results
for Task A1 and Task A2. The performance of our
methods is compared against baseline models.

5.1 Task A1: Self-State Evidence Extraction

Table 1 presents the results for self-state evidence
extraction. Our RoBERTa-based model (MMKA
RoBERTa) achieves the second-highest perfor-
mance in the shared task, with an overall recall
of 0.602. The model shows stronger performance
in detecting maladaptive spans (0.681 recall) com-
pared to adaptive spans (0.522 recall), suggesting
that distress-related expressions were more easily
identifiable by the model. The weighted recall is
lower, indicating some level of over-extraction. For
a detailed analysis of common misclassification
patterns, refer to Appendix B.

Model Overall Adaptive Maladaptive
R W R W R W

Llama 3.1 0.358 0.337 0.306 0.293 0.382 0.411
w/ Window 0.496 0.262 0.365 0.252 0.627 0.272

BART 0.404 0.382 0.473 0.464 0.336 0.299
w/ Window 0.260 0.258 0.282 0.279 0.238 0.237

MRoBERTa (Ours) 0.602 0.343 0.522 0.374 0.681 0.313

Table 1: Results of our proposed method against base-
lines on Task A1. “R” and “W” denote recall and
weighted recall; w/ Window represents the incorporation
of post windows.

Model MSE↓ M-S M-I M-M F1

Llama 3.1 4.22 4.67 3.66 3.20 0.255
w/ Window 4.46 1.67 3.20 7.06 0.274

BERT 2.90 3.39 2.32 2.81 0.139
w/ Window 4.56 5.68 1.01 5.34 0.135

MMKA DS (Ours) 6.61 4.22 11.76 4.95 0.257
MMKA RF 2.99 4.25 0.78 2.60 0.197

Table 2: Results of our proposed method against base-
lines on Task A2. “M-S”, “M-I”, and “M-M” denote
MSE across serious impairment, impaired, and minimal
impairment. MMKA DS is our Deepseek approach, and
MMKA RF is our Random Forest approach which was
not a part of our initial submission.

5.2 Task A2: Well-Being Score Prediction
Table 2 presents the results for well-being score
prediction. Our Random Forest Regression model
(MMKA Random Forest) achieves the second low-
est overall MSE of 2.994, outperforming both our
submission model DeepSeek-7B and most base-
lines. However, this approach was not part of our
official submission. The DeepSeek-7B model ex-
hibited higher variance and struggled, particularly
in severe distress cases, yielding an MSE of 6.610.
The results indicate that while LLM-based meth-
ods (DeepSeek-7B) capture contextual information,
they struggle with numerical stability, often gener-
ating inconsistent well-being scores. Additionally,
while using LLM-based methods for Task A2, we
have faced hallucination issues of LLMs, which
is a major drawback of this method. Random For-
est Regression, by contrast, provides more stable
predictions but lacks interpretability compared to
LLM-generated justifications.

5.2.1 Performance Comparison for Task TA2:
DeepSeek-7B vs Random Forest

For Task A2 (Well-being Score Prediction), the
Random Forest model outperformed DeepSeek-
7B, highlighting key differences between struc-
tured machine learning and large language models
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(LLMs) for numerical prediction.
Key Factors for Random Forest’s Superior Per-

formance

• Structured Learning: Random Forest uti-
lizes explicit numerical features and super-
vised training, which helps the model predict
well-being scores precisely. DeepSeek-7B re-
lies on retrieval-augmented prompting, which
lacks direct optimization for numerical regres-
sion.

• Stability Interpretability: Random Forest
provides consistent predictions and feature im-
portance insights, while DeepSeek-7B’s black-
box nature leads to variability and reduced
interpretability.

• Efficiency: Random Forest makes determinis-
tic predictions efficiently, whereas DeepSeek-
7B is computationally expensive and sensitive
to retrieval quality.

Future Improvements Enhancing DeepSeek-
7B’s performance could involve fine-tuning it on
domain-specific data, improving retrieval mecha-
nisms, and constraining numerical outputs. Explor-
ing hybrid models combining structured learning
with LLM-based contextual reasoning is a promis-
ing direction.

6 Conclusion

In this work, we explored approaches for self-state
evidence extraction (Task A1) and well-being score
prediction (Task A2) as part of the CLPsych 2025
Shared Task. Our RoBERTa-based token classifica-
tion model achieved the second-best recall (0.602)
for Task A1, demonstrating strong performance
in detecting maladaptive self-state evidence. For
Task A2, we compared a retrieval-augmented LLM
(DeepSeek-7B) and a Random Forest regression
model. While the DeepSeek-7B model captured
contextual information, it exhibited numerical in-
stability. Our Random Forest model outperformed
all baselines (MSE = 2.994) except for BERT, but
this approach was not part of the official submis-
sion.

7 Future Work

For Task A1, future work can focus on span-level
annotation rather than sentence-level classification,
allowing the model to distinguish adaptive and mal-
adaptive cues within the same sentence. Future

work can also explore data augmentation using
LLMs for Task A1, which could improve self-state
extraction by generating additional diverse training
instances. This was not attempted due to compu-
tational constraints but presents a promising av-
enue for enhancing model generalization. Addi-
tionally, incorporating stylistic features such as
sentiment shifts, discourse markers, and writing
patterns could provide deeper contextual insights,
improving both evidence extraction and well-being
prediction. Further, hybrid models that combine the
contextual reasoning of LLMs with the numerical
stability of regression-based approaches could lead
to more robust well-being assessments. Finally,
extending models to capture temporal trends in
user well-being may provide deeper insights into
longitudinal mental health assessment.

8 Limitations

Our study has several limitations. First, initial ex-
periments using prompting-based approaches with
models such as Mistral-7B (Jiang et al., 2023) and
LLaMA (Touvron et al., 2023) for Task A1 re-
sulted in poor performance, with frequent hallu-
cinations and unreliable evidence extraction. As a
result, we opted for a RoBERTa-based token clas-
sification model, which demonstrated improved
robustness. Second, data scarcity remains a sig-
nificant challenge for both Task A1 and Task A2.
Although we applied basic data augmentation tech-
niques to increase the number of training instances,
these methods are limited in their ability to capture
the full variability of mental health expressions.
More advanced data augmentation using LLMs,
coupled with a BERT-based model, could poten-
tially yield better performance. Finally, capturing
the nuanced and inherently subjective aspects of
self-state evidence and well-being scores proved
difficult. While we initially anticipated that LLMs
would excel in both tasks, they often failed to pro-
vide consistent and interpretable results. This sug-
gests that larger models, which might better capture
these subtleties, are computationally expensive and
present a trade-off between performance and re-
source requirements.

9 Ethics

The data used in this study consists of sensitive,
real user posts collected from Reddit. Although the
data are publicly available, we have ensured that
all processing is conducted within a secure environ-
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ment, and no personally identifiable information
is shared externally. We strictly adhere to ethical
guidelines for data usage and privacy, ensuring that
our findings are reported responsibly and without
stigmatizing individuals. All analyses and results
are derived solely for research purposes and to ad-
vance our understanding of mental health dynamics
in social media.
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You are an advanced language model
tasked with rating the overall well-being
presented in a given post on a scale from
1 (low well-being) to 10 (high well-being).
The score is based on GAF (American Psy-
chiatric Association, 2000).
The well-being scale is given below:
1 – The person is in persistent danger of
severely hurting self or has attempted a seri-
ous suicidal act with a clear expectation of
death.
2 – In danger of hurting self or others (e.g.,
suicide attempts; frequently violent; manic
excitement) or significant impairment in
communication (e.g., incoherent or mute)
.
.
.
10 – No symptoms and superior functioning
in a wide range of activities

Examples:
Post: "I’ve been feeling extremely over-
whelmed with work, but I’m trying to man-
age it by taking breaks."
Well-being score: 7
Post: "Nothing feels enjoyable anymore,
and I don’t see the point in getting up most
days."
Well-being score: 3

Now, read the following post and predict
the well-being score. Use the above scale
and examples to predict the well-being
score. Before predicting the score, justify
the predicted score in one full sentence.
Post: "I feel exhausted every day, but I still
push through to meet my responsibilities."
Well-being score:

This example demonstrates how the model is
guided to score well-being by utilising top-2 re-
trieved posts with their corresponding labels as
examples.

B Error Analysis for Task A1 (Self-State
Evidence Extraction)

In our analysis of misclassified instances, we iden-
tified several recurring patterns where the model

failed to correctly classify evidence spans. Since
gold labels were not available for the test data, the
analysis was primarily conducted manually. Below,
we categorize these errors and provide examples
similar to the ones from the test dataset, which
the model failed to classify. Note that the cur-
rent RoBERTa based model has been fine-tuned
for sentence classification rather than span classi-
fication. This means that instead of identifying spe-
cific spans within a sentence, the model assigns a
label to the entire sentence. As a result, it struggles
with cases where both adaptive and maladaptive
evidence co-exist in a single sentence, leading to
ambiguous predictions. In addition, posts with no
adaptive or maladaptive evidences from the train-
ing data were excluded during the fine-tuning of
RoBERTa. This likely contributed to the lower
weighted recall compared to recall, as the model
struggled to classify sentences as "none" and in-
stead attempted to assign them to one of the pre-
defined classes, even when they did not belong to
either.

Mixed Sentiment

Example: "I feel really down, but I know
things will get better soon."
Possible Cause: The model struggles to de-
cide whether the sentence leans more posi-
tive or negative.

Negation Handling

Example: "I don’t think I’m actually sad,
just a bit tired."
Possible Cause: The presence of negation
("don’t think") may confuse the model into
classifying incorrectly.

Ambiguous Language

Example: "Why is everything like this?"
Possible Cause: Without context, the
model might not distinguish uncertainty
from definitive negative sentiment.
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Strong Emotional Words

Example: "I’m completely exhausted and
drained, I wish it was not like this."
Possible Cause: The model might overem-
phasize strong words like "exhausted" and
"drained," ignoring the broader context.

The model appears to struggle with mixed senti-
ments, ambiguous language, emotionally charged
words, and multiple ideas within a single post. It
seems biased towards classifying strongly emo-
tional statements as maladaptive, even when they
contain adaptive elements. Additionally, it might
not effectively handle negations or contextual shifts
within a sentence, leading to inconsistent classifica-
tions. Further analysis could explore the influence
of specific keywords and sentence structures in
model errors.

These findings suggest that improving contextual
understanding and refining the handling of ambigu-
ity in language could enhance model performance
in Task A1.
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