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Abstract

The PerAnsSumm Shared Task -
CL4Health@NAACL 2025 aims to enhance
healthcare community question-answering
(CQA) by summarizing diverse user perspec-
tives. It consists of two tasks: identifying and
classifying perspective-specific spans (Task A)
and generating structured, perspective-specific
summaries from question-answer threads (Task
B). The dataset used for this task is the PUMA
dataset. For Task A, a COVID-Twitter-BERT
model pre-trained on COVID-related text
from Twitter was employed, improving the
model’s understanding of relevant vocabulary
and context. For Task B, LLaMA was utilized
in a prompt-based fashion. The proposed
approach achieved 9th place in Task A and
16th place overall, with the best proportional
classification F1-score of 0.74.

1 Introduction

Perspective-aware summarization of multiple text
sources has recently been studied and used in
different applications. One application is the re-
views summarization on online shopping websites,
where the summarization model can generate a
summary that reflects the different perspectives
of the reviewers or summarization of different
news articles based on the news domain (Liu et al.,
2021). Another application is the summarization
of question-answering threads in healthcare com-
munities, where the summarization model should
be able to generate a summary that reflects the dif-
ferent perspectives of the users. The PerAnsSumm
Shared Task - CL4Health@ NAACL 2025 (Agar-
wal et al., 2025) aims to improve healthcare com-
munity question-answering (CQA) by summariz-
ing diverse user perspectives. The goal is to trans-
form the enormous amount of knowledge that is
available on these forums into structured informa-
tion that could be beneficial to others.

The shared task is structured into multiple

subtasks to systematically process community
question-answering (CQA) threads. The first sub-
task involves identifying relevant answers and ex-
tracting specific spans that convey meaningful in-
formation. The second subtask focuses on catego-
rizing these spans into the appropriate perspective
classes. Finally, the third subtask entails generat-
ing concise summaries for each perspective class,
ensuring that the diverse viewpoints present in
the discussions are effectively captured. Task A
emphasizes the identification and classification of
perspective-specific spans, while Task B is dedi-
cated to generating structured summaries. For fur-
ther details and examples of the dataset, refer to the
Appendix A.

The dataset used for this task is PUMA (Naik
et al., 2024). It comprises 3,167 CQA threads with
around 10,000 answers filtered from the Yahoo! L6
corpus. Each answer in PUMA is annotated with
five perspective spans: ’cause’, ’suggestion’, ’ex-
perience’, ’question’, and ’information’. Based on
these perspective and span annotations, summaries
are crafted for each identified perspective. These
summaries provide concise representations of the
underlying perspectives contained within the spans
across all answers. Each CQA thread includes up
to five perspective-specific summaries.

2 Methodology

The proposed approach frames the first task as a
sequence classification problem, where each sen-
tence within an answer is assigned to one of the
five predefined perspective classes. For the sec-
ond task, a summary is generated for each perspec-
tive class, utilizing relevant information from the
classified sentences. A pre-trained BERT model
(Devlin et al., 2019) was fine-tuned on the train-
ing dataset to accurately classify sentences based
on their perspective labels. For summarization,
the LLaMA model (Dubey et al., 2024) was em-
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ployed in a zero-shot manner, generating concise
summaries for each perspective class without addi-
tional fine-tuning.

2.1 Dataset Preparation
The challenge organizers divided the dataset into
training, validation, and testing sets. The train-
ing and development datasets included additional
fields, such as ground truth perspective spans and
perspective-specific summaries. However, these
fields were not present in the testing dataset.

The training dataset was used to fine-tune the
models for Task A. To accomplish this, answers
needed to be broken into sub-sequences (sentences)
before being fed into the BERT model. A compari-
son between the spans in the dataset and the actual
text revealed inconsistencies. Some spans were
incomplete, often missing letters at the beginning
or end. This happened because the dataset was
annotated based on the exact locations where the
perspective appeared in the text. Therefore, Spacy
(Honnibal et al., 2020) was not only used to split the
text into sentences but the text was also tokenized
using the Spacy tokenizer and the tokens were then
compared with the tokens in the spans. Out of
22361 sentences, 15027 were found exactly in the
labeled spans and 7334 were partially found (par-
tially means that 45% of the larger span matches
with the span in question) This criterion was used
to filter the sentences that were used in the fine-
tuning of the BERT model. Any sentences that
didn’t match were labeled as negative non-relevant
sentences. The reason to restructure the training
data is to make sure that the model is trained on the
right data that will be used in the testing phase.

For more information on the data set, refer to the
original paper by Naik et al. (2024).

2.2 Task A: Sentence Classification
This task is approached as two subtasks: elimi-
nating non-relevant sentences and assigning rele-
vant sentences to their corresponding perspectives.
These tasks are modeled as a sequence classifica-
tion problem, specifically, sentence pair classifica-
tion, where the model takes the question and sen-
tence as input, separated by the special token [SEP],
and the first token [CLS] is used for classification.
A set of experiments was conducted using only
sentences without the question, resulting in lower
training and validation F1-scores. Previous work
by Chaturvedi et al. (2024) demonstrated through
experimentation that encoder-based models (e.g.,

BERT, RoBERTa (Liu et al., 2019)) perform better
in identifying the relationship between two sen-
tences (in this case, the question and sentence). As
a result, the basic BERT model with single sen-
tences as input was used as a baseline.

Considering the nature of the dataset and the tar-
get of the models, the first choice model is COVID-
Twitter-BERT (Müller et al., 2023) which is pub-
lished on the Hugging Face model hub (Wolf et al.,
2020). The model was originally pre-trained on
COVID-related text from Twitter, which matches
the same language used in the question-answering
forums where people use informal language and
also matches the use of health-related symptoms
in that case which means it should have a richer
dictionary of tokens.

2.2.1 Irrelevant sentences elimination
To achieve this, a COVID-Twitter-BERT model
was fine-tuned on both question-sentence pairs and
single sentences to classify sentences as relevant
or not. The model was fine-tuned on the training
dataset, with a sample of relevant sentences se-
lected to balance the dataset (50%). The dataset
only contained 2 labels (relevant and irrelevant). It
was fine-tuned for 5 epochs with a batch size of 16
and a learning rate of 2e-5. The model was then
tested on question-sentence pairs and single sen-
tences, predicting the relevance of sentences in the
validation dataset. Table 1 shows that the model
achieved an F1-score of 0.74 in the development
dataset.

2.2.2 Perspective Classification
A new instance of COVID-Twitter-BERT model
was employed for classifying relevant sentences
into their corresponding perspective classes. The
model was fine-tuned on the training dataset for
5 epochs, using a batch size of 16 and a learning
rate of 2e-5. Table 4 showed that it achieved an
F1-score of 0.68 on the validation dataset. Addi-
tionally, Table 5 shows the performance of the best
model on the different classes. Table 2 shows that
the distribution of sentences across the perspective
categories is imbalanced, which is a common is-
sue in many datasets. To address this, a weighted
cross-entropy loss function was utilized to assign
more weight to the minority classes, helping to
balance the model’s sensitivity to different perspec-
tives. The class weights were calculated based on
the number of sentences in each class. The weights
were calculated using inverse frequency as shown
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Model Precision Recall F1 (Macro)
COVID-Twitter-BERT (Single sentences) 0.74 0.73 0.74
BERT-base (Single sentences) 0.74 0.72 0.73
COVID-Twitter-BERT (Pairs) 0.75 0.73 0.74
BERT-base (Pairs) 0.75 0.72 0.73

Table 1: Performance comparison of models on precision, recall, and F1-score for identification of relevant
sentences on the validation set to identify irrelevant sentences.

Perspective No. Sentences
EXPERIENCE 2933
QUESTION 311
CAUSE 677
SUGGESTION 6695
INFORMATION 10723
O 4916

Table 2: Sentence count for each perspective category
in the training set after using Spacy’s en_core_web_sm
model to tokenize each answer into sentences

Class Weight
EXPERIENCE 7.28
QUESTION 68.61
CAUSE 31.52
SUGGESTION 3.19
INFORMATION 1.99

Table 3: Computed class weights for cross-entropy loss.

in Table 3.

2.3 Task B: Perspective-specific
Summarization

The summarization process utilizes the Meta-
LLaMA-3.1-8B-Instruct (Dubey et al., 2024)
model to generate concise, perspective-specific
summaries. The model runs with bfloat16 preci-
sion and a maximum of 500 new tokens using the
transformers pipeline.

A structured prompt ensures that the summary
answers a given question while adhering to a pre-
defined category and writing style. The model is
instructed to avoid repeating the question or con-
text and to generate a clear, one-line summary that
explicitly references the subject. Each category fol-
lows a distinct tone: EXPERIENCE and QUES-
TION use a third-person perspective, CAUSE em-
phasizes causal reasoning, SUGGESTION adopts
an advisory tone, and INFORMATION maintains
a scientific style. The prompt structure ensures
high-quality, structured outputs suitable for down-

stream analysis. A sample prompt can be found in
the Appendix A.

The structure of the prompt is as follows:

• Text Input: The relevant text and the guiding
question are provided to the model.

• Category: The prompt specifies the category
under which the summary should fall (e.g.,
EXPERIENCE, QUESTION, CAUSE, SUG-
GESTION, or INFORMATION).

• Writing Style: The summary is generated ac-
cording to the tone associated with the chosen
category:

– EXPERIENCE and QUESTION: Use
third-person perspective and discuss the
subject as users.

– CAUSE: Focuses on causal reasoning
and logical connections between events.

– SUGGESTION: Uses an advisory tone,
often starting with "It is suggested" when
applicable.

– INFORMATION: Presents information
in a scientific and informative style.

• Constraints: The model is instructed to pro-
vide a clear, concise, one-line summary that
explicitly references the subject of the ques-
tion. The summary must not repeat the ques-
tion or context and should follow the specified
writing style.

2.4 Experimental Setup
For fine-tuning the BERT-based models, 2 A40
GPUs and AMD EPYC "Milan" 64-core/128-
thread 2.00GHz CPUs were used. More details
about it can be found in Appendix A. For the use
of the LLaMA model in inference mode, 2 Nvidia
A40 48GB GPUs were used.

For each of the BERT-based models, different
settings and different datasets were experimented
as follows:
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Model Precision Recall F1 (Macro)
COVID-Twitter-BERT (Single) 0.63 0.67 0.65
COVID-Twitter-BERT (Pairs) 0.67 0.69 0.68

Table 4: Performance of COVID-Twitter-BERT on precision, recall, and F1-score on the validation set to identify
the different perspectives (EXPERIENCE and QUESTION, CAUSE, SUGGESTION and INFORMATION).

Class F1-Score Instances
CAUSE 0.42 274
EXPERIENCE 0.70 1248
SUGGESTION 0.76 3044
QUESTION 0.72 175
INFORMATION 0.79 4581
Macro Avg 0.68 9322

Table 5: F1-scores and instance count for each class,
along with the macro average F1-score for the best-
performing model on the validation set.

1. BERT-base (Single sentences): BERT base-
uncased fine-tuned on only the sentences from
the answers.

2. COVID-Twitter-BERT (Single sentences):
COVID-Twitter-BERT fine-tuned on just the
sentences from the answers.

3. BERT-base (Pairs): BERT-base-uncased fine-
tuned on the question-sentence pairs.

4. COVID-Twitter-BERT (Pairs): COVID-
Twitter-BERT fine-tuned on the question-
sentence pairs.

This was applied to the irrelevant and rele-
vant models and then was applied to the test data
through the evaluation platform. For the model
selection criteria and the model loss functions, the
macro F1-score was used as the main evaluation
metric. The models were fine-tuned using the
Adam optimizer with a learning rate of 2e-5 and
a batch size of 16. The models were trained for 5
epochs.

There were different data representations used
for the fine-tuning as seen from the model names
and also for the sentence processing after the classi-
fication. The consecutive sentences that were from
the same class were merged to form a single sen-
tence. This was done to see if it affects the exact
matching results or not. Also, one experiment dis-
carded the part where the sentences were classified
as relevant or not to see if it affected the results or
not. The results of the experiments are shown in

Table 4. For the summarization part, the LLaMA
model was used in inference mode. The model
was run on the labeled sentences to generate the
summaries for each perspective class.

3 Results and Discussion

This section presents the results of the experiments
conducted on the PUMA dataset. The results are
presented in two parts: the first part is the results
of the sentence classification task and the second
part is the results of the summarization task.

3.1 Evaluation

The BERT-based models were evaluated on the val-
idation dataset after each epoch. The model with
the highest F1-score was selected as the final model.
For the sentence classification task, to get over the
low classification scores for the minority classes,
the weighted cross entropy loss function was used.
The weights were calculated based on the number
of sentences in each class. The weights were cal-
culated using inverse frequency as shown in Table
3. The test phase For Task A (Span Identification
and Classification), evaluation is conducted using
the macro-averaged F1-score for classification. Ad-
ditionally, span identification is assessed through
Strict-matching and Proportional-matching meth-
ods to measure the accuracy of detected spans.

The evaluation of the summarization component
focused on two key aspects: relevance and fac-
tuality. Relevance was assessed using Recall-
Oriented Understudy for Gisting Evaluation
(ROUGE) (R1, R2, RL) (Lin, 2004), Bilingual
Evaluation Understudy (BLEU) (Papineni et al.,
2002), Metric for Evaluation of Translation with
Explicit Ordering (METEOR) (Banerjee and
Lavie, 2005), and BERTScore (Zhang et al., 2020),
measuring lexical and semantic overlap with ref-
erence summaries. Factuality was evaluated using
AlignScore (Zha et al., 2023) and Summary Con-
sistency (SummaC) (Laban et al., 2022), ensuring
the generated summaries remained faithful to the
original content.
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Model Macro F1 Strict F1 Prop. F1 Task A
Covid-Twitter-BERT 0.8859 0.1108 0.7554 0.5931
BERT 0.8584 0.1068 0.7518 0.5861
Covid-Twitter-BERT + Bingfire1 0.8859 0.1108 0.7554 0.5931
Covid-Twitter-BERT + Merge Sentences 0.8859 0.1118 0.7368 0.5872
Skip Irrelevance Step + Covid-Twitter-BERT + Merge Sentences 0.8931 0.1081 0.7437 0.5898

Table 6: F1-scores for classification, span matching, and Task A performance. The best values are in bold, and the
second-best values are underlined.

Model Task B Relevance Task B Factuality
Covid-Twitter-BERT 0.2963 0.2827
BERT 0.2909 0.2691
Covid-Twitter-BERT + Bingfire 0.2774 0.2403
Covid-Twitter-BERT + Merge Consecutive Sentences 0.2963 0.2827
Skip Irrelevance Step + Covid-Twitter-BERT + Merge Consecutive Sentences 0.3019 0.2508

Table 7: Evaluation results for Task B: Relevance and Factuality. The best values are in bold, and the second-best
values are underlined.

3.2 Results

This section reports the results from the challenge’s
evaluation platform. The results are presented in
two parts: the first part is the results of the sentence
classification task and the second part is the results
of the summarization task.

Table 6 presents the F1-scores for classification,
span matching, and Task A performance across sev-
eral model configurations. The classification macro
F1-score evaluates the overall classification perfor-
mance across all classes, while the strict matching
F1 and proportional matching F1 assess the model’s
ability to correctly identify and match spans at dif-
ferent levels of granularity. The Task A score pro-
vides an overall evaluation of the model’s perfor-
mance on the span identification and classification
task. In the table, the best values are highlighted in
bold, and the second-best values are underlined for
easy reference.

The results indicate that the model pre-trained on
data more similar to the task’s dataset achieved the
best overall performance. Additionally, switching
the sentence tokenizer from Spacy did not impact
the results, as it was only used during testing, not in
the fine-tuning phase. Merging sentences did not af-
fect the classification task but slightly improved the
overall classification performance. Finally, skip-
ping the relevance task did not enhance the results;
in fact, it led to worse overall performance in the
test phase.

While only one model and a single prompt were
used in the summary generation task, the input
text that comes from the first task was the factor

that affected the results. The results show that a
better classification contributed to a better result
overall as shown in Table 7. While adding more
sentences through skipping the irrelevance step did
not affect the relevance of the summary, it affected
the factuality of the summary.

4 Conclusions

The approach presented in this paper, as part of the
PerAnsSumm Shared Task - CL4Health@NAACL
2025, aimed to enhance healthcare community
question-answering (CQA) by summarizing di-
verse user perspectives.

A key aspect of the approach was the focus on
accurately classifying sentences (parts of answers)
into the correct perspectives while eliminating ir-
relevant text. To achieve this, a specialized BERT
model (COVID-Twitter-BERT) was fine-tuned on
the training data for each subtask separately. The
results demonstrated that the model pre-trained on
data more similar to the task’s dataset achieved the
best overall performance in Task A. The classifi-
cation model achieved the best results in terms of
proportional matching across the challenge, indi-
cating that the data preprocessing for fine-tuning
the model to classify the correct perspectives was
highly effective. However, the identification of the
correct spans was less accurate, even when merging
sentences. This suggests that identifying the right
sentence boundaries, in line with the dataset’s stan-
dards, is notably different from the default bound-
aries applied in common libraries (e.g., SpaCy and
Bingfire).

432



For the second task, which involves using sen-
tences to generate summaries, only one model was
tested in inference mode without any fine-tuning.
The results demonstrated how the quality of the
data from the first task can impact the results of
the second. Specifically, better classification con-
tributed to overall better performance in summary
generation.

5 Limitations

In this work, the focus was on the classification
of the sentences to the correct perspective classes.
The results showed that the identification of the
correct spans is low which can be highlighted as
a limitation of this work. Additionally, due to
time and human resources limitations, only one
model (LLaMA) was used to generate the sum-
mary with few tweaks in the prompt and limited
post-processing of the output text.

6 Future work

For future works, it is recommended to add more
rules to identify the spans of the text. Or to only
fine-tune a model to identify irrelevant parts of the
text as a Named-Entity-Recognition task because
in some cases it is only one or two words that are
discarded which makes it costly in terms of the ex-
act matching. Also, it is recommended to use more
models to generate the summaries and to use more
prompts to generate the summaries. Additionally,
evaluating how fine-tuned summarization models
can affect the results.
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A Appendix

A.1 Dataset Insights

Here are some statistics of the dataset taken from
the dataset publication (Naik et al., 2024). Figure 1
shows the examples from the dataset. While Table
8 shows the distribution of the dataset over the
different perspectives.

Table 8: Statistics of the original dataset (Naik et al.,
2024)

A.2 Experiments of the different models
combinations

There were different model combinations for Task
A that were used but were not worth mentioning in
the main body of the paper:

• Single step for Task A: The first experiments
used one single model to identify all perspec-
tives and also the irrelevant sentences as an ex-
tra class. However, this approach faced many
issues due to the imbalance in data. The mod-
els are:

– BERT model to identify all classes and
irrelevant classes on pairs of questions
and sentences

– COVID-Twitter-BERT to identify all
classes and irrelevant classes on pairs of
questions and sentences

• 2-steps for Task A: The adopted approach in
this paper was to approach the problem in
2 steps (identifying irrelevant sentences and
then classifying the relevant ones from the
correct perspectives) For that different formats
of the dataset were used:

– Pairs: The input data instances consist of
pairs of questions and sentences.

– Singles: The input data is only the sen-
tences that should be classified.

Different instances and models were tested:

– BERT-base model.
– COVID-Twitter-BERT
– Biomed RoBERTa (Gururangan et al.,

2020)

Where the COVID Twitter BERT proved to
be superior in terms of results.

A.2.1 Training Parameters
The models were fine-tuned on the training dataset
for 5 epochs, using a batch size of 16 and a learning
rate of 2e-5.

A.2.2 Hardware
The fine-tuning process was conducted using two
Nvidia A40 GPUs and AMD EPYC "Milan" 64-
core/128-thread 2.00GHz CPUs. Two Nvidia A40
48GB GPUs were utilized for inference with the
LLaMA model.

1https://github.com/microsoft/BlingFire
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Figure 1: Example from the dataset to show how the different perspectives are identified (Naik et al., 2024)

A.3 LLaMa Prompt

Figure 3 shows the prompt that was used to gen-
erate the perspective-oriented summaries. The
prompt follows a structured format, where differ-
ent placeholders represent key components of the
input. Specifically:

• text: This refers to the list of sentences as-
sociated with a particular perspective. These
sentences serve as the content from which the
summary is generated.

• question: This represents the question that
the summary is expected to address. It guides
the summarization process by ensuring the
generated output remains relevant to the in-
tended query.

• key: This corresponds to the perspective class
name, which helps differentiate between dif-
ferent viewpoints present in the dataset. By
explicitly defining the perspective, the sum-
marization model can tailor its output accord-
ingly.

• catch_phrase: This is a perspective-specific
command designed to shape the style or focus
of the summary. It acts as a guiding phrase
that reinforces the perspective’s stance or em-
phasis. Figure 2 shows the different com-
mands according to the corresponding key.

By structuring the prompt in this manner, the
model is provided with clear instructions on how
to generate summaries that are not only coherent
but also aligned with the given perspective. This

approach ensures that the summarization process
remains consistent and interpretable across differ-
ent perspectives, ultimately improving the quality
of the generated outputs.

{" EXPERIENCE ": "Use third -person
perspective and talk about the
people as users",

"QUESTION" :"Use third -person
perspective and talk about the
people as users",

"CAUSE" :"Use causality and chain of
thoughts",

"SUGGESTION" :"Use Advisory ,
Recommending tone and start by
**It is suggested ** when possible",

"INFORMATION" :"Use scientific and
informative tone"}

Figure 2: Custom commands to be entered in the sum-
marization generation prompt to adapt the style to the
required perspective
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You are an expert in text analysis. Your task is to summarize the following text
according to the given category.

### Text:
{text}

### Constraints:
The summary should answer a question regarding: {question }.

### Important: Do NOT repeat the question or the context. Only generate the summary.

### Category:
The summary should follow the {key} category.
### Writing Style:
{catch_phrase }.

### Instructions:
- Ensure that the summary is **one line**
- The summary **must explicitly reference the subject of the question **.
- The summary must not include the question.
- Follow the writing style specified for the given category.
- Ensure the summary is clear , concise , and relevant.
- Generate the summary as a ** continuous paragraph ** without bullet points.

### Summary:

Figure 3: The prompt used to generate perspective-oriented summaries where {text} refers to the list of sentences
of one perspective, {question} is the question that the summary should answer, {key} is the perspective class
name, and {catch_phrase} is a perspective-specific command.
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