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Abstract
We investigate whether synthetic pretrain-
ing data generated from a formal grammar
modeling syntactic dependencies can im-
prove English language models. Build-
ing upon the structured pretraining data
approach of Papadimitriou and Jurafsky
(2023), we develop a grammar that more
closely mirrors empirical dependency struc-
tures. Our results are negative – this type
of pretraining significantly degrades model
performance, with both our and their pre-
training approach performing worse than
no pretraining at all. We analyze potential
explanations for these findings and discuss
implications for future work on structured-
data pretraining.

1 Introduction

Language learners – human and artificial ones alike
– are able to pick up on structural features of natural
language without being subjected to any explicit
structural supervision. Recently, Papadimitriou and
Jurafsky (2023) investigated the question of what
makes this learning possible – specifically by what
structural biases it is facilitated (throughout, we
will refer to this paper as (PJ23)). In this under-
taking, they lean on theories about structural pre-
dispositions, such as recursion, being inherent in
humans (Hauser et al., 2002). To test this, they
instilled an artificial language learner with struc-
tural knowledge of language, without teaching it
anything about the actual contents of language. In
more practical terms, they pretrained a neural lan-
guage model on synthetic languages – whose vo-
cabulary consists of integers rather than words –
meant to model dependency structures of natural
language, in order to then finetune it on actual nat-
ural language.

While their main goal was understanding hu-
man language acquisition, their results suggest lan-

guage models may benefit from this pretraining ap-
proach. So, with the alternative goal of improving
language models, the question of whether there are
more suitable pretraining languages for this type of
transfer learning arises. We construct a weighted
context-free grammar that formally generates one
such language, in which the distribution of word
dependencies more closely follows that of natural
language. The weights in our grammar model the
frequencies of dependency links in a given natu-
ral language; for higher-resourced languages these
frequencies can be directly extracted from depen-
dency treebanks, whereas for lower-resourced lan-
guages they would need to be estimated in some
other way. Formalisms like Constraint Grammar
(Karlsson, 1990) are perfectly capable of this task
and well-developed for several low-resourced lan-
guages (Pirinen et al., 2023). In such a setting
our approach could be particularly valuable since
existing linguistic knowledge can be leveraged to
increase the speed of model convergence during
training without consuming additional textual re-
sources.

We use our generated language to pretrain a neu-
ral language model and compare the performance,
measured in terms of perplexity after finetuning on
English, to that of (PJ23).

2 Background: Word dependencies

Word dependencies appear in both syntactic and
semantic analysis of natural language. In the case
of syntax, the structure of a sentence is usually
represented by a tree (see Figure 1a) in which
edges denote dependencies, whereas the seman-
tics may be represented by a directed acyclic graph
(DAG) (see Figure 1b). Some subsets of depen-
dencies form recursive patterns, i.e., ones in which
edges are nested, whereas others contain crossing
edges (see Figure 2). The distribution of depen-
dency lengths (the distance between two dependent
words) is largely language-dependent (Oya, 2021)
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(a) Syntax tree

want-01

police arrest-01

person Singapore

name

"Karras"

(b) Abstract meaning representation (AMR) graph

The police want to arrest Karras in Singapore

(c) Flattened and undirected version of the syntax tree (top, in blue) and the AMR (bottom, in red)

Figure 1: Syntactic and semantic representations of the sentence The police want to arrest Karras in
Singapore. Example taken from (Wang et al., 2015).

(23 (76 (9 )9 )76 (88 )23 )88 (45 )45

Figure 2: Example string from pretraining data. For
the sake of presentation, we view matching num-
bers as numbered bracket pairs. Crossing edges are
marked in red.

and furthermore very much dependent on sentence
length (Ferrer-i-Cancho and Liu, 2014).

3 Generating pretraining data

Following (PJ23), to instill knowledge of depen-
dency structure in an untrained neural language
model without granting it access to the vocabulary,
we generate synthetic pretraining data consisting
of numeric sequences (see Figure 2), where match-
ing numbers indicate a dependency between the
indices.1 While our data generation process shares
these features with (PJ23), there are some key dif-
ferences.

3.1 The NEST-MIX-p language of (PJ23)
In (PJ23), the authors define a formal probabilis-
tic model for generating strings which they call
NEST-MIX-p, where p is a parameter. A string
is constructed sequentially, and at each step a new
bracket pair is opened with probability 0.49 and the
most recently opened one is closed with probability

1Thus, dependencies have no direction in these strings.

0.51 – with the exception that with probability p, a
newly opened bracket pair will be a crossing one
and its length randomly decided based on an em-
pirical distribution of dependency lengths.2 This
process is continued until the sequence is of length
exactly 512.

3.2 Our EMP-DEP language

An advantage of generating the pretraining data
in a completely artificial way without relying on
an empirical distribution is that one can attempt
to model both syntactic and semantic dependen-
cies at the same time. Since we wish to model
the dependencies from natural language, a choice
between the two is required. Mainly due to data
availability, we choose to model our data on syn-
tactic dependencies. For the same reason, we also
need to commit to a target language from which we
model the dependencies already in the pretraining
phase (although, technically this is also the case for
NEST-MIX-p – see footnote 2).

To synthesize strings, we perform a weighted
sampling from a formal language EMP-DEP de-
fined via a weighted context-free grammar – a
context-free grammar where production rules are
equipped with weights, which are then multiplied
upon application. In our grammar, these weights
represent the frequencies at which a dependency

2While the fact that the length of the crossing dependencies
follow an empirical distribution makes the language somewhat
grounded in reality, the distribution is not exclusive to crossing
dependencies and does not take sentence length into account.
Note also that because of this, a bias toward a specific natural
language is introduced.
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link between two indices occur in syntactical depen-
dency trees, given the sentence length. Although
these frequencies could in principle be estimated
with the help of Constraint Grammar or other rule-
based methods of dependency parsing, we have
opted to utilize the readily available dependency
trees found in the English Universal Dependencies
Treebank3. From this collection of trees, we ex-
tract (1) a distribution over sentence lengths; and
(2) for each sentence length, a distribution over de-
pendence arcs (i.e., not just their lengths, but also
their positions in the sentence).

In what follows, let m be the size of our integer
vocabulary, let nmax denote a maximum sentence
length, and, for all positive integers n, i, j with
i, j ≤ n ≤ nmax, let p(n) denote the (normalized)
frequency of sentence length n and let p(n)ij denote
the (normalized) frequency of the undirected de-
pendency arc i-j given sentence length n.

Before we define our grammar, we cover a cou-
ple of additional notational conventions: for any
positive integer k, we let [k] = {1, . . . , k} and
[k]0 = {0, . . . , k}, and, for any two non-negative
integers i and j, we let x[i:j] denote the string
xi · · ·xj . If i > j, then x[i:j] = ε, where ε
denotes the empty string. Finally, we construct
EMP-DEP via the weighted context-free grammar
(N, [m− 1]0, P, S), defined as follows:

First, let A = {u} ∪ {ak | k ∈ [m− 1]0}, after
which we define the set of non-terminals

N = {S} ∪ {⟨w⟩ | w ∈ A∗ and |w| ≤ nmax}.

Then, for all positive integers n ≤ nmax and
k, k1, . . . , kn ∈ [m− 1]0, P contains the rules

(1) S
p(n)

−−→ ⟨u · · ·u︸ ︷︷ ︸
n

⟩

(2) ⟨x[1:i−1] u x[i+1:j−1] u x[j+1:n]⟩
p
(n)
ij /m

−−−−→
⟨x[1:i−1] ak x[i+1:j−1] ak x[j+1:n]⟩
for all i, j ∈ [n] and xℓ ∈ A, where ℓ ∈ [n],
such that p(n)ij ̸= 0

(3) ⟨x[1:i−1]ux[i+1:n]⟩
1/m−−→ ⟨x[1:i−1] ak x[i+1:n]⟩

for all i ∈ [n] and xℓ ∈ A, where ℓ ∈ [n],
such that p(n)iℓ = 0 or xℓ ̸= u

(4) ⟨ak1 · · · akn⟩
1−→ k1 · · · kn

3https://universaldependencies.org/

The elements in A are used to denote whether
an index is unassigned (u) or assigned a number
k (ak). Rules (1) produce a non-terminal with a
number of unassigned indices depending on the
sentence length distribution. Rules (2) pair indices
by assigning them the same random number, ac-
cording to the dependency distribution conditioned
on the specific sentence length. Via rules (3), re-
maining indices that cannot be paired (these will
exist, e.g., whenever n is odd) are filled with ran-
dom numbers. Finally, in rules (4), the strings of
numbers themselves are produced.

Generating the pretraining data in this way al-
lows for a virtually unlimited number (depending
on parameters) of samples, in which all dependen-
cies appear in empirical data. Note however that
dependencies that do not occur together empiri-
cally in a sentence, may do so in our samples, and
that the (non-)crossing property of edges may not
be preserved.

4 Experiments

All the necessary code to generate the data and run
the experiments can be found at https://github.
com/olletorstensson/emp-dep.

4.1 Data

For our experiments, we produce two datasets:
one generated from our language EMP-DEP, and
one generated by the NEST-MIX-0.1 procedure
of (PJ23).4 Following the experimental setup
of (PJ23), each dataset consists of 1 billion to-
kens from a vocabulary of integers in the interval
[0, 499], and pretrain a language model each on
them. The baseline is a randomly initialized model
that is not subjected to any pretraining.5 We then
finetune all three models on the relatively modestly
sized WikiText-103 English dataset (Merity et al.,
2017) made up of 103 million tokens, and evaluate
the models in terms of perplexity on its test set.

4.2 Setup

All three models in the experiments have a 124-
million-parameter-sized GPT-2 architecture with
a vocabulary size of 50,257 which were (with the
exception of the baseline model) trained on the pre-
training data for 5,000 steps using a batch size of

4While their procedure CROSS performs better than NEST-
MIX-0.1 by a small margin, there seems to be no dedicated
code or sufficiently precise description of it.

5This baseline is different from the one in (PJ23), due to
our different end goals (see Section 5).
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Pretraining Perplexity (Mean ± Std)

None (baseline) 36.04± 0.07
NEST-MIX-0.1 69.66± 6.44
EMP-DEP 261.60± 69.29

Table 1: Perplexity of different pretrained models
and the baseline on the finetuning test data. Aver-
age over 5 random seeds, lower is better.

512. The models are then finetuned on the English
data during 2 epochs. To handle the different size
of the pretraining and finetuning vocabularies, the
new word embeddings are randomly sampled from
the old ones as opposed to being randomly initial-
ized, as this has been observed to facilitate transfer
learning (Wu et al., 2023).

4.3 Results

The results of the evaluation are given in Table 1.
It is clear from these numbers that pretraining in
any of the two forms does more harm than good in
this experimental setting, and that, in addition, the
performance of the model biased using our EMP-
DEP language falls far behind the one trained on
NEST-MIX-0.1.

5 Discussion

Three key aspects of our results warrant an expla-
nation.

The baseline model performed best. Our exper-
imental setup largely follows that of (PJ23), which
in the end might be more adapted to their research
question, i.e., “How is language learning affected
by a structural bias?” than ours, i.e., “Can lan-
guage models be improved with a structural bias?”.
Specifically, the effects of pretraining and finetun-
ing data size could play a role here. In their ex-
periments they use a different baseline model from
ours, namely an already trained model for which
the word embeddings had been resampled (before
finetuning), as opposed to a randomly initialized
one. It might be the case that the embedding resam-
pling is such a setback that the amount of finetuning
data is not enough for such a model to recover from
it, whereas our baseline model has no such setback
to recover from.

The worst performing model, by far, is ours. In
our data generation process, we make a number of
compromises. Firstly, the commitment to syntax

over semantics results in data that is perhaps less
useful for learning some dependencies – especially
long-term ones. Secondly, only empirical sentence
lengths and dependencies appear in the produced
data, without any extrapolation it is probably more
difficult for the model to generalize in the finetun-
ing phase. Thirdly, as sentence length is integral
to the process, the examples from our data are of
variable length, in contrast to the constant length
produced by NEST-MIX-0.1. As a consequence,
our pretraining language is more difficult for the
model to learn6 and may not model English struc-
ture as effectively as NEST-MIX-0.1.

The experiments fail to replicate the results of
(PJ23). The fact that the perplexity of our NEST-
MIX-0.1-infused model is much higher than re-
ported in (PJ23) has several possible explanations,
the most likely of which being that some of the
training parameters not presented in (PJ23) differ
between the two experiments. Our baseline’s supe-
rior performance, unlike in (PJ23), results from us-
ing different baseline models (see first paragraph).

6 Conclusion and Future Work

In this paper, we have limited ourselves to only
investigate the perplexity effects of pretraining a
language model on specific structured data. While
our results do not demonstrate immediate benefits,
it would be valuable to examine whether our model
actually learns anything useful from our type of
pretraining by studying attention patterns. Future
research directions include alternative grammars,
different model architectures, and more targeted
downstream tasks. One promising avenue, sug-
gested by a reviewer, would be hybrid approaches
using formalisms like Constraint Grammars to en-
rich training data with full dependency structure,
which could help determine whether adding struc-
tural information to lexical information benefits
model performance.

As recent work supports the potential of struc-
tured pretraining data (Lindemann et al., 2024b;
Finn et al., 2017; Krishna et al., 2021; Lindemann
et al., 2024a; Wu et al., 2021), the injection of
structural biases into language models continues
to be an important research direction, particularly
for less-resourced languages where synthetic data
could compensate for scarce resources.

6While the decrease in validation loss during pretraining
indicates that the model made progress in this respect, it was
higher than for NEST-MIX-0.1 in the end.
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