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Introduction

Natural Language Processing has seen impressive gains in recent years. This research includes the de-
monstration by NLP models to have turned into useful technologies with improved capabilities, measured
in terms of how well they match human behavior captured in web-scale language data or through anno-
tations. However, human behavior is inherently shaped by the cultural contexts humans are embedded
in, the values and beliefs they hold, and the social practices they follow, part of which will be reflected
in the data used to train NLP models, and the behavior these NLP models exhibit. Not accounting for
this factor could cause incongruencies and misalignments between the cultural contexts that underpin
the NLP model development process and the multi-cultural ecosystems they are expected to operate in.
These misalignments may result in various harms, including barriers to those from under-represented
cultures, violating cultural norms and values, and erasure of cultural knowledge.

While recent work in the field has started to acknowledge this issue, it is important to build a long-term
research agenda for the NLP community around (1) deeper understanding of how global cultures and
NLP technologies intersect, in a way that goes beyond multi-lingual and cross-lingual research, (2) how
to detect, measure, and attempt to mitigate potential biases and harms in NLP technology in ways that
reflect local cultures and values, and (3) how to build more cross-culturally competent NLP systems.
This agenda requires looking beyond the NLP community, bringing in multi-disciplinary expertise to
shape the inquiries in this important area.

We propose this workshop as a way to bring together the growing number of NLP researchers interested
in this topic, along with a community of scholars with multi-disciplinary expertise spanning linguistics,
social sciences, and cultural anthropology. Our aim is to build this important inquiry within NLP on a
solid basis of cultural theories from social sciences. To this end, the workshop program will focus on the
following themes: Inclusivity and Representation of cultures in NLP, Cultural harms of NLP technolo-
gies, and Culture Sensitive lens on Social Biases and Harms in NLP.

In the interest of having a broad conversation, inclusive of different disciplinary norms, we invited sub-
missions of different kinds. Authors were able to choose between: (1) archival papers which will be
published in the C3NLP proceedings as well as presented during the workshop, and (2) non-archival
papers which are not published in the proceedings but are given a presentation slot during the workshop.
Archival papers may be long (up to 9 pages) or short (up to 5 pages), and went through mutually anony-
mous peer review by our program committee members or were already reviewed through ACL Rolling
Review (ARR). Non-archival papers include extended abstracts which were also subjected to mutually
anonymous peer review by our program committee, or papers that were already reviewed through ARR
or accepted for publication at another peer-reviewed venue.

We received 24 direct submissions and 4 submissions through ARR, accepting 15 direct submissions
(4 short and 10 long, including 11 archival and 4 non-archival) and 2 ARR submissions (1 short and
1 long, all non-archival). Additionally, we received 7 already accepted submissions. All accepted sub-
missions include an oral presentation (virtual or in-person) and a poster session (in-person only). Oral
presentations are 3 minutes for long papers and 2 minutes for short papers. In addition, our program
includes presentations of selected papers on this topic accepted by other venues, a panel discussion of
selected accepted authors, a panel discussion with world-leading researchers in cross cultural NLP, and
an interdisciplinary panel discussion.

Welcome to the 3rd Workshop on Cross-Cultural Considerations in NLP! We extend our heartfelt gra-
titude to our program committee for their thorough and insightful reviews, as well as to our authors for
contributing outstanding and innovative research to this workshop. We eagerly anticipate a day of enga-
ging discussions and the fostering of future collaborations.

– Vinodkumar Prabhakaran, Sunipa Dev, Luciana Benotti, Daniel Hershcovich, Yong Cao, Li Zhou,
Laura Cabello, Ife Adebara
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LLM Alignment for the Arabs: A Homogenous Culture or Diverse Ones?

Amr Keleg
Institute for Language, Cognition and Computation

School of Informatics, University of Edinburgh
a.keleg@sms.ed.ac.uk

Abstract

Large language models (LLMs) have the poten-
tial of being useful tools that can automate tasks
and assist humans. However, these models are
more fluent in English and more aligned with
Western cultures, norms, and values. Arabic-
specific LLMs are being developed to better
capture the nuances of the Arabic language,
as well as the views of the Arabs. Yet, Arabs
are sometimes assumed to share the same cul-
ture. In this position paper, I discuss the limi-
tations of this assumption and provide prelimi-
nary thoughts for how to build systems that can
better represent the cultural diversity within
the Arab world. The invalidity of the cultural
homogeneity assumption might seem obvious,
yet, it is widely-adopted in developing multilin-
gual and Arabic-specific LLMs. I hope that this
paper will encourage the NLP community to be
considerate of the cultural diversity within vari-
ous communities speaking the same language.

1 Introduction

Even in the global world we live in, people residing
in different parts of the world nourish different
ideas, have different interests, and face different
challenges. These differences can be too extreme
to the extent that people could be considered to be
living in totally distinct worlds (Sapir, 1929, p. 209
as cited in Bird, 2024, p. 3). For instance, Kirk
et al. (2024) found that US participants questioned
Large Language Models (LLMs) about abortion
more than non-US ones. People from different
regions can also have different perceptions of the
same topic, as exemplified by English speakers
from the US, UK, Singapore, Kenya, and South
Africa disagreeing on what counts as Hate Speech
(Lee et al., 2024). All these differences could be
attributed to the cultural diversity among various
communities across the world.

A major step in developing the current LLMs
is aligning their responses to the users’ needs.

With the popularized one-model-fits-all paradigm,
it is challenging to build models that can produce
personalized responses that appeal to people of
different demographics (Kirk et al., 2024). Cur-
rent models tend to generate responses that bet-
ter match the expectations of Western users (Cao
et al., 2023; Naous et al., 2024; Wang et al., 2024;
AlKhamissi et al., 2024; Ryan et al., 2024; Mihal-
cea et al., 2024). Moreover, the views of Arabs—
one group of many underrepresented non-Western
communities—tend to be ignored,1 sometimes un-
consciously and other times with deliberate intent,
putting people of these communities at a higher risk
of discrimination (Alimardani and Elswah, 2021;
Shahid and Vashistha, 2023; Magdy et al., 2025).

Arabic is privileged by having (a) a community
of Arab NLP experts (Habash and Vogel, 2014;
Habash et al., 2015, 2017; El-Hajj et al., 2019; Zi-
touni et al., 2020; Habash et al., 2021; Bouamor
et al., 2022; Sawaf et al., 2023; Habash et al.,
2024; Al-Khalifa et al., 2020, 2022, 2024; El-Haj
et al., 2019; Ezzini et al., 2025), and (b) interest
backed by funding from some Arab countries to
build Arabic-focused models that serve its speak-
ers. Jais (Sengupta et al., 2023), AceGPT (Huang
et al., 2024), Allam (Bari et al., 2024), and Fanar
(Fanar Team et al., 2025) are Arabic-centric LLMs
developed in 2023 and 2024. While earlier models
like Jais focused on better modeling the linguistic
features of Arabic, AceGPT, ALLaM, and Fanar
are marketed as models that better align to the Ara-
bic/Arab Culture.

It is well-known that local varieties of Dialectal
Arabic (DA) exist in different Arabic-speaking re-
gions, in addition to a standardized variety (MSA)

1Despite the attempt of curating model alignment data
from different multi-cultural demographics, the PRISM Align-
ment dataset (Kirk et al., 2024) had only 51 participants (out
of 1,500) who reported that they reside in the Middle East, out
of which 47 reside in Israel, 2 in Turkey, and 1 in each of Su-
dan and Kuwait. Moreover, only 14 participants self-reported
themselves as Middle Eastern/ Arab.
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2.2 Culture areas and concept spaces

Culture areas are geographical regions where we
find substantial cultural similarities in the midst of
linguistic diversity, due to shared geography and
long-term contact (Fig. 2(a); Voegelin and Voegelin
1964; Newman 1971). Traditional practices, cere-
monies, and material culture are often shared across
a culture area, with the result that many concepts
are only lexicalised within that area (Babaii et al.,
2020). “The worlds in which different societies
live are distinct worlds, not merely the same world
with different labels attached” (Sapir 1929, p209,
cited in Hinton 2022, p60). When we transit to
a new culture, many concepts are difficult to map
(Wierzbicka, 1992; Evans and Sasse, 2007; Liu
et al., 2021; Hershcovich et al., 2022a). The limited
overlap of lexicon, semantics, and genre between
oral societies and the western monoculture presents
a stumbling block for machine translation.

This issue is pervasive. For example, consider
the concept of language itself, locally considered
and collectively enacted as a social practice vs the
western notion of language as “an object isolated
from interaction” (Fig. 2(b); Hermes et al. 2022,
p63). In the intercultural space, translation requires
exegesis (Woodbury, 2007; Lowell et al., 2021),
exceeding what we can learn from parallel texts
which “only address standardized, universal stories,
and fail to explore what is culture-specific” (Evans
and Sasse, 2007, p71).

(a) Culture Areas: Zones of high cultural overlap due to shared
geography and long-term contact (Source: VividMaps)

(b) Semantic Spaces: putative translational equivalents like
‘kunwok’ language have culturally bounded meanings

Figure 2: Culture areas as the basis for distinct semantic
spaces, an alternative to a universal concept space

2.3 Three waves of NLP

First Wave NLP (1960s–1990s) consisted of rule-
based approaches, within an epistemology of
language as bounded lexico-grammatical code.
Second Wave NLP (1990s–) has been characterised
by statistical approaches, within an epistemology
of language as sequence data.

In the first wave, we have responded to the chal-
lenge of linguistic diversity with linguistic software
and grammar engineering (e.g. Lawler and Aris-
tar Dry, 1998; Nirenburg, 2009). In the second
wave, we have adapted machine learning methods
to progressively smaller datasets (e.g. Besacier et al.
2006, 2014; Adda et al. 2016; see also Figs. 7, 8).

Despite their manifold successes, the limitations
of both approaches are revealed in the way that
manipulating forms never finally accesses mean-
ings. The chatbots of the 2020s, as in the 1960s,
miss out on the world (Weizenbaum, 1966; Mc-
Dermott, 1976; Strauß, 2018; Natale, 2019; Bender
and Hanna, 2023). Their popularity owes much to
the Eliza Effect, a linguistic correlate of pareidolia,
the human habit of seeing faces in clouds.

Second Wave NLP has become unsustainable
(Hershcovich et al., 2022b; Morreale et al., 2023).
Scraping data has violated data sovereignty (Walter
and Suina, 2019; Mahelona et al., 2023). There
is no onward trajectory to language understanding
(Bender and Koller, 2020; Ghassemi et al., 2023;
Church, 2024; Messeri and Crockett, 2024). Has
Second Wave NLP run its course?

How might we get started with an NLP that
embraced language as a situated and embodied
social practice? We could move on from the lin-
ear, Shannon-Weaver model of communication to
one which allows for the co-construction of mean-
ing, and which sees communication and relation-
ships as mutually constituted (Littlejohn and Foss,
2009, p177). We could take seriously the purpose
of language for sustaining relationships (Eades
2013, p62; Hermes et al. 2022, p62). We could
respect other relationships, such as the speech
community’s ownership of language (Martinez,
2000; Ting, 2023), and the Country’s embedding
of language (Basso, 1996; Steffensen, 2019; Hin-
ton, 2022). We could build ethical practices on
relationality (Taylor et al., 2019; Birhane, 2021;
Ògúnrè.mí et al., 2023; Schwartz, 2022; Carpen-
ter et al., 2024; Bird and Yibarbuk, 2024; Cooper
et al., 2024; Markl et al., 2024). But to make this
concrete, we begin with stories from a place.

Figure 1: A visualization of the areas with substantial
cultural similarities as in (Bird, 2024, p. 3). Arabic
speakers (green color) are grouped into a single region.

that is generally perceived as a shared variety
across the Arabic-speaking communities. (Habash,
2010). These dialectal varieties are a manifestation
of the cultural differences that exist within the Arab
world. However, the notion of a single Arabic Cul-
ture only focuses on the shared values and norms
among the Arabs, marginalizing any regional dif-
ferences between them. In this position paper, I
discuss the idea of assuming a single Arabic cul-
ture, demonstrating how the community generally
adopts it, and providing preliminary thoughts for
how to better model with cultural nuances within
the Arab world.

2 Arabs - a Single or Multiple Cultures?

Given the similarities between the Arabic speakers,
they are sometimes grouped into a single region
of high cultural overlap (e.g., Figure 1). However,
the assumption that they share the same culture
could be simplistic. Conceptually, there are mul-
tiple ways to define who an Arab is. A broader
definition is that anyone having Arabic as their na-
tive language is an Arab. Accordingly, there are
more than 420 million Arabs distributed across the
Arab region (Bergman and Diab, 2022), a large
proportion of which reside in North Africa and
the Arabian peninsula. I discuss two contrasting
extreme views of the Arabic culture:2

2These contrasting views are manifested in the Wikipedia
articles for 
r� (Arab), in which the MSA and the Moroccan
Arabic versions are more representative of the first view,
while the Egyptian Arabic version link the Arabs to the Gulf
and Levantine countries while excluding Egypt and the other
North African countries. Note: The links to 
r� (Arab)
article in MSA, Moroccan and Egyptian Arabic respectively:
ar.wikipedia.org/wiki/%D8%B9%D8%B1%D8%A8,
ary.wikipedia.org/wiki/%D9%84%D8%B9%D8%B1%D8%A8,
arz.wikipedia.org/wiki/%D8%B9%D8%B1%D8%A8

View #1 - One Culture Arab nationalism is an
ideology that started to gain traction in the 20th

century, with the goal of unifying the Arab coun-
tries under a single goal, fostering economic co-
operation between them. Moreover, Islam—as the
majority religion in the Arab world— discourages
tribalism and encourages a sense of unity.3

View #2 - Multiple Unrelated Cultures A
contrasting ideology fosters the notion of local
national identities, focusing on what makes these
identities different from other Arab nations. Adap-
tors of this ideology can even avoid self-identifying
as Arab, attempting to disassociate their national
identity from Arabs and linking themselves with
ancient pre-Islamic civilizations that existed in
the Arab world like Ancient Egyptians, Assyrians,
Babylonians, and Amazighs.

It is worth mentioning that the distinction be-
tween Arabic Culture and Arab Culture in English—
the former linking the culture to the Arabic lan-
guage, while the latter links it to Arabs—does not
exist in Arabic, as both are termed Ty�r`�� T�Aq���. This
might be subconsciously influencing the Arabs’
perception of the two terms/concepts.

3 How is the Arabic Culture Currently
Represented?

On surveying more than 90 papers related to cul-
tural representation in LLMs, Adilazuarda et al.
(2024) found that none of the papers explicitly
mention how they operationalize the concept of
a culture. The same issue applies to how culture
is discussed by the Arabic NLP community, which
might make it hard to assess how the produced
artifacts (i.e., models and datasets) are culturally
representative.4 Hence, I taxonomize the datasets
into three different categories according to their
intended use as follows:

Classical Task-specific Datasets The commu-
nity widely acknowledges the presence of differ-
ent varieties of DA, with many datasets having
samples from multiple dialects to model this lin-
guistic variation (Mubarak et al., 2017; Alsarsour

3Christianity is another religion that is adopted by a signif-
icant minority of Arabs (e.g., in Lebanon and Egypt). More-
over, Arab Jews used to be a vital part of Arab societies until
the 20th century (Atta, 2023), and are still a minority in some
countries like Morocco.

4Notably, AlKhamissi et al. (2024) provide a comprehen-
sive discussion of what a culture is.

2

ar.wikipedia.org/wiki/%D8%B9%D8%B1%D8%A8
ary.wikipedia.org/wiki/%D9%84%D8%B9%D8%B1%D8%A8
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English Translation Arabic

Instruction Suggest men’s clothing for a family gathering ¨l¶A� �Amt�� 	FAn� Ty�A�C H�®� �rt��

Choice (A) Casual pants and a T-shirt �ryKy�¤ ��w�A�  wlWn�
Choice (B) Shorts and a polo shirt w�w� �ryKy�¤ �CwJ
Choice (C) Formal shirt and pants ¨mFC  wlWn�¤ Pym�
Choice (D) Jellabiya and ghutra rt�¤ Ty�®�

Answer Choice (D)

Instruction I ate Kabsa using ��d�tFA� Tsbk�� l��

Choice (A) a fork T�wK��
Choice (B) a spoon Tq`lm��
Choice (C) my hand ©d§
Choice (D) a knife �yks��

Answer Choice (C)

Table 1: Two cherry-picked examples of edited instructions with multiple choices from CIDAR-MCQ-100. While
the gold-standard answers are indeed relevant to some Arab countries (mostly some Gulf countries), they are not
correct for other countries. Note: I provide the English translations for clarity.

et al., 2018; Ousidhoum et al., 2019; Chowdhury
et al., 2020; Abu Farha and Magdy, 2020; Altur-
ayeif et al., 2022). Given that dialects are signs
of cultural diversity (Falck et al., 2012 as cited
in Singh et al., 2024), this implies that such di-
versity might be modeled in the datasets. When
the dialects spoken by the samples’ authors are
unknown, it is a common practice to randomly
route these samples to annotators who could be
speaking dialects other than the samples’ dialects.
This assumes that Arabic is a monolith language,
and disregards the cultural differences between its
speakers.5

Two independent papers found that Arabic-
speaking annotators are harsher in labeling hate
speech (Bergman and Diab, 2022), and less capa-
ble of identifying sarcasm (Abu Farha and Magdy,
2022), on annotating samples written in dialects
that the annotators do not speak. On analyzing
15 publicly available datasets covering 5 different
tasks, and having samples from multiple dialects
that were randomly routed to annotators, Keleg
et al. (2024) found that the interannotator agree-
ment scores decreased as the level of dialectness of

5On analyzing the errors of a hate-speech detection model,
Keleg et al. (2020) found two Egyptian Arabic quotes from
films that were used sarcastically, yet labeled as hate speech.
They attributed such mislabeling to missing context and a lack
of knowledge of these films. However, they still assumed that
quoting films is part of the Arabic Culture when the two men-
tioned samples were in Egyptian Arabic. It is unclear whether
this is only specific to the culture of some communities in
Egypt, or it extends to communities in other Arab countries.
Hence, the authors might have been assuming higher assimi-
lation among the Arab countries, without providing evidence
for that.

the samples increased. The lack of full mutual intel-
ligibility between varieties of DA could be a reason
for this drop. However, cultural nuances form an-
other plausible cause. Building on these findings,
it is hoped that the Arabic NLP community will be
more mindful in assigning dataset samples to anno-
tators who understand their linguistic and cultural
nuances.

Less Subjective Culture Understanding Bench-
marks Country-level sample curation was used
to allow for capturing the cultural diversity in the
Arab world. Two benchmarks curate images for
culturally related concepts like: food, customs, and
landmarks for specific countries. CVQA (Romero
et al., 2024) has about 300 images related to Egypt,
that were manually curated and are accompanied
by QA pairs. Conversely, Henna (Alwajih et al.,
2024) has 10 images from each of 11 Arab coun-
tries, accompanied by automatically generated im-
age captions.

Similarly, ArabicMMLU (Koto et al., 2024) con-
sists of multiple-choice questions (MCQs) in MSA
covering different subjects, that were sourced from
the school exams of 8 different Arab countries.6

AraDICE-Culture (Mousi et al., 2025) has 180
MCQs from 6 different Arab countries (30 each)
that were manually curated. The questions span
various categories like: public holidays, and geog-
raphy. DLAMA (Arab-West) (Keleg and Magdy,
2023) has Wikidata factual triplets from 20 pred-
icates, equally balanced between Arab countries

6ArabicMMLU’s authors acknowledge the data is not
equally representative of the different countries.
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and a comparable set of Western countries. The
most culturally prominent triplets are selected us-
ing the length of their subjects’/objects’ respective
Wikipedia pages as a proxy. Cultural ArabicMTEB
(Bhatia et al., 2024) contains 1,000 queries auto-
matically synthesized using Command-R+ from
Wikipedia articles related to multiple categories
such as: history, local movies, and food items
for 20 different Arab countries. Lastly, BLEnD
(Myung et al., 2024) has 1,000 MCQs about every-
day knowledge of the cultures existing in Algeria.

Values Alignment Datasets Surprisingly, all
Arabic-specific LLMs but ALLaM and Fa-
nar perform alignment only using Supervised
Fine-Tuning (SFT), with datasets that are ei-
ther machine-translated or repurposed from task-
specific datasets.

CIDAR (Alyafeai et al., 2024) is the first open
Arabic instruction-tuning dataset composed of man-
ually localized instruction/output pairs, edited by
speakers of different varieties of Arabic.7 While
the authors focused on localizing person names
and country names in the dataset to Arabic ones,
which makes most of them culturally representa-
tive, few outputs are still biased by the annotator’s
views/country of origin, as exemplified in Table 1.

This issue is much more prominent in the Ara-
bic Cultural Value Alignment (ACVA) benchmark
(Huang et al., 2024), which is introduced to eval-
uate the alignment of different LLMs to the Ara-
bic Culture (Huang et al., 2024; Bari et al., 2024).
The benchmark has over 8,000 binary true/false
statements that are automatically generated us-
ing GPT-Turbo, which was instructed to syn-
thesize statements related to 50 different topics.
Some of these topics are highly subjective/country-
dependent such as: Arabic Clothing, Mindset, Spe-
cial Expression, Daily Life, and Influence from
Islam. Figure 2 lists two examples of non-inclusive
statements, which are a result of assuming a single
homogenous Arabic culture.

4 Recommendations

In this section, I suppose that the goal of building
Arabic-specific LLMs is to have models that truly
represent the views of Arabic speakers from dif-
ferent regions. Following the discussion and the
examples in §3, it is clear that assuming a single

7CIDAR’s creators acknowledge that the responses could
be biased by the views of the different dataset contributors.

An example statement for Communications:
.�Ahy�Ak�� ¨� A¾A`� xwl��� ºAsn��¤ �A�rl� �km§ ,Ty�r`�� T�Aq��� ¨�
In the Arabic culture, men and women can sit together in
cafes.

Verdict: False (�W�).

An example statement for Influnce From Islam:
.Ty�Aq��� �ht§w¡ �� �z�t§ ¯ A¾ºz� �®F³�  ¤rbt`§ 
r`��
Arabs consider Islam an integral part of their cultural iden-
tity.

Verdict: True (�}).

Figure 2: Two statements from the ACVA benchmark
showcasing misrepresentation of the cultural nuances
within the Arab world. The first statement expects gen-
der segregation in public spaces, which is not generaliz-
able to all Arab countries. The second one assumes that
all Arabs are Muslims and that all Muslims hold Islam
as an integral part of their identity. Adding a quantifier
like “
r`�� �\`� (Most Arabs)” would make the state-
ment more precise and less controversial.

Arabic culture is not inclusive of the cultural diver-
sity within the Arab world. Acknowledging this
diversity does not necessarily negate any cultural
similarities between the Arabic speakers. In con-
trast, it provides a more inclusive view of them.

While Arabic-specific models have the poten-
tial of better representing the Arabic speakers, it is
unclear if they could currently model the cultural
diversity among them. Without concrete evidence,
assuming these models would by default better rep-
resent the “Arabic culture” could be an overclaim.

I am sharing some preliminary thoughts for four
steps that could help in the process of building
culturally-representative models:

Step #1 - Improving the Diversity of the Re-
search Teams A first step is to ensure that the
research teams responsible for building the mod-
els are representative of the different regions of
the Arab World. Moreover, wider collaborations
among different members of the research commu-
nity need to be encouraged and should be fostered.

Step #2 - Understanding the Topics of Interest
of the Speakers across the Arab World Many
AI systems are developed without a clear vision
of what they solve and how they would serve the
needs of their users (Mihalcea et al., 2024). Given
that people from different regions engage differ-
ently with LLMs (Kirk et al., 2024), we should start
identifying the topics of interest of Arabic speakers
from different regions, especially that their views
were excluded in building the PRISM dataset (Kirk
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et al., 2024) on which the aforementioned finding
is based. While this step could be challenging, it
is crucial for us as researchers to understand the
needs of the communities that we would hope to
serve. This process could also benefit from con-
sulting (1) the rich anthropological literature that
studied the cultures of Arabic speakers (e.g., Deeb
and Winegar, 2012), and (2) the recommendations
from the Human-Computer Interaction (HCI) field
for designing surveys and tools to understand the
Arabic speakers’ needs.

If we continue to ignore Step #2, our models
will continue to be developed based on the assump-
tions and the limited views of the responsible re-
search teams. An example of these assumptions
is the belief that religious topics hold significant
interest throughout the entire Arab world. Instead
of acting upon this belief, we need to first under-
stand whether Arabic speakers from different re-
gions would indeed want to rely on LLMs in these
sensitive topics/contexts. Doing so would allow for
identifying the contexts in which the LLMs should
engage in religious topics, if any, which in turn
could help in controlling the dangers of shipping
public-facing models that engage in religious dis-
cussions (Keleg and Magdy, 2022; Alyafeai et al.,
2024).

Step #3 - Identifying the Languages/Varieties
that Arabic Speakers Use on Engaging with
Technologies On adapting the ArabicMMLU
dataset to Moroccan Arabic (also known as Mo-
roccan Darija), Shang et al. (2024) discarded the
samples that they deemed as “too technical” and
“beyond the user’s needs” for an LLM that gener-
ates responses in Darija. This again indicates that
researchers have some preconceived assumptions
on the users’ needs and the language varieties they
would generally use to engage with the different
technological systems.

In order to determine the language or variety
that Arabic speakers would use when interacting
with technology, we can first draw insights from
the lessons of Blaschke et al.’s (2024) study, which
analyzed the German users’ preferences for having
their local varieties supported as inputs or outputs
of different language technologies such as virtual
assistants and machine-translation systems.

However, the new study needs to also acknowl-
edge that a non-negligible portion of the Arabic
speakers in some regions are bilingual. Hence, En-
glish and French can be more preferred in different

regions over using Standard Arabic or the regional
local variety of Arabic to interact with technology
in specific contexts. More specifically, it is con-
ceivable that the same Arabic speaker would prefer
using Standard Arabic, their local variety of Arabic,
and English or French in different contexts. Iden-
tifying these preferences and their contexts would
enhance the design and development of models that
genuinely serve the targeted speaking communities.

Step #4 - Collecting More Inclusive Alignment
Data There is a clear need for collecting align-
ment and preference data to improve the Arabic-
specific LLMs. While the lack of available data
poses a challenge, we need to ensure that the cul-
tural diversity between the Arabic speakers is rep-
resented. Otherwise, there would be a great risk
that these LLMs are only aligned to specific Arabic-
speaking communities.

5 Conclusion

Alignment to the needs of users is a challenging
task, given the diverse and sometimes contrasting
views they hold. I explain how the Arabic culture
is discussed and modeled in the different datasets,
highlighting potential issues arising from the com-
mon assumption that Arabs share the same culture,
which marginalizes the cultural nuances and diver-
sity within the Arab world. Despite the presence
of lots of common norms and values in the Arab
world, each region has its manifestation of these
norms, and its unique cultural heritage and differ-
ences that need to be taken into consideration.

The increasing interest in building Arabic-
specific LLMs provides a great opportunity to in-
vestigate how to build models that do not over-
simplify the needs of marginalized non-Western
communities. I hope that this paper will encourage
further discussions and debates, especially among
researchers interested in building better models that
serve the needs of the Arabic speakers, and other
marginalized communities.

Limitations

I hope that a better understanding of the needs
of the Arabs from diverse regions across the Arab
World would allow for designing and building mod-
els that are more suited to their needs. However, I
acknowledge that the provided recommendations
need to be further studied and carefully executed.
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Abstract

We introduce HRMCR (HAE-RAE Multi-Step
Commonsense Reasoning), a benchmark de-
signed to evaluate large language models’ abil-
ity to perform multi-step reasoning in cultur-
ally specific contexts, focusing on Korean. The
questions are automatically generated via tem-
plates and algorithms, requiring LLMs to inte-
grate Korean cultural knowledge into sequen-
tial reasoning steps. Consistent with prior obser-
vations on emergent abilities, our experiments
reveal that models trained on fewer than 2·1025
training FLOPs struggle to solve any questions,
showing near-zero performance. Beyond this
threshold, performance improves sharply. State-
of-the-art models (e.g., O1) still score under
50%, underscoring the difficulty of our tasks.
Notably, stepwise analysis suggests the ob-
served emergent behavior may stem from com-
pounding errors across multiple steps rather
than reflecting a genuinely new capability. We
publicly release the benchmark and commit to
regularly updating the dataset to prevent con-
tamination.

1 Introduction

Large language models (LLMs) have shown no-
table success in solving complex reasoning tasks
across STEM (Rein et al., 2023) and mathemat-
ics (Cobbe et al., 2021), facilitated by methods
such as chain-of-thought prompting (Wei et al.,
2022b) and inference-time scaling (Brown et al.,
2024). However, it is unclear how beneficial these
high-level problem-solving abilities—particularly
for Olympiad-level math problems—are in real-
world, everyday scenarios. Moreover, most existing
reasoning benchmarks emphasize universal knowl-
edge (Hendrycks et al., 2021; Fang et al., 2024) that
remains constant across different cultures and lan-
guages. While these benchmarks (Ko et al., 2025)
effectively measure a model’s general reasoning
capabilities, they are less suited for evaluating the

Figure 1: The X-axis represents the training compute scale
in ExaFLOPs (1018 floating-point operations), calculated as
6×#parameters×#tokens following Kaplan et al. (2020). The
Y-axis indicates the performance of the models on HRMCR.

model’s proficiency in language-specific or cultur-
ally grounded reasoning.

To address this gap, we introduce HRMCR
(HAE-RAE Multi-Step Commonsense Reasoning),
a systematically generated benchmark that requires
LLMs to integrate Korean cultural knowledge into
multi-step reasoning. Our generation algorithm,
which uses randomly selected seeds, generates
questions and step-by-step solutions. Each of the
two subsets in our benchmark comprises 50 ques-
tions. We make the question–answer set publicly
available but withhold the algorithm itself to pre-
vent contamination and overfitting. Instead, we
commit to regularly updating the benchmark1.

As illustrated in Figure 1, models with fewer
than 2 · 1025 training FLOPs struggle to solve
any questions on the benchmark. Once training
surpasses this threshold, however, scores increase
sharply—a phenomenon often described as an
emergent ability. Despite this improvement, even
state-of-the-art (SOTA) LLMs (e.g., O1, GPT-4o,
Claude-3.5-Sonnet) fall below 50% accuracy, un-
derscoring the benchmark’s difficulty. Notably, a
stepwise performance analysis indicates that this
apparent “emergence” may stem from cumulative

1Link has been removed for anonymous submission. It
will be publicly available.
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errors across multiple reasoning steps, rather than
a genuinely new capability.

2 Related Works

Korean Benchmarks Most publicly available
Korean benchmarks primarily focus on knowl-
edge (Son et al., 2024b; Kim et al., 2024; Son
et al., 2023) or safety (Lee et al., 2023a,b), leaving
a gap in assessing more advanced reasoning skills.
Consequently, the evaluation of Korean LLMs of-
ten relies on English benchmarks (Research et al.,
2024b,a; Yoo et al., 2024), to evaluate the reason-
ing capability of LLMs. This highlights the need
for Korean-specific reasoning benchmarks that de-
mand both linguistic and cultural competencies.

Multi-Step Reasoning As LLMs continue to en-
hance their reasoning abilities through improved
pre-training (Yang et al., 2024; Lu et al., 2024)
and post-training (Wu et al., 2024), many existing
benchmarks no longer pose meaningful challenges
or offer practical utility. Frontier LLMs (OpenAI,
2024) can now achieve near-expert performance
on specialized tasks (Rein et al., 2023; Gao et al.,
2024), prompting the creation of even more de-
manding problem sets (Glazer et al., 2024). How-
ever, those tasks often require domain-specific ex-
pertise—particularly in STEM—making them less
representative of the broader range of reasoning
tasks encountered in daily life.

One way to create challenging yet broadly acces-
sible questions is to design multi-step problems that
do not require deep expert knowledge. Such tasks
can be generated by concatenating simpler sub-
problems (Hosseini et al., 2024; Son et al., 2024a)
or by using template-based algorithms (Sprague
et al., 2023), with the latter offering greater di-
versity. Building on prior work, we develop a
fully algorithm-based benchmark that systemati-
cally generates multi-step reasoning problems de-
manding Korean commonsense knowledge. Addi-
tionally, we provide an automatic explanation gen-
erator, enabling more effective error analysis and
evaluation for each step of the reasoning process.

3 HRMCR

In this section, we introduce the HRMCR (HAE-
RAE Multi-Step Commonsense Reasoning) bench-
mark, describing its two subsets (Section 3.1) and
key design choices (Section 3.2).

3.1 Subsets

HRMCR comprises two subsets: Date and Zodiac,
each created to require multiple steps of reasoning.
We release 50 questions per subset.

Date The Date subset contains concise, two-
sentence questions involving Korean holidays and
traditional date expressions. To solve these, the
model must recall Korean cultural knowledge, per-
form basic arithmetic, and convert between solar
and lunar calendars. Each question requires a five-
step solution.

Zodiac The Zodiac subset features longer ques-
tions, typically spanning 10–12 lines. These tasks
require handling a range of Korean cultural ele-
ments—such as the country’s unique age system1,
conversational age expressions, and honorifics. The
model must then extract logical inferences from the
given premises and perform arithmetic to determine
the zodiac sign. Each solution requires seven steps
of reasoning at maximum.

3.2 Design Choice

Each subset is generated by a dedicated algorithm
comprising roughly 500 lines of code, and each
algorithm includes a built-in solution generator that
derives a gold-standard solution step-by-step. This
built-in solver is a unique feature of our benchmark,
as it facilitates comprehensive error analysis at each
reasoning stage.

Benchmark contamination has become a press-
ing issue (Xu et al., 2024; Zhang et al., 2024), and
one common approach to address it is using private
test sets (Chollet, 2019). However, private bench-
marks have drawbacks: over the long term, repeated
attempts can lead to overfitting, with models effec-
tively using the test scores as a training signal (Park
et al., 2024). Additionally, keeping questions pri-
vate hinders error analysis and limits opportunities
for diagnosing and improving model performance.
To balance these concerns, we publicly release our
test set but keep the exact generation code confiden-
tial. If contamination arises, we can easily regener-
ate a new question–answer set by varying random
seeds. By withholding the generation algorithm,
we ensure that every newly released set remains
unseen, making the benchmark more robust over
time.

Algorithm 1 illustrates the pseudo-code used to
create the Date questions, and the algorithm for the

1Korea calculates age differently from Western countries.
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Figure 2: Example of generated questions in the HRMCR benchmark. The figure showcases generated questions (left) alongside
their automatically generated solutions (right). The top panel represents the "date" subset, while the bottom corresponds to the
"zodiac" subset. Questions are translated into Korean to enhance accessibility.

Algorithm 1 Question Generator for Date Subset
Require: Database of cultural events with calendar types and dates

1: function GENERATEQUESTION

2: // Step 1: Select base components
3: year, event← Random(valid_year_range), RandomSelect(cultural_events)
4: cal_type← event.calendar_type
5: // Step 2: Select expressions
6: date_expr, target_cal← RandomSelect(date_expressions), RandomSelect(calendar_types)
7: // Step 3: Generate question
8: question← Template( year, event.name, date_expr, target_cal)

return question
9: end function

Zodiac subset is provided in Appendix A. Figure 2
and 5 show examples of generated questions and
their gold solutions.

4 Experimental Setup

In this section, we describe how responses were
generated (Section 4.1) and evaluated (Section 4.2).

4.1 Response Generation
We evaluate a total of 20 LLMs, including propri-
etary models such as GPT-4o, GPT-4o-Mini (Hurst
et al., 2024), O1, O1-Mini (Jaech et al., 2024),
and Claude-3.5-Sonnet (Anthropic, 2024), as well
as open models like Qwen2.5 (Yang et al., 2024),
Llama3 (Dubey et al., 2024), Exaone3.5 (Research
et al., 2024a), and DeepSeek3 (DeepSeek-AI et al.,
2024). All models are evaluated in a greedy setting.
For models up to 32B parameters, we run inference

on a local GPU server; larger models are accessed
via the OpenRouter API.1 For additional details on
the evaluated models, see Appendix A.

4.2 Response Evaluation

For evaluation, we use GPT-4o as an LLM-as-a-
Judge (Zheng et al., 2023). The judge takes the
question, the model-generated response, and the
gold step-by-step solution. As shown in Figure 4
(Appendix A), the judge first provides a brief com-
parison with the gold solution and then determines
whether the model’s response is correct. If it is
incorrect, the judge identifies the specific step
at which the error occurred. All evaluations use
greedy decoding.

1https://openrouter.ai/
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Figure 3: Breakdown of performance results for selected steps in the Zodiac subset. The green line represents the regression
line, the blue points are instances used for fitting the regression, and the red points represent the test set. Only at the last step, the
regression fails. For the entire results, see Appendix B.

5 Evaluation Results

Models Date Zodiac Av.

o1 34 56 45
GPT-4o 28 32 30
DeepSeek-V3 32 14 23
Claude-3.5-Sonnet 34 8 21
Qwen2.5-72B 4 20 12
Llama3.1-405B 6 18 12
EXAONE3.5-32B 0 2 1

Table 1: Evaluation results on HRMCR. We only display the
performance of top-performing models per model family. The
best-performing model is highlighted in bold.

Table 1 presents the evaluation results, from
which we derive three key observations. First, the
HRMCR benchmark is highly challenging: lead-
ing models such as GPT-4o, DeepSeek-V3, and
Claude-3.5-Sonnet all score under 30%. This is
particularly noteworthy given that the benchmark
is built on fixed, deterministic rules rather than spe-
cialized domain knowledge. Second, OpenAI’s lat-
est reasoning-oriented LLM, O1, achieves an aver-
age score of 45, substantially outperforming earlier
models. This suggests that inference-time scaling
can generalize effectively to previously unseen do-
mains. Finally, EXAONE3.5-32B, despite its size,
shows near-zero performance on the benchmark.
This indicates that solving HRMCR requires not
just model scale but also advanced training strate-
gies and sufficient computational resources.

6 The Emergent Mirage

Emergent at First Sight Emergent capability
refers to abilities absent in smaller models but
present in larger ones, making them unpredictable
based solely on the performance of smaller mod-
els (Wei et al., 2022a). In Figure 1, we plot the per-

formance of 19 models, with log compute on the X-
axis and average performance on HRMCR on the
Y-axis. Models exhibit near-zero performance until
reaching 2·1025 training FLOPs, followed by a sud-
den upsurge between Exaone3.5-32B and Qwen2.5-
14B. This indicates that performance is driven pri-
marily by training compute rather than model size:
Qwen2.5-14B outperforms EXAONE3.5-32B by
training on three times more tokens.

Alternative Interpretation Wei et al. (2022a)
suggests that the sudden "emergence" of abilities
may be attributed to multi-step reasoning. To inves-
tigate this hypothesis in our benchmark, we ana-
lyze the performance at each intermediate step. In
Figure 3, we plot step-wise accuracy and test for
emergent behavior using linear regression. We train
a regression model on smaller models (excluding
the top five performers) to predict performance at
each step. Surprisingly, while this regression accu-
rately predicts the performance of larger models
at all intermediate steps, it fails only at the final
step. This pattern holds for both Date and Zodiac
subsets, despite their final steps involving differ-
ent types of operations. Given that the final step in
the Zodiac subset involves basic arithmetic (sim-
ple division), which is not typically considered an
emergent capability, we propose an alternative in-
terpretation: rather than true emergence, this pat-
tern may result from error accumulation across
steps. We hypothesize that further decomposing
tasks into smaller steps would reveal purely lin-
ear performance trends, challenging the notion of
emergence in this context.

7 Conclusion

We introduced HRMCR, a Korean multi-step rea-
soning benchmark that combines cultural knowl-
edge with systematic generation. Our analysis re-
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vealed that seemingly emergent capabilities in
LLMs may be artifacts of accumulated errors,
prompting a reconsideration of how we evaluate
model capabilities.
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A Evaluated Models

Llama-3 (Dubey et al., 2024). The Llama-3 se-
ries, spanning from Llama-3 to Llama-3.3, com-
prises large language models ranging from 1 to 405
billion parameters developed by Meta. While these
multilingual models are pretrained on datasets com-
prising 9 to 15 trillion tokens across multiple lan-
guages, they do not officially support Korean. The
suite also provides instruction-tuned models.

Qwen2.5 (Yang et al., 2024). Qwen2.5 is a suite
of multilingual language models ranging from 0.5
to 72 billion parameters developed by Alibaba.
Each model within the series is pretrained on a
dataset of 18 trillion multilingual tokens, including
Korean. Furthermore, the Qwen2.5 series officially
support Korean and includes instruction-tuned vari-
ants for instruction-following.

DeepSeek-V3 (DeepSeek-AI et al., 2024).
DeepSeek-V3 is a Mixture-of-Experts (MoE) lan-
guage model with 671 billion parameters, utilizing
37 billion active parameters per token. It is trained
on a dataset of 14.8 trillion multilingual tokens,
making it robust across diverse languages and con-
texts. Additionally, they introduce the instruction-
tuned version of the model.

EXAONE-3.5 (Research et al., 2024a).
EXAONE 3.5 is a suite of multilingual language
models with sizes of 2.4B, 7.8B, and 32B pa-
rameters developed by LG AI Research. These
models are pretrained on datasets comprising up to
9 trillion tokens, evenly balanced between Korean
and English, to ensure strong bilingual capabilities.
Only the instruction-tuned versions of the models
were made publicly available.

GPT-4o & o1 (Hurst et al., 2024; Jaech et al.,
2024). GPT-4o, an advanced version of GPT-4,
accepts multimodal inputs–including text, audio,
image, and video–and demonstrate significant im-
provements on text in non-English languages. The
o1 is a model designed to perform high-quality
reasoning on complex tasks that require extensive
thought processes, leveraging inference-time scal-
ing through more elaborate reasoning steps and
reflection. Both models are developed by OpenAI,
and the latest versions of each were utilized in the
experiments.

Claude-3.5 (Anthropic, 2024). Claude-3.5
series is the next generation of the Claude
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Algorithm 2 Question Generator for Zodiac Subset
Require: Database of relationships, speech levels, and age modifiers
Ensure: Question about age relationships and zodiac sign

1: function GENERATEQUESTION

2: // Step 1: Generate base timeline
3: birth_year, current_year← Random(valid_range), Random(valid_range)
4: my_age← CalculateKoreanAge(birth_year, current_year)
5: // Step 2: Generate person A’s profile
6: relationship← RandomSelect(university_relationships)
7: modifiers← RandomSelect(age_modifiers)
8: a_age← CalculateAge(my_age, relationship, modifiers)
9: // Step 3: Generate conversation

10: speech_level_a, speech_level_b← RandomSelect(speech_levels), RandomSelect(speech_levels)
11: age_relationship← DetermineRelationship(speech_level_a, speech_level_b)
12: // Step 4: Generate question text
13: question← Template(my_age, relationship, modifiers, conversation)

return question
14: end function

3 series with significant improvements in
commonsense and STEM reasoning bench-
marks developed by Anthropic. We utilize
the claude-3.5-sonnet-20241022 for the
experiments.

B Details in Evaluation

In this section, we provide samples of the prompts
used for evaluation, responses generated by GPT-
4o as LLM-as-a-Judge, and additional evaluation
results.

B.1 Evaluation Prompt
We use GPT-4o as an LLM-as-a-Judge for eval-
uation; in Figure 4, we provide the prompt used
for evaluation. The evaluation is done in greedy
decoding settings.

B.2 Sample Responses
In Figure 5, we provide sample responses by mod-
els, and judgements generated by GPT-4o.

B.3 Additional Results
In this section, we present additional results. For
the performance of all 20 models broken down by
steps, see Table 2 and 3. In Figures 7 and 6, we
provide continue from Section 6 and provide re-
gression results for all steps of both subsets. Our
findings remain consistent with the additional re-
sults.
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System Prompt:
Please act as an impartial judge and evaluate the quality of the response provided by an AI assistant to the provided question. You
will be given a question, a gold step-by-step answer, and a response from an AI assistant. Review the response by the AI assistant.
Compare it with the gold step-by-step answer.

Begin your evaluation by providing a comparison with the gold answer. Be as objective as possible. After providing your
explanation, return whether the model has reached the correct answer, and if not specify which step it has first failed at. For
example:

if correct -> correct: [[true]] step: [[-1]]
if wrong -> correct: [[false]] step: [[3]]

User Prompt:
### Question :
{question}

### Gold Answer :
{gold}

### Model Response :
{response}

Figure 4: Prompt used for judging responses.

Models Step 0 Step 1 Step 2 Step 3 Final

Exaone3.5-2.4B 94 38 20 6 0
Exaone3.5-7.8B 86 56 42 14 0
Exaone3.5-32B 100 74 52 16 0
Qwen2.5-0.5B 56 30 14 6 0
Qwen2.5-1.5B 42 12 4 0 0
Qwen2.5-7B 100 72 40 22 0
Qwen2.5-14B 100 82 50 30 4
Qwen2.5-32B 100 76 54 28 0
Qwen2.5-72B 100 74 50 30 4
Llama3.2-1B 48 26 14 2 0
Llama3.2-3B 84 48 30 6 0
Llama3.1-8B 100 70 38 8 0
Llama-3.3-70B 100 78 48 14 2
Llama3.1-405B 100 72 48 24 6
DeepSeek3 100 70 54 40 32

Claude-3.5-Sonnet 100 70 60 48 34
GPT-4o-mini 100 68 44 32 10
GPT-4o 100 76 54 40 28
o1-mini 100 76 46 32 0
o1 100 76 64 60 34

Table 2: Performance of all models on the Date subset, broken down per step.
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Question:
On새해첫날 (New Year’s Day) in 1999, I heard someone say, "이튿날" (the day after tomorrow) was my birthday. What is the
lunar calendar date 57 days after that birthday?

Gold Solution:
STEP 0: Year is 1999.
STEP 1: The새해첫날 is 1.1
STEP 2: Expression=’이튿날’ (offset=+1), so birthday is 1999.1.2
STEP 3: Adding 57 days to 1999.1.2 → 1999.2.28 (solar)
STEP 4: Converting to lunar: 1999.2.28 → 1999.1.13

Response by O1:
1999년음력설날(새해첫날)은 1월 1일로,그다음날인 1월 2일이생일입니다.이생일로부터 57일후의음력날짜를계산해
보겠습니다.

1. 1월 2일부터 1월말까지:
- 1월은 30일로구성되어있으므로, 1월 2일부터 1월 30일까지는총 29일입니다.

2. 2월:
- 1999년음력 2월은 29일입니다.
- 57일에서 1월에사용된 29일을제외하면, 28일이남습니다.
-따라서 2월 1일부터 2월 28일까지가됩니다.

결론적으로, 1월 2일로부터 57일후의음력날짜는 2월 28일입니다.

답:음력 2월 28일

LLM-as-a-Judge:
The AI assistant’s response does not align with the gold step-by-step answer. Here’s a comparison:

1. Year Identification:
- Both the gold answer and the AI response correctly identify the year as 1999.

2. New Year’s Day Identification:
- The gold answer identifies the solar New Year’s Day as January 1st, 1999, and the birthday as January 2nd, 1999.
- The AI response incorrectly assumes the lunar New Year’s Day as January 1st, 1999, and the birthday as January 2nd, 1999,
without clarifying the calendar system.

3. Calculation of 57 Days After Birthday:
- The gold answer correctly calculates 57 days after January 2nd, 1999, in the solar calendar, resulting in February 28th, 1999.
- The AI response incorrectly calculates the days using the lunar calendar, leading to a different conclusion.

4. Conversion to Lunar Date:
- The gold answer converts February 28th, 1999, from the solar calendar to the lunar calendar, resulting in the lunar date of January
13th, 1999.
- The AI response does not perform this conversion and instead provides a lunar date of February 28th, which is incorrect.

The AI assistant fails to correctly interpret the calendar system and does not perform the necessary conversion from the solar
to the lunar calendar. The first failure occurs at step 3, where the AI incorrectly calculates the 57 days using the lunar calendar
instead of the solar calendar.

Correct: [[false]] Step: [[3]]

Figure 5: A full example including a sample question, gold solution, model response (by o1) and judgment (by
GPT-4o).
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Models Step 0 Step 1 Step 2 Step 3 Step 4 Step 5 Final

Exaone3.5-2.4B 80 76 54 38 34 4 0
Exaone3.5-7.8B 88 84 52 40 34 8 0
Exaone3.5-32B 100 98 66 62 40 22 2
Qwen2.5-0.5B 10 4 0 0 0 0 0
Qwen2.5-1.5B 24 16 2 0 0 0 0
Qwen2.5-7B 82 68 36 32 26 10 0
Qwen2.5-14B 80 80 58 48 42 28 12
Qwen2.5-32B 78 78 46 40 38 28 16
Qwen2.5-72B 82 80 40 40 32 28 20
Llama3.2-1B 12 12 12 4 0 0 0
Llama3.2-3B 18 8 0 0 0 0 0
Llama3.1-8B 32 22 14 12 4 2 0
Llama-3.3-70B 96 92 52 32 30 20 10
Llama3.1-405B 94 90 72 60 54 32 18
DeepSeek3 94 94 70 60 48 20 14

Claude-3.5-Sonnet 32 30 26 14 8 8 8
GPT-4o-mini 96 90 72 64 52 22 20
GPT-4o 88 84 54 50 42 32 32
o1-mini 92 90 70 64 48 44 44
o1 98 98 72 68 58 56 56

Table 3: Performance of all models on the Zodiac subset, broken down per step.

Figure 6: Breakdown of performance results for all steps in the Zodiac subset. The green line represents the regression line, the
blue points are instances used for fitting the linear regression, and the red points represent the test set. Only at the final step the
regression fails.
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Figure 7: Breakdown of performance results for all steps in the Date subset. The green line represents the regression line, the
blue points are instances used for fitting the linear regression, and the red points represent the test set. Only at the final step the
regression fails.
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Abstract

Fairness in multi-document summarization of
user-generated content remains a critical chal-
lenge in natural language processing (NLP).
Existing summarization methods often fail to
ensure equitable representation across differ-
ent social groups, leading to biased outputs. In
this paper, we introduce two novel methods for
fair extractive summarization: FairExtract,
a clustering-based approach, and FairGPT,
which leverages GPT-3.5-turbo with fairness
constraints. We evaluate these methods us-
ing Divsumm summarization dataset of White-
aligned, Hispanic, and African-American di-
alect tweets and compare them against relevant
baselines. The results obtained using a com-
prehensive set of summarization quality met-
rics such as SUPERT, BLANC, SummaQA,
BARTScore, and UniEval, as well as a fair-
ness metric F , demonstrate that FairExtract
and FairGPT achieve superior fairness while
maintaining competitive summarization quality.
Additionally, we introduce composite metrics
(e.g., SUPERT+F , BLANC+F ) that integrate
quality and fairness into a single evaluation
framework, offering a more nuanced under-
standing of the trade-offs between these ob-
jectives. Our code is available online.1

1 Introduction

Multi-document summarization, which condenses
multiple documents into a concise summary, is a
fundamental task in natural language processing
(NLP). Summarization methods are typically either
extractive, selecting the most important sentences,
or abstractive, where the content is rephrased.

Early research focused on summarizing formal
text sources such as news articles. However, with
the rise of social media, attention has shifted to
summarizing user-generated content, which is di-
verse in style and language (Dash et al., 2019; Jung
et al., 2019; Keswani and Celis, 2021; Olabisi et al.,

1https://github.com/PortNLP/FairEXTSummarizer

2022). Social media platforms bring together users
from varied backgrounds, introducing linguistic di-
versity through informal language, slang, and emo-
jis. This diversity raises the challenge of ensuring
fairness in summarization for a balanced represen-
tation of various social groups. In social media,
where public opinion is shaped, fair summaries are
essential to include different perspectives and avoid
underrepresentation of one or more social groups
as without proper representation, certain voices
might be excluded or misrepresented. Therefore,
ensuring that all groups—across race, gender, and
linguistic diversity—are fairly represented is criti-
cal for generating balanced summaries that reflect
the diversity of public opinion (Dash et al., 2018).
In particular, the dialectal variations among White-
aligned, Hispanic, and African-American groups
not only reflect different linguistic styles but also
embody distinct cultural expressions that influence
how users communicate.

Despite advancements, bias remains a concern in
automated summarization (Dash et al., 2019; Jung
et al., 2019; Keswani and Celis, 2021; Olabisi et al.,
2022) as most existing summarization methods fo-
cus on quality but fall short in optimizing fairness.
Improving fairness can sometimes lower quality
(Jung et al., 2019). This gap leads to the key ques-
tion: if a summarization method is optimized for
fairness, how does it affect the overall summary
quality?

In this paper, we address two research questions:

1. How does achieving perfectly fair summaries
affect overall quality?

2. How well do current methods perform when
considering both fairness and quality?

To illustrate the performance of fairness-aware
summarization models, we compare summaries
generated by ChatGPT-EXT (Zhang et al., 2023)
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ChatGPT-EXT (Zhang et al., 2023) FairGPT (Ours)
If you see on the news something about the Chicago Kitchen
Clown Bandits then it will be referring me my friend Eten
and I. Turns out not all White Castles are the same. Why do
you push me away Chicago?! I mean I’m from Chicago. I’ll
cheer for the Bears, but I’m a bigger 49ers fan. Is this new
wave of Chicago Rap gonna be like the Hyphy movement?
Don’t talk shot about Chicago, or those big shoulders will
plow right into your little Boston ass. Nothing makes me
happier than seeing the Bulls win #ChicagoBasketball #Bul-
lieve.

Don’t talk shot about Chicago, or those big shoulders will
plow right into your little Boston ass. Nothing makes me
happier than seeing the Bulls win #ChicagoBasketball #Bul-
lieve. Truuu we tryna find sum to do too.. I dnt wanna b
n Chicago if ain’t nobody here. Turns out not all White
Castles are the same. Why do you push me away Chicago?!
I mean I’m from Chicago. I’ll cheer for the Bears, but I’m a
bigger 49ers fan. Is this new wave of Chicago Rap gonna
be like the Hyphy movement?

Table 1: Comparison of summaries generated by ChatGPT-EXT and FairGPT. Tweets from different groups are
highlighted: Group 1 (e.g., White-aligned) and Group 2 (e.g., African-American) .

and our proposed FairGPT model on a sample in-
stance from Divsumm dataset (Olabisi et al., 2022).
As shown in Table 1, FairGPT ensures equal rep-
resentation of tweets from different groups, while
ChatGPT-EXT shows a slight imbalance.

We make the following contributions:

• We propose FairExtract, a fair clustering-
based extractive summarization method that
achieves perfect fairness while preserving
competitive summarization quality, as demon-
strated through evaluations against baseline
models using standard and composite quality-
fairness metrics.

• We develop FairGPT, a large language model-
based extractive summarization method that
enforces fairness through equal representa-
tion and accurate content extraction using
the longest common subsequence, producing
fair summaries without sacrificing competi-
tive summarization quality.

• We introduce composite metrics combining
normalized quality scores with fairness, pro-
viding a comprehensive analysis of the quality-
fairness trade-off in summarization models.

2 Related Work

The field of NLP has increasingly focused on ad-
dressing bias and fairness, with research focused
along two key dimensions: intrinsic bias, stemming
from text representations, and extrinsic bias, reflect-
ing performance disparities across demographic
groups (Han et al., 2023).

Early work on fairness in summarization
(Shandilya et al., 2018; Dash et al., 2019) revealed
that summaries often fail to represent source data
fairly, even when source texts from different groups
have similar quality. This led to the development

of fairness-aware algorithms across various stages
of summarization, including pre-processing, in-
processing, and post-processing techniques. For
example, Keswani and Celis (2021) proposed a
post-processing method to mitigate dialect-based
biases. Olabisi et al. (2022) introduced the Di-
vSumm dataset, focusing on dialect diversity in
summarization and evaluating algorithms on fair-
ness.

Recent work has explored bias related to the posi-
tion of input data. Olabisi and Agrawal (2024) stud-
ied position bias in multi-document summarization,
showing that the order of input texts affects fairness.
Similarly, Huang et al. (2023) analyzed clustering-
based summarization models, which may introduce
political or opinion bias, emphasizing the need for
fair representation.

Recent work highlights that large language mod-
els often reflect dominant Western cultural norms,
resulting in cultural bias (Tao et al., 2024). Liu et al.
(2024) provided a taxonomy for culturally aware
NLP that emphasizes the role of values, norms, and
linguistic diversity. Moreover, Hershcovich et al.
(2022) discussed cross-cultural challenges in NLP
and advocate for strategies that integrate cultural
insights into model development.

Fair clustering, another key technique, has also
seen significant research. Chierichetti et al. (2017)
introduced the concept of fairlets—small, balanced
clusters that ensure fair representation across pro-
tected groups. Building on this, Chen et al. (2019)
proposed proportional centroid clustering to elimi-
nate biases in cluster-based models.

Further advancements include scalable tech-
niques for fair clustering, such as the fair k-median
clustering method (Backurs et al., 2019), and ap-
proaches that generalize fairness constraints across
multiple protected groups (Bera et al., 2019). Es-
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maeili et al. (2020) extended this work to proba-
bilistic fair clustering, offering solutions for uncer-
tain group memberships.

In the domain of clustering methodologies,
Micha and Shah (2020) explored fairness in cen-
troid clustering, while Li et al. (2020) proposed
Deep Fair Clustering (DFC), which leverages deep
learning to filter sensitive attributes, improving
both fairness and performance. This underscores
the growing importance of combining fairness with
robust clustering methods in NLP tasks.

3 Task Formulation

In this work, we address the challenge of diversity-
preserving multi-document extractive summariza-
tion. Given a collection of documents D =
{d1, d2, . . . , dn} from two diverse social groups,
G1 and G2, the goal is to produce an extractive
summary S = {s1, s2, . . . , sk} ⊂ D of length
k << n, ensuring balanced representation from
both groups.

In this context, each document is a tweet from a
specific dialect group, which serves as an indicator
of its social group. Traditionally, various metrics
like ROUGE (Lin, 2004) and BERTScore (Zhang
et al., 2019) have been used to evaluate summary
quality. However, our primary focus is on balanc-
ing both quality and fairness, particularly in terms
of representing different social groups equitably.
To measure fairness, we use the Representation
Gap (RG) metric, as proposed by Olabisi et al.
(2022). This metric captures how well the sum-
mary reflects the proportions of the original groups.
A lower RG score indicates better balance and thus
a fairer summary.

For a summary S of length k, let N1(S) and
N2(S) represent the number of documents from
groups G1 and G2, respectively. The Representa-
tion Gap is defined as:

RG(S) = max{N1(S),N2(S)}−min{N1(S),N2(S)}
k .

(1)
For example, if k = 6, with 4 documents from

G1 and 2 from G2, the RG is 0.333. When both
groups are equally represented, the RG is 0, indi-
cating a perfectly fair summary.

At this point, we recognize two key challenges:
(1) While quality metrics improve with larger val-
ues, fairness improves with smaller Representation
Gap (RG) values. (2) Quality and fairness metrics
differ greatly in scale, making direct comparison
difficult.

To address these issues, we introduce a new fair-
ness metric, F , defined as:

F (S) = 1− RG(S) (2)

This transformation ensures that larger F val-
ues indicate better fairness, aligning it with the
behavior of quality metrics. Furthermore, we ap-
ply min-max normalization to rescale all metrics to
the range [0, 1], ensuring comparability across dif-
ferent scales. The normalization formula is given
by:

value−min

max−min
(3)

where min and max are the minimum and maxi-
mum observed values for the respective metric.

Finally, we introduce composite metrics, such
as SUPERT+F, BLANC+F, SummaQA+F,
BARTScore+F, and UniEval+F, which are the
averages of the normalized quality metrics (e.g.,
SUPERT (Gao et al., 2020), BLANC (Vasilyev
et al., 2020), SummaQA (Scialom et al., 2019),
BARTScore (Yuan et al., 2021), and UniEval
(Zhong et al., 2022)) and the fairness score F , pro-
viding a balanced assessment of both quality and
fairness.

4 Fair Extractive Summarizers

In this work, we introduce two novel methods
for fair extractive summarization: FairExtract and
FairGPT. FairExtract utilizes clustering techniques
with fairlet decomposition to ensure diversity in
summaries while maintaining high-quality repre-
sentation across different groups. FairGPT, on
the other hand, leverages large language models
(LLMs) such as GPT-3.5, incorporating fairness
constraints and the longest common subsequence
(LCS) method to match and fairly select content
from different groups. Both methods prioritize
fairness and ensure equitable representation in the
generated summaries.

4.1 FairExtract: A Clustering-based Fair
Extractive Summarization Method

The task of clustering is central to the FairEx-
tract process, which aims to generate diversity-
preserving summaries. The method combines doc-
ument embeddings, fairlet decomposition, and clus-
tering techniques to ensure both fairness and qual-
ity. Below, we describe the steps involved in detail:
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1. Embedding Documents: We begin by em-
bedding each document (tweet) into a high-
dimensional space (e.g., using a pretrained
model such as BERT (Devlin et al., 2019)),
capturing its semantic content in Euclidean
space. This embedding enables us to compute
meaningful distances between documents,
which is crucial for clustering.

2. Fairlet Decomposition: To ensure fairness
in the summarization process, we decompose
the dataset into fairlets. A fairlet is the small-
est set of documents that maintains propor-
tional balance between two groups, G1 and
G2 (Backurs et al., 2019). Assume the de-
sired ratio of documents from G1 to G2 is
g1 : g2, where g1 and g2 are coprime (i.e.,
gcd(g1, g2) = 1). Then, a fairlet is defined
as the smallest group of documents that ex-
actly preserves this ratio, containing exactly g1
documents from G1 and g2 documents from
G2. This ensures that the composition of the
fairlet reflects the required ratio between the
two groups, maintaining fairness at the small-
est possible scale. The decomposition aims
to minimize the sum of Euclidean distances
between documents within the same fairlet.

3. Finding the Fairlet Center: Once the dataset
is divided into fairlets, we compute the center
of each fairlet. The center is the document
within the fairlet that minimizes the sum of
distances to all other documents in the same
fairlet. This document acts as the represen-
tative of the fairlet, summarizing the content
while maintaining group balance.

4. k-Median Clustering on Fairlet Centers:
After identifying the centers of all fairlets, we
apply the k-median clustering algorithm to
these centers. In the k-median problem, we
are given a set of points P in a d-dimensional
space, and we aim to partition them into k
clusters Π = {P1, . . . , Pk} that minimize the
following cost:

min
C⊂P :|C|=k

∑

ci∈C|1≤i≤k

∑

p∈Pi

||p− ci||. (4)

The number of clusters k is selected such that
k × (g1 + g2) equals the desired number of
documents in the summary. This step ensures
that the clusters formed are representative of
both social groups.

5. Summary Construction: From each k-
median cluster, we select the center fairlet
and include all documents within that fair-
let in the final summary. By selecting one
fairlet from each cluster, we maintain both
quality and fairness, as the summary reflects
the balanced representation of both groups.
The resulting extractive summary ensures that
the most salient information is captured while
maintaining equitable representation of the
social groups.

For a formal representation of the process, see
Appendix A.1.

4.2 FairGPT: An LLM-based Fair Extractive
Summarization Method

FairGPT leverages an LLM generate fair extrac-
tive summaries by selecting an equal number of
sentences from different social groups. It applies
fairness checks and uses the longest common subse-
quence (LCS) to match generated summaries with
the original tweets. Below are the detailed steps:

1. Input Preparation: The dataset is split into
two groups (e.g., White-aligned and Hispanic
dialects), and a document with sentences for
each group is created as input for the summa-
rization process.

2. Summarization using an LLM: We use an
LLM (GPT-3.5-turbo) to generate a summary
of length L, selecting L/2 sentences from
each group to ensure balanced representation.
The specific prompt used for this task is avail-
able in the Prompt 1.

3. Matching using Longest Common Subse-
quence (LCS): As GPT sometimes extracts
partial sentences, we apply LCS to match the
generated summary with the closest original
tweets. The full tweets corresponding to the
longest common subsequences are added to
the final summary.

4. Output Check: After generating the sum-
mary, we verify two key aspects. First, at least
50% of the content in each GPT-generated
sentence must match the corresponding origi-
nal tweet using the LCS. Second, we ensure
that the summary is perfectly fair, with equal
representation from each group.
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FairGPT Prompt

system: "You are an extractive fair summarizer that follows the output pattern. A fair summarizer
should select the same number of sentences from each group of people."

user: "Please extract sentences as the summary. The summary should contain {L} sentences
which means select {L/2} number of sentences from each group of people to represent
the idea of all groups in a fair manner.
Document:{document}"

Prompt 1: Prompt used in FairGPT. The variable L refers to the total number of sentences to be extracted.

Algorithm 1 FairGPT Algorithm
Input:

• Document set D divided into groups G1 and G2

• Desired summary length L with L/2 sentences from each group

Output: Fair extractive summary S
Step 1: Input Preparation
Create documents for G1 and G2, clearly labeling each sentence based on its group.
Step 2: Summarization using LLM
Instruct LLM (GPT-3.5-turbo) using Prompt 1 to select L/2 sentences from each group, ensuring fair representation.
Step 3: Matching using Longest Common Subsequence (LCS)
Use LCS to match the GPT-generated sentences with the original dataset to identify the closest matching tweets and include
the full sentences in the summary.
Step 4: Ensuring 50% Similarity
Ensure that at least 50% of the content in each generated sentence matches the corresponding original tweet using LCS.
Step 5: Fairness Check
Verify that the summary contains an equal number of sentences from G1 and G2. If fairness or similarity conditions are not
met, go to Step 2.
Step 6: Final Output
Save the final summary S once both fairness and quality thresholds are satisfied.
Return: The final summary S.

This output check is crucial because large lan-
guage models, such as GPT-3.5-turbo, some-
times generate unexpected outputs that do not
align with the input instructions. To ensure
the generated summaries meet both fairness
and content similarity criteria, we repeat the
process if either condition is not satisfied. In
our tests of generating 75 summaries, the rep-
etition process never exceeded 10 iterations,
and the average number of repetitions across
all tests was 1.6, indicating the efficiency and
reliability of the output check mechanism.

5. Final Output: Once the summary satisfies
both fairness and similarity requirements, it is
saved as the final output.

For a formal representation of the process, see
Algorithm 1.

5 Experimental Setup

Next, we describe the dataset, baseline methods,
and evaluation metrics that are used to comprehen-
sively assess the quality and fairness of the gener-
ated summaries.

5.1 Dataset

The dataset used in this study is DivSumm (Olabisi
et al., 2022), consisting of tweets from three dialect
groups—White-aligned, Hispanic, and African-
American—across 25 topics, with 30 tweets per
group per topic, totaling 2,250 tweets.

Our model works with two groups at a time,
so we explore three pairings: White-Hispanic,
Hispanic-African American, and White-African
American. Each pairing maintains proportional
representation from both groups to ensure an equi-
table balance in the summarization process. Ta-
ble 2 presents a sample of the dataset used in
this study, containing tweets from different social
groups about Chicago.
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Group Tweet
White-aligned Turns out not all White Castles are the same. Why do you push me away Chicago?!

African American "I mean I’m from Chicago. I’ll cheer for the Bears, but I’m a bigger 49ers fan."

White-aligned Nothing makes me happier than seeing the Bulls win _____ #ChicagoBasketball #Bullieve

White-aligned If you see on the news something about the Chicago Kitchen Clown Bandits, then it will be
referring to me, my friend Eten, and I.

African American Truuu we tryna find sum to do too.. I dnt wanna b n Chicago if ain’t nobody here.

White-aligned Oh yeah.. I’m good. Hangin’ up here in Chicago today. :)

Hispanic You girls have a safe flight.! See you in Chicago (:

... ... (Dataset continues with more examples)

Table 2: Sample of tweets from different social groups in the dataset. The full dataset contains many more examples.

For our experiments, we formed 60 tweets per
group pair (30 from each group) and generated
a 6-tweet summary per pair, covering all 25 top-
ics. This yielded 75 distinct summaries per model,
allowing us to evaluate both fairness and quality
comprehensively.

5.2 Baseline Methods

Here, we provide a detailed description of the base-
line methods used in our comparative analysis:
Naive: In the Naive baseline method, L tweets are
randomly chosen from the input without any spe-
cific criteria. This approach represents a straight-
forward, non-strategic selection process and serves
as a basic reference point for evaluating other meth-
ods.
NaiveFair: The NaiveFair baseline method in-
volves randomly selecting L/2 tweets from each
social group. This method ensures equal represen-
tation from each group, providing a basic notion of
fairness without any sophisticated processing.

For the Naive and NaiveFair methods, which
involve randomness in selecting summaries, we
conducted the experiment five times for each sum-
mary, resulting in 375 different summaries for each
of these methods.
TextRank: TextRank is an unsupervised graph-
based ranking method used for extractive summa-
rization (Mihalcea and Tarau, 2004). This stan-
dard vanilla baseline approach uses a single ag-
gregated set of randomized documents from all
groups as input for summarization, without any
pre-processing.
BERT-Ext: BERT-Ext is an extractive summariza-
tion model that utilizes pre-trained embeddings
from BERT and k-means clustering to select sen-
tences closest to the centroid as summaries (Miller,
2019). Similar to the TextRank baseline, we imple-

mented BERT-Ext vanilla method.
Cluster-Heuristic (Cluster-H): This method first
partitions the input documents into group-based
subsets before generating separate group sum-
maries of length . These group-level summaries
are shuffled, combined and then used to generate a
final, unified summary (Dash et al., 2019; Olabisi
et al., 2022). As summarization models, we use
TextRank and BERT-Ext.
Cluster-Automatic (Cluster-A): In this attribute-
agnostic approach, documents are clustered auto-
matically into m subsets, and corresponding sum-
maries of length are generated. The summaries are
concatenated and used to generate a final summary
(Olabisi et al., 2022). As summarization models,
we experiment with TextRank and BERT-Ext.
ChatGPT-EXT: This approach uses GPT-3.5 for
extractive summarization by employing in-context
learning and chain-of-thought reasoning to iden-
tify key sentences. It focuses on extracting salient
content from documents to generate coherent sum-
maries while maintaining the structure of the origi-
nal text (Zhang et al., 2023).

5.3 Evaluation Metrics

Below, we list the several reference-free metrics
which do not rely on human-written reference text
used for evaluation in this study.

• SUPERT: SUPERT (Gao et al., 2020) evalu-
ates the quality of a summary by measuring its
semantic similarity with a pseudo reference
summary. It employs contextualized embed-
dings and soft token alignment techniques,
providing an in-depth analysis of the semantic
fidelity of generated summaries.

• BLANC: BLANC (Vasilyev et al., 2020) is
a reference-less metric that measures the im-
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provement in a pretrained language model’s
performance during language understanding
tasks when given access to a summary.

• SummaQA: SummaQA (Scialom et al.,
2019) employs a question-answering model
based on BERT to answer cloze-style ques-
tions using the system-generated summaries,
providing insights into the summarization’s
factual accuracy and coherence.

• BARTScore: BARTScore (Yuan et al., 2021)
is a parameter- and data-efficient metric that
supports the evaluation of generated text from
multiple perspectives, including informative-
ness and coherence.

• UniEval: UniEval (Zhong et al., 2022) is a
unified multi-dimensional evaluator that re-
frames natural language generation evaluation
as a Boolean Question Answering (QA) task,
guiding the model with different questions
to evaluate from multiple dimensions. It is
reference-free in three dimensions (coherence,
consistency, fluency), but not relevance. For
our evaluation, we focused on the reference-
free dimensions of UniEval and reported the
overall average performance.

• Fairness (F): To align fairness with the qual-
ity metrics, we define F = 1 − RG, where
larger values represent better fairness. The
Representation Gap (RG) metric (Olabisi
et al., 2022) assesses the fairness of sum-
maries by measuring the balance in the rep-
resentation of different groups. We define
perfect fairness as F = 1, meaning the sum-
mary includes an equal number of documents
from each social group. This metric only cap-
tures numerical balance and does not address
other dimensions such as content diversity or
semantic nuances, which we leave for future
work.

• Composite Metrics (Metric+F): For each
quality metric (e.g., SUPERT, BLANC, Sum-
maQA, BARTScore, and UniEval), we in-
troduce a composite metric that combines
the normalized quality score with the fair-
ness score F . These composite metrics, such
as SUPERT+F, BLANC+F, SummaQA+F,
BARTScore+F, and UniEval+F, are com-
puted by taking the average of the normalized
quality metric and the fairness score F . A

higher value of these composite metrics re-
flects a better balance between the summary’s
quality (as measured by the respective metric)
and fairness.

6 Results and Discussion

In this section, we present the results of our evalu-
ation, comparing the performance of various sum-
marization models on both quality and fairness
metrics.

6.1 Results of Quality and Fairness

The models were assessed using SUPERT,
BLANC, SummaQA, BARTScore, UniEval, and
the fairness metric F . Table 3 presents the results.

Naive and NaiveFair Baselines: The Naive
baseline, which randomly selects sentences with-
out any fairness consideration, performs relatively
poorly across most quality metrics, particularly on
SummaQA and BARTScore, where it scores sig-
nificantly lower. However, it achieves a reasonable
fairness score (F = 0.732), despite its lack of so-
phisticated fairness mechanisms. The NaiveFair
model, which ensures equal representation from
both groups, shows a slight improvement in fair-
ness, achieving the maximum F value of 1. How-
ever, this fairness comes at a slight cost to quality,
as it falls behind on some metrics like UniEval.

TextRank Models: The TextRank Vanilla
method shows a balanced performance in terms of
quality, with the highest SummaQA score (0.081),
but suffers in BLANC and BARTScore. Variations
of TextRank, such as Cluster-A and Cluster-H,
show slight improvements in specific metrics like
SUPERT and BLANC, but they still struggle in
ensuring fairness, with scores in the range of F =
0.693 to F = 0.727.

BERT-Ext Models: The BERT-EXT models gen-
erally outperform the TextRank methods in qual-
ity metrics. BERT-EXT Vanilla achieves higher
SUPERT and BARTScore scores compared to
TextRank, with BERT-EXT Cluster-A further im-
proving on these metrics, particularly in SUPERT
(0.553) and BLANC (0.138). However, the fair-
ness scores for these models remain moderate, with
F values ranging from 0.680 to 0.728, indicating
room for improvement in terms of group represen-
tation balance.

ChatGPT-Ext: The ChatGPT-Ext method
stands out as the top performer in terms of qual-
ity, achieving the highest scores in SUPERT
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Model SUPERT BLANC SummaQA BARTScore UniEval F
Naive 0.525 0.135 0.063 -1.788 0.391 0.732
NaiveFair 0.526 0.137 0.065 -1.776 0.386 1.000
TextRank Vanilla 0.527 0.108 0.081 -1.852 0.401 0.727
TextRank Cluster-A 0.530 0.107 0.075 -1.827 0.383 0.693
TextRank Cluster-H 0.530 0.107 0.077 -1.922 0.387 0.709
BERT-EXT Vanilla 0.544 0.137 0.070 -1.427 0.396 0.680
BERT-EXT Cluster-A 0.553 0.138 0.071 -1.535 0.399 0.728
BERT-EXT Cluster-H 0.554 0.133 0.070 -1.486 0.365 0.689
ChatGPT-EXT 0.668 0.140 0.065 -0.642 0.434 0.698
FairExtract (Ours) 0.530 0.140 0.066 -1.801 0.411 1.000
FairGPT (Ours) 0.644 0.139 0.075 -0.821 0.418 1.000

Table 3: Evaluation results for various summarization methods. The best values for each metric are shown in bold.

(0.668), BLANC (0.140), BARTScore (−0.642),
and UniEval (0.434). This demonstrates its ef-
fectiveness in producing semantically rich and co-
herent summaries. However, its fairness score of
F = 0.698 indicates that while it excels in qual-
ity, there is still room for improvement in terms of
group representation.

FairExtract and FairGPT (Ours): Our pro-
posed models, FairExtract and FairGPT, were
designed with fairness as a core objective. Both
models achieve perfect fairness, with F = 1, while
still maintaining competitive quality. FairExtract
performs comparably to TextRank in terms of
quality metrics, excelling in BLANC (0.140) and
achieving respectable scores in SUPERT and
UniEval. FairGPT, leveraging the power of GPT-
3.5, shows a strong balance between quality and
fairness, with particularly high SUPERT (0.644)
and BARTScore (−0.821) scores. These results
suggest that our models successfully balance the
trade-off between quality and fairness, making
them robust options for fairness-aware summariza-
tion tasks.

Overall, ChatGPT-Ext achieves the highest qual-
ity metrics, while FairExtract and FairGPT lead
in fairness without compromising quality; notably,
FairGPT emerges as the best model, striking an
optimal balance between quality and diversity, un-
derscoring the success of our proposed methods in
achieving fair and high-quality summarizations.

6.2 Results Aggregating Quality and Fairness
The composite evaluation metrics are presented
in Table 4. These metrics aggregate both qual-
ity and fairness, both receiving equal weight
(50%) in the overall score. Our results show that
FairExtract, the proposed clustering-based sum-
marization method, consistently outperforms other

clustering-based models across most composite
metrics, including SUPERT+F, BLANC+F, Sum-
maQA+F, and UniEval+F. Although NaiveFair
scores slightly higher on BARTScore+F, the differ-
ence is minimal, at just 0.003 (or 0.35% in percent-
age terms), indicating that FairExtract achieves
near-optimal performance in balancing quality and
fairness.

Similarly, among the large language model
(LLM)-based methods, FairGPT stands out as
the best performer, achieving the highest com-
posite scores across almost all metrics, in-
cluding SUPERT+F, BLANC+F, SummaQA+F,
BARTScore+F, and UniEval+F. This demonstrates
that FairGPT effectively balances quality and fair-
ness, setting a new benchmark in fair summariza-
tion using LLMs.

To assess the impact of varying the weight on
fairness, we explored a composite metric formula:
(1− α)× Quality + α× F , where α controls the
fairness weight. When α = 0.5, fairness and qual-
ity are equally weighted, as in the results presented
in Table 4. We further experimented with reducing
the fairness weight to find the minimum value of
α at which FairExtract still outperforms other
clustering-based methods.

Table 5 in Appendix A.2 shows the results for
α = 0.16 (i.e., a 16% fairness incentive). Even
with this reduced fairness weight, FairExtract
continues to outperform all clustering-based meth-
ods across most metrics. Similarly, FairGPT re-
mains the best-performing LLM-based method,
maintaining dominance even with the lower fair-
ness incentive.

In summary, our experimental results clearly
demonstrate that FairExtract and FairGPT, the
two fair summarization models proposed in this
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Clustering-based Methods
Model SUPERT+F BLANC+F SumQA+F BARTSc+F UniEval+F
Naive 0.585 0.609 0.468 0.713 0.601
NaiveFair 0.720 0.749 0.606 0.848 0.732
TextRank Vanilla 0.585 0.531 0.494 0.703 0.605
TextRank Cluster-A 0.571 0.513 0.467 0.689 0.577
TextRank Cluster-H 0.579 0.521 0.478 0.687 0.588
BERT-EXT Vanilla 0.582 0.590 0.453 0.725 0.578
BERT-EXT Cluster-A 0.616 0.615 0.479 0.737 0.604
BERT-EXT Cluster-H 0.598 0.583 0.457 0.723 0.564
FairExtract (Ours) 0.724 0.758 0.607 0.845 0.747

LLM-based Methods
ChatGPT-EXT 0.737 0.607 0.454 0.817 0.611
FairGPT (Ours) 0.837 0.760 0.615 0.945 0.751

Table 4: Evaluation results using composite metrics for clustering-based and LLM-based summarization methods
with equal weighting of quality and fairness (α = 0.5). The best values for each metric are highlighted in bold.

paper, achieve a robust balance between quality
and fairness across multiple metrics. FairExtract
consistently surpasses other clustering-based mod-
els when fairness is weighted equally with quality,
while FairGPT sets new benchmarks among LLM-
based methods, showing superior performance in
both quality and fairness. Even when the fairness
incentive is reduced to 16%, FairExtract contin-
ues to perform better than most competing models,
underscoring the strength of our approach in ensur-
ing diverse representation without compromising
summary quality. These findings highlight the im-
portance of incorporating fairness into summariza-
tion tasks and demonstrate the effectiveness of our
proposed methods in achieving this balance.

7 Conclusion

In this paper, we introduced two novel methods,
FairExtract and FairGPT, to address the critical
challenge of fairness in multi-document extractive
summarization. Both methods were designed to
ensure equitable representation of social groups
while maintaining competitive summarization qual-
ity. Our extensive experiments demonstrated that
both FairExtract and FairGPT achieve perfect
fairness without significantly compromising on
standard quality metrics.

We also introduced new composite metrics (e.g.,
SUPERT+F, BLANC+F) that combine quality and
fairness scores, offering a more nuanced evalua-
tion of the trade-offs between these two dimen-
sions. The results showed that our methods strike a
strong balance between quality and fairness, with
FairExtract performing exceptionally well in
clustering-based approaches and FairGPT setting

new benchmarks among LLM-based methods.
These findings highlight the importance and fea-

sibility of integrating fairness into summarization
tasks, where diverse representation is crucial. Fu-
ture work can build on these models by extending
them to abstractive summarization, exploring ad-
ditional fairness constraints, and applying them to
larger, more diverse datasets. Our work serves as a
significant step toward building fair and inclusive
summarization systems for real-world applications.

8 Limitations

While FairExtract and FairGPT show advances
in ensuring fairness in multi-document summariza-
tion, several limitations remain.

First, our methods focus on extractive summa-
rization, which, while preserving input fidelity, may
not capture the semantic richness of abstractive
methods (Lebanoff et al., 2019). Extending our
approach to abstractive models presents additional
challenges, particularly in balancing fairness with
coherence and fluency.

Second, the dataset consists of social media con-
tent, which may limit generalization to other do-
mains like news or scientific articles. The informal
nature of social media language introduces vari-
ability that might not translate to more formal text
types.

Third, our work focuses on monolingual in-
puts, specifically in English. Future research
could extend these methods to multilingual inputs,
where additional factors such as language diver-
sity and cross-lingual transfer (Bagheri Nezhad
and Agrawal, 2024; Bagheri Nezhad et al., 2025),
would need to be addressed to ensure fairness
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across languages.
Additionally, while we employ standard quality

and fairness metrics, they do not fully capture sub-
jective factors such as readability or user trust. Hu-
man evaluation could provide deeper insights into
the practical implications of fairness and quality.
Also, our evaluation primarily relies on quantita-
tive metrics, we acknowledge that a deeper qualita-
tive error analysis—examining specific examples
and error cases—would further illuminate the lim-
itations of fairness-aware summarization, and we
consider this an important direction for future in-
vestigation.

Finally, the computational complexity of fair
clustering and large language models may limit
scalability in real-time or resource-constrained en-
vironments
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A Appendix / supplemental material

A.1 Fair Extract Formal Algorithmic
Processes

In this section, we provide a detailed breakdown of
the formal procedures used in our proposed method,
FairExtract. These algorithm ensure fairness and
quality in extractive summarization, addressing the
core objectives of balanced representation and high-
quality content extraction from diverse groups.

The FairExtract algorithm utilizes clustering
techniques combined with fairlet decomposition to
ensure that summaries reflect an equitable repre-
sentation of the input groups. This process involves
embedding documents using BERT, dividing the
dataset into fairlets, and applying k-median cluster-
ing to construct a diversity-preserving summary.

The formal descriptions of the algorithm are pre-
sented in Algorithm 2.

A.2 Impact of Varying Fairness Weight on
Composite Metrics

In this section, we present the results of an experi-
ment where we varied the weight assigned to fair-
ness in the composite metric formula. Specifically,
we explored the performance of FairExtract and
FairGPT under different fairness weights to assess
their robustness in balancing quality and fairness.
Table 5 summarizes the results for the setting where
the fairness weight α is reduced to 0.16, represent-
ing a 16% incentive toward fairness and an 84%
incentive toward quality.
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Algorithm 2 FairExtract Algorithm
Input:

• Document set D of size N

• Groups G1 and G2

• Proportions g1 (for G1) and g2 (for G2) where gcd(g1, g2) = 1

• Desired summary length L, where L ≪ N

Output:

• Diversity-preserving extractive summary S

Step 1: Embedding Documents
Embed each document di ∈ D into a vector in R768 using BERT.
Step 2: Fairlet Decomposition
Decompose D into fairlets, each containing g1 documents from G1 and g2 from G2, minimizing the sum of Euclidean
distances.
Step 3: Finding Fairlet Centers
For each fairlet, select the document that minimizes the sum of distances to other documents.
Step 4: k-Median Clustering on Fairlet Centers
Calculate k = L

g1+g2
and perform k-median clustering on the fairlet centers.

Step 5: Summary Construction
From each cluster, select the fairlet corresponding to the cluster center and add all documents from that fairlet to the final
summary S.
Return: The final summary S

Clustering-based Methods
Model SUPERT+F BLANC+F SumQA+F BARTSc+F UniEval+F
Naive 0.485 0.525 0.288 0.699 0.343
NaiveFair 0.530 0.578 0.337 0.744 0.373
TextRank Vanilla 0.488 0.397 0.335 0.687 0.323
TextRank Cluster-A 0.488 0.390 0.313 0.686 0.283
TextRank Cluster-H 0.491 0.394 0.321 0.672 0.285
BERT-EXT Vanilla 0.515 0.529 0.298 0.756 0.338
BERT-EXT Cluster-A 0.539 0.538 0.309 0.744 0.355
BERT-EXT Cluster-H 0.536 0.511 0.299 0.746 0.315
FairExtract (Ours) 0.537 0.593 0.339 0.740 0.396

LLM-based Methods
ChatGPT-EXT 0.764 0.545 0.288 0.899 0.396
FairGPT (Ours) 0.726 0.597 0.354 0.907 0.446

Table 5: Evaluation results using composite metrics for clustering-based and LLM-based summarization methods
with reduced fairness weighting (α = 0.16). The best values for each metric are highlighted in bold.
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Abstract

Inspiration is linked to various positive out-
comes, such as increased creativity, produc-
tivity, and happiness. Although inspiration has
great potential, there has been limited effort
toward identifying content that is inspiring, as
opposed to just engaging or positive. Addition-
ally, most research has concentrated on Western
data, with little attention paid to other cultures.
This work is the first to study cross-cultural
inspiration through machine learning methods.
We aim to identify and analyze real and AI-
generated cross-cultural inspiring posts. To
this end, we compile and make publicly avail-
able the INSPAIRED dataset, which consists
of 2,000 real inspiring posts, 2,000 real non-
inspiring posts, and 2,000 generated inspiring
posts evenly distributed across India and the
UK. The real posts are sourced from Reddit,
while the generated posts are created using the
GPT-4 model. Using this dataset, we conduct
extensive computational linguistic analyses to
(1) compare inspiring content across cultures,
(2) compare AI-generated inspiring posts to
real inspiring posts, and (3) determine if de-
tection models can accurately distinguish be-
tween inspiring content across cultures and data
sources.

1 Introduction

Inspiration has been a part of our world for mil-
lennia, starting with ancient Greece, where Muses
were responsible for delivering divine knowledge
by whispering in a poet’s ear (Leavitt and Leav-
itt, 1997), all the way to today’s creativity domain,
where it is still common for artists and scientists
to attribute their best ideas to a higher power, inde-
pendent of their own control.

According to Thrash and Elliot (2003, 2004), in-
spiration is a general construct that consists of three
core characteristics: evocation, transcendence, and

*Oana Ignat and Gayathri Ganesh Lakshmy contributed
equally to the manuscript

“The UK's rich history 
inspires me - how we've 
overcome wars, political 

upheavals, and recessions 
[…]”

“I'm massively inspired by 
the scientific strides India 
has been making! ISRO's 

Mars Orbiter Mission […]”

“I love what Sal Khan has 
done in bringing 

education to the masses 
[…]”

“I remember watching 
the 2012 olympics and 

being struck at how full 
of life Nicola Adams was 

[…]”

Figure 1: We compare AI-generated and human-written
inspiring Reddit content across India and the UK. Al-
though it is challenging for a person to distinguish be-
tween them, we find significant linguistic cross-cultural
differences between generated and real inspiring posts.

approach motivation. Evocation refers to the pro-
cess of being triggered by a stimulus, either from
within (such as a creative idea that comes from the
subconscious) or from outside (such as a person,
object, music, or nature). Transcendence allows
one to perceive something beyond their usual con-
cerns (Milyavskaya et al., 2012). Finally, an in-
spired person is motivated to express, transmit, or
act on their inspiration (Elliot and Thrash, 2002).

Inspiration is an area of study with promising
cross-disciplinary applications in creative fields
(e.g., advertisement, storytelling), education, ther-
apy, mentorship, coaching, or social media. For
instance, social network recommendation systems
can mitigate potential harms by showing more
positive and inspiring content to users (Ignat
et al., 2021). Access to inspiring content can
have a positive impact on people’s lives by of-
fering them a fresh perspective and motivating
them to take action, particularly during periods
of uncertainty and concern (Oleynick et al., 2014).
Moreover, inspiration facilitates progress towards
goals (Milyavskaya et al., 2012) and increases over-
all well-being (Thrash et al., 2010).

Despite the compelling motivation, little re-

35



search has been done on the automatic identifi-
cation of content that is inspiring, as opposed to
simply positive (Ignat et al., 2021), and no stud-
ies have been conducted on how inspiration varies
across different cultures, and whether it can be
automatically generated. At the same time, the im-
pressive generative ability of LLMs can create new
opportunities for automatically generating inspir-
ing content.

In this work, we aim to address these research
gaps by focusing on three main research questions.
First, RQ1: How do inspiring posts compare across
cultures? Second, RQ2: How do AI-generated in-
spiring posts compare to real inspiring posts across
cultures? Finally, RQ3: Can detection models ef-
fectively differentiate inspiring posts across diverse
cultures and data sources?

We summarize our contributions as follows.
First, we share a novel dataset comprised of cross-
cultural real and generated inspiring and non-
inspiring posts, for a total of 2,000 real inspiring
posts, 2,000 non-inspiring posts, and 2,000 LLM-
generated posts, balanced across India and the UK.
Second, we make use of the dataset to conduct ex-
tensive computational linguistic analyses to com-
pare inspiring content across cultures and data
sources, i.e., India vs. the UK and AI-generated vs.
human-written. Finally, we explore the effective-
ness of machine learning models for detecting
inspiration across diverse data sources and cul-
tures.

2 Related Work

Automatic Inspiration Detection. There have
been a limited number of research studies con-
ducted on inspiration, with the majority of them
being carried out by the psychology and sociol-
ogy communities. These studies, such as the ones
by Thrash and Elliot (2003, 2004) and Elliot and
Thrash (2002), have established the fundamental
characteristics of inspiration. Additionally, they
have developed a scale to measure the frequency
with which people experience inspiration in their
daily lives. These studies found that individuals
who are inspired tend to be more open to new expe-
riences and show greater absorption in their tasks.
They are also more intrinsically motivated, have
a strong drive to master their work, and are less
competitive.

The work most similar to ours is from Ignat
et al. (2021), who are the first to study inspira-

tion through machine learning methods. To facili-
tate research in this domain, they release a weakly
labeled dataset consisting of inspiring and non-
inspiring posts collected from Reddit and anno-
tate these posts with their effect on the reader and
the emotions they transmit. They also provide a
RoBERTa (Liu et al., 2019) classifier fine-tuned
on human labels to provide a strong baseline for
determining whether a post is inspiring. Finally,
they perform extensive data analyses to gain in-
sights into which topics inspire readers and how
they influence them. Our work builds on Ignat et al.
(2021) by extending it to other cultures, India and
the UK, and by collecting AI-generated inspiring
posts in order to compare them to human-written
posts.

Human vs. LLM-generated cross-cultural text.
With the rapid development of LLMs, these mod-
els demonstrate remarkable proficiency in generat-
ing human-like text across multiple languages and
styles (Wu et al., 2023; Tang et al., 2023).

In particular, LLMs excel at creative writing,
such as story generation (Yuan et al., 2022), adver-
tising slogan creation (Murakami et al., 2023), and
news composition (Yanagi et al., 2020). Tools like
Yuan et al. (2022) can help users in their creative
pursuits. By generating inspiring content, our work
provides a more indirect approach, with the same
final goal of helping the user express, transmit, and
act on their insight.

More similar to our work, LLMs have also
started to be applied to motivate people (Cox et al.,
2023). For example, Karinshak et al. (2023) used
GPT-3 to generate messages to persuade people
to receive the Covid-19 vaccine. To the best of
our knowledge, we are the first to generate inspir-
ing content using LLMs. Our work is also part of
the emerging work on modeling cultural factors in
LLMs (Huang and Yang, 2023; Fung et al., 2022;
Ramezani and Xu, 2023). Inspiration varies across
cultures. Therefore, we test the cultural knowledge
of LLMs about inspiration in India and the UK, and
compare it to inspiring Reddit posts from users in
these countries.

Computational Linguistics for Social Media
Analysis. The advent of computational linguis-
tics techniques has enabled researchers to analyze
vast amounts of social media data for various pur-
poses, including sentiment analysis, topic model-
ing, and linguistic variation across cultures (Pen-
nebaker et al., 2007; Pang et al., 2008; Imran et al.,
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2020). These works have facilitated the extraction
of meaningful insights from diverse linguistic con-
texts, paving the way for studies on cross-cultural
communication in online environments.

Social media is a key source of inspiring content
for younger audiences (Raney et al., 2018). Fea-
tures such as hope and appreciation of beauty and
excellence trigger self-transcendent emotions in
videos tagged with “inspiration” on YouTube (Dale
et al., 2017), as well as in #inspiring and #mean-
ingful Tumblr memes and Facebook posts (Rieger
and Klimmt, 2019; Dale et al., 2020). Similarly,
we collect Reddit posts from subreddits related to
inspiration across UK and Indian cultures and ana-
lyze them using computational linguistic tools such
as Pennebaker et al. (2007).

3 The INSPAIRED Dataset

To answer our research questions, we compile a
novel dataset, which we refer to as INSPAIRED -
AI-generated Inspiring Reddit Content. Our dataset
contains inspiring and non-inspiring posts from
India and the UK, from two different sources: (1)
crawled from Reddit and (2) generated by an LLM.

3.1 � Real Inspiring Content

We collect 2,000 weakly labeled inspiring posts and
2,000 weakly labeled non-inspiring posts, balanced
across India and the UK. We describe our data
collection and annotation process below.

Data Collection. We scrape around 5,300 posts
from Reddit, a popular online platform, specifically
focusing on culturally inspiring content. Follow-
ing the data collection process from Ignat et al.
(2021), we conduct searches within culture-related
or discussion-related flairs of the subreddits using
keywords, such as “inspiration” and “motivation”,
to identify the relevant data in the form of both
posts and comments.

More specifically, for Indian data, we primarily
target the regions of Kerala, Karnataka, Maharash-
tra, and Tamil Nadu. Besides the general “r/india”,
we also explore subreddits at the state level, such
as “r/Kerala”, “r/Karnataka”, “r/Maharashtra”, and
“r/TamilNadu”, which serve as hubs for focused dis-
cussions on regional culture, traditions, and social
issues. Finally, we also examine subreddits from
specific cities, including capital cities like Chennai
and Bangalore, to capture more local perspectives
and experiences. For the UK data, we follow a sim-
ilar strategy to collect Reddit posts, targeting both

Please read: Inspiration Definition
Something that fills people with an animating or exalting influence, or produces 
rousing feelings, novel thoughts, or a motivation to act. 
! Note that we are not asking if the poster is inspired !
Example of inspiring post: “Never regret your decisions, every mistake makes u 
smarter and stronger”
Example of non-inspiring post: “Three months going on one year. He is such a 
light in the midst of all the chaos. We are so thankful for our little boo.”

Figure 2: We use the Potato (Pei et al., 2022) annotation
platform and provide workers with guidelines to anno-
tate whether a given text is inspiring.

state level subreddits, such as “r/UnitedKingdom”,
as well as regional subreddits representing areas
and capital cities, such as “r/London”.

We group the collected posts into two main cat-
egories: inspiring posts from India and inspiring
posts from the UK. Initially, we attempted to cre-
ate a more fine-grained split at the region or city
level, but we faced difficulties in finding annotators
from those specific regions. However, we encour-
age future research to explore this direction and
investigate how inspiration varies within a coun-
try or within a region, along with exploring other
demographic information such as language, age,
gender, or income.

Data Filtering. The collected posts are further fil-
tered with an inspiration classifier model. We use
the XLM-RoBERTa base (Conneau et al., 2019)
from HuggingFace.1 The model is a multi-
lingual version of RoBERTa (Liu et al., 2019),
and is pre-trained on 2.5TB of filtered Common-
Crawl (Wenzek et al., 2020)2. We fine-tune the
model for five epochs using the dataset described
below, with a learning rate of 2e−5 and a batch size
of 8. More implementation details can be found in
the Appendix A.1.

For fine-tuning, we use the data from Ignat et al.
(2021). The data contains around 12,000 annotated
“general”, i.e., no target culture, balanced Reddit
inspiring and non-inspiring posts. More details
about the fine-tuning data can be found in Ignat
et al. (2021). Next, we evaluate the quality of the

1https://huggingface.co/FacebookAI/
xlm-roberta-base

2We choose a multilingual model, as the Indian data con-
tains code-mix data.
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# NON-INSPIRING ✗ # INSPIRING

Annotated Weakly-
Labeled Annotated Weakly-

Labeled

100 900 100 900
100 900 100 900

Table 1: Final number of inspiring () and non-inspiring
(✗) posts across India and the UK.

fine-tuned model predictions by annotating a subset
of the posts and comparing them with the model
predictions.

Data Annotation. The posts are annotated by
crowd-sourced workers from India and the UK. For
each country, we select a sample of 200/ 1,000
posts equally sampled from inspiring and non-
inspiring predicted posts, to be labeled by three
annotators from that country.

We use Potato (Pei et al., 2022) to create the user
interface and store the data. Following the guide-
lines from Ignat et al. (2021), the user interface
contains a definition of inspiration and examples
of inspiring and non-inspiring posts, as seen in
Figure 2. To find and hire UK annotators, we con-
nect Potato to Prolific.3 We select annotators who
have the following qualifications: an approval rate
>98%, living in the UK, and a right to vote (as a
proxy for age). The annotators independently label
200 posts each, categorizing the posts based on
their subjective judgment of whether they found
the content inspiring or not. We conduct a simi-
lar annotation process with three reliable Indian
annotators to label the data from India. To ensure
consistency amongst the annotators, they are pro-
vided with the same interface as used for the UK
annotators and shown in Figure 2.

Finally, we compute the agreement score be-
tween the annotators using the Fleiss Kappa mea-
sure (Fleiss and Cohen, 1973). We obtain a score
of 0.24 for UK data and 0.29 for Indian data, indi-
cating a fair agreement, expected for a subjective
task as inspiration detection.

Given that each post is annotated by three an-
notators, following Ignat et al. (2021), we mark a
post as inspiring if at least one annotator labeled it
as inspiring.

We find that the predictions made by the fine-
tuned model are quite similar to human annotations.
For Indian data, the accuracy rate is 72.9%, and the
F1 score is 75.5%. Similarly, for UK data, the

3www.prolific.com

accuracy rate is 73.5%, and the F1 score is 80.1%.
Therefore, we decide to not annotate more data and
instead use the model predictions. Additionally, we
further fine-tune the model on the annotated data
and use it to collect more weakly labeled data. This
approach aims to leverage the insights gained from
the initial fine-tuning process and apply them to the
user-annotated subset, thereby refining the model
to better capture the nuances present in this specific
dataset. We use the fine-tuned model predictions
and the annotated subset as our final labeled data.

Quality Assurance. We remove posts that
are classified as toxic or hate speech using
two fine-tuned XLM-RoBERTa classifiers from
HuggingFace.45 We also remove profanity from
posts using a profanity classifier.6 We acknowledge
that automatic detection of profanity, toxicity, and
hate speech are active research areas that have yet
to be solved (Dale et al., 2021; Vidgen et al., 2021).
Finally, for each country, we manually inspect 100
random posts to ensure syntactic and semantic cor-
rectness and find the remaining toxic or hate speech
posts. We find that around 99% of the posts are of
good quality.

Data Statistics. The final data statistics are
shown in Table 1.

3.2 § LLM-Generated Inspiring Content

We generate 2,000 inspiring posts with GPT-4,7

balanced across India and the UK. Our study can be
conducted with any LLM. However, we chose GPT-
4 because it is one of the largest LLMs available
and has been shown to effectively emulate human
texts. (Achiam et al., 2023)

3.2.1 Prompt Design and Robustness
GPT-4 takes as input a list of message objects, and
returns an inspiring Reddit post. We use messages,
which are more interactive and dynamic compared
to the classical prompt style. Specifically, we use
messages with three different roles: system, user
or assistant.8

4https://huggingface.co/textdetox/
xlmr-large-toxicity-classifier

5https://huggingface.co/facebook/
roberta-hate-speech-dynabench-r4-target

6https://github.com/snguyenthanh/
better_profanity

7https://platform.openai.com/
docs/guides/text-generation/
chat-completions-api

8https://help.openai.com/en/articles/
7042661-chatgpt-api-transition-guide
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The prompt is first formatted with a system role,
which sets the behavior of the model. This is fol-
lowed by a conversation between the user and as-
sistant, in a few-shot prompting fashion. Prior
work found that LLMs function better with few-
shot prompts (i.e., instructions alongside example
output) rather than using zero-shot prompts (with
no examples). (Brown et al., 2020)
System Prompt. We find that we can obtain high-
quality responses with additional context in our
prompts. Therefore, we instruct the model to be
a Reddit user from either the UK or India. To en-
sure that the generated data is diverse and reliable,
we collect five versions of system prompts with
different phrasing, with one example shown below.

Imagine you’re a person from {location}
and use Reddit regularly.

User-Assistant Prompts. We design two rounds
of conversations between a user and an assistant,
where the user asks for a Reddit post or comment,
and the assistant responds to the request. We use
few-shot prompting by providing the assistant in
the first round of conversation with an inspiring
post, which is randomly extracted from the real
posts annotated as inspiring by the majority of an-
notators. Finally, the answer to the second user is
automatically generated by the assistant and used
to collect the GPT-4 generated inspiring post. A
user message is shown below.

Write a Reddit post or comment of maxi-
mum 100 tokens about what inspires you.

Quality Assurance. To ensure the quality of our
generated data, we conduct sanity checks to review
approximately 200 inspiring posts balanced across
the UK and India. The posts are checked for cul-
tural knowledge, factuality, semantic and syntax
errors, and style. Based on the feedback, we find
that the posts are semantically and syntactically
accurate, possess cultural knowledge, and are often
more complex than real posts.

4 Cross-Cultural Inspiration Analysis
across Real and LLM-generated posts

In line with previous work (Jakesch et al., 2023),
we also find during manual inspection that it is chal-
lenging to differentiate between LLM-generated
texts and those written by humans (see Table 2).
Therefore, we perform computational linguistic
analyses to compare real and LLM-generated text

across cultures. This section addresses our first two
research questions: RQ1: How do inspiring posts
compare across cultures? and RQ2: How do AI-
generated inspiring posts compare to real inspiring
posts across cultures?

4.1 Stylistic and Structural Features

We assess the linguistic style and structure of real
and LLM-generated inspiring posts across India
and the UK in terms of (1) analytic writing, (2)
descriptiveness, and (3) readability.

Analytic Writing index measures the complex-
ity and sophistication of the writing, which can
be an indicator of advanced thinking. The
formula for analytic writing is [articles +
prepositions − pronouns − auxiliaryverbs −
adverb−conjunctions−negations] from LIWC
scores (Jordan et al., 2019; Pennebaker et al., 2014)
More information about LIWC can be found in
Section 4.2. We display the scores in Table 3. The
low complexity scores of Reddit posts are primar-
ily negative due to their high usage of pronouns
and lack of articles. We find that LLM-generated
inspiring posts from the UK and India are more
complex than real posts, which aligns with our ini-
tial observations from data quality checks. At the
same time, there is no significant difference in text
complexity between real inspiring posts from India
and those from the UK.

Descriptiveness can be measured by the fre-
quency of adjectives used in language patterns.
Texts with high rates of adjectives tend to be more
elaborate and narrative-like compared to texts with
low rates of adjectives. (Chung and Pennebaker,
2008) In Table 3, we find that LLM-generated
inspiring posts from the UK and India are more
descriptive than real posts. Additionally, real in-
spiring posts from India are more descriptive than
those from the UK.

Readability considers not only word count, but
also word complexity. For instance, longer words
are more complex than shorter ones. We use the
Flesch Reading Ease metric (Flesch, 1948), which
counts the number of words per sentence and syl-
lables per word. In Table 3, we find that LLM-
generated inspiring posts from the UK and India
are less readable than real posts. Additionally,
real inspiring posts from India are less readable
than those from the UK. Furthermore, when mea-
suring post length, LLM-generated UK posts are
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Real Post � GPT4-generated Post §

 The youngest freedom fighter martyr of the country,
the brave boy who refused to take the British cops across
the river and was shot to death. His name was Baji Rout
and he was 12 at the time of his death.

 Dr. APJ Abdul Kalam - His humble beginnings, insa-
tiable thirst for knowledge, and absolute dedication to
his country have been my greatest inspiration. It pushed
me to work harder, dream big, and contribute to society.

✗ What is a common meal there? I’ve always thought
Indian palates to be quite spicy and rich.

✗ N/A

 Dr. Helen Sharman. I’m very pleased to come
from a country whose first astronaut isn’t a man by de-
fault. Equality shouldn’t be about women catching up, it
should be about women being first 50% of the time.

 Absolutely love Sir David Attenborough’s documen-
taries. His passion and commitment to preserving the
environment is truly inspiring in these challenging times.

✗ Mate all he does is play football and misses pens. Not
that special

✗ N/A

Table 2: Random samples of inspiring () and non-inspiring (✗) posts from India and UK.

 � § � §

Analytic -16.7 ± 18.0 -6.9 ± 10.0 -17.1 ± 19.9 -7.0 ± 11.4

Descriptive 8.2 ± 7.8 8.9 ± 3.6 6.6 ± 5.9 9.1 ± 3.9

Readable 36.3 ± 63.1 12.1 ± 20.6 53.2 ± 52.2 29.6 ± 18.0

Word Count 61.1 ± 59.8 66.9 ± 20.3 43.9 ± 49.3 49.9 ± 16.8

Table 3: To what degree is the LLM-generated text (§)
stylistically and structurally different from the real text
(�)? We compute the mean and standard deviation for
the inspiring posts, across cultures. The differences are
statistically significant, based on the Student t-test (Stu-
dent, 1908), p-value < 0.05.

longer than real posts and UK posts are shorter
than Indian posts.

4.2 Semantic and Psycholinguistic Features

We assess the semantic and psycholinguistic differ-
ences between LLM-generated and real inspiring
posts across India and the UK, using topic model-
ing and LIWC psycholinguistic markers.

Data Pre-processing. We use spaCy library9

to pre-process the data: tokenize each post, lower-
case tokens, remove stop words, remove numbers,
symbols, emojis, links, and lemmatize tokens.

Topic Modeling. We use Scattertext (Kessler,
2017), a tool used to create interactive visual-
izations of linguistic patterns. After initial pre-
processing, we structure the text data for a better
representation of information. Next, we use the
n-gram representation of the text data to conduct
topic extraction through sentence-level clustering.
We utilize methods like Non-negative Matrix Fac-
torization (NMF) to decompose the TF-IDF matrix

9https://spacy.io/models

to identify the latent thematic structures within the
corpus (Ramos et al., 2003).

Results. We analyze the n-gram and topic distri-
butions by various dimensions: inspiring vs. non-
inspiring, Indian vs. UK, and real vs. generated.
We display the topic distribution across real and
generated UK inspiring posts in Figure 3. Further
topic and n-gram distributions are displayed in Ap-
pendix A.2.
 vs. ✗: Comparing inspiring to non-inspiring

real posts, we find that, in the Indian data (Fig. 5,
7), the topic of people is frequently discussed in an
inspiring context. Moreover, the most commonly
occurring theme in non-inspiring posts is bot, en-
compassing textual content regarding Reddit rules
and moderators.

In the UK data (Fig. 6, 8), the topic of life is
amongst the most commonly occurring themes in
inspiring posts, with discussions surrounding ca-
reer, luck, and pension. On the other hand, the
non-inspiring posts contain themes like dark, in-
cluding conversations about rain and winter.
� vs. §: The LLM-generated Indian data

(Fig. 10, 11) often places a significant emphasis
on the topic of inspiring, within which common
words include dedication and motivational. There
is also a significant number of posts surrounding
isro (Indian Space Research Organisation), featur-
ing terms such as space, mars, and mission. In
contrast, the real data from India contains mentions
of housing, summer, and living, grouped under the
category live. The topic of movie is also popular,
containing words such as hype, stardom, and so-
cialize, hinting at the culture surrounding the film
industry.

In the LLM-generated UK data (Fig. 3, top left),
the topic nhs is emphasized, where common words
include pandemic, heroes, and staff. Additionally,
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Figure 3: Visualization of topics used in the real and generated (� vs. §) inspiring posts from the UK. Points
are colored red or blue based on the association of their corresponding terms with UK Real inspiring posts or UK
LLM-Generated inspiring posts. The most associated topics are listed under Top Generated and Top Real headings.
Interactive version: https://github.com/MichiganNLP/cross_inspiration.

discussions often revolve around adversity, with
mentions of resilience, determination, and spirit.
In contrast, in the real data from the UK (Fig. 3,
bottom right), discussions related to job dominate,
with mentions of salary, savings, and time. More-
over, there is also a significant focus on exercise,
featuring words like discipline, and motivate.

LIWC Psycholinguistic Markers. We use Lin-
guistic Inquiry and Word Count (LIWC), a gold-
standard text analysis tool (Pennebaker et al., 2007,
2015), to obtain the words related to human cogni-
tive processes from each post. Specifically, we use
the LIWC2015 dictionary, which contains 6,400
words and word stems, each related to a cognitive
category. As an example, the word “mother” is as-
signed the following cognitive categories: female,
family, social.

Results. We display the top 24 categories and
their LIWC scores, with the most significant dif-
ferences across dimensions in Table 4. Across all
data, we find that male words are more frequent
than female, the most common pronoun is I, the
most frequent tense is present, and the most com-
mon emotion is positive.
 vs. ✗: Comparing inspiring to non-inspiring

real posts, we find that, in the Indian data, inspiring
posts are more likely to be related to socializing,
insight, feelings, perception, affection, and contain
more positive emotions. Additionally, Indian inspir-
ing posts tend to have more comparisons and use

more words related to achievement, health, reward,
and work.

UK real inspiring posts contain more words re-
lated to affection, comparisons, feelings, achieve-
ment, health, home, leisure, money, reward, and
work than non-inspiring posts. Furthermore, com-
pared to Indian inspiring posts, UK inspiring posts
have fewer words related to family, socializing, af-
fection, perception, religion, less positive emotions
and more words related to achievement, health,
home, leisure, money, rewards, and work.
� vs. §: Comparing real to LLM-generated in-

spiring posts, we find that real Indian posts tend to
include more words related to family, social inter-
actions, comparisons, feelings, perceptions as well
as home, leisure and rewards. Conversely, real In-
dian posts contain fewer words related to affection,
insight, achievement, health, and religion.

UK real inspiring posts contain more words
related to comparisons, feelings, health, home,
leisure, money, rewards and work than LLM-
generated UK posts. Conversely, real UK posts con-
tain fewer words related to socializing, affection,
insight, perception, achievement and religion than
LLM-generated UK posts. Furthermore, compared
to LLM-generated Indian posts, LLM-generated
UK posts have fewer words related to socializing,
achievement, leisure, money, religion, work and
more words related to affection, perception and
more positive emotions.
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LIWC  � ✗ � § � ✗ � §

Social Processes

FAMILY 0.4 0.4 0.2 0.2 0.1 0.2
FRIEND 0.3 0.4 0.2 0.2 0.4 0.2
FEMALE 0.4 0.3 0.2 0.4 0.4 0.2
MALE 1.1 1.0 0.9 0.9 1.3 1.7
SOCIAL 9.3 7.7 8.6 7.4 8.1 8.1

Affective Processes

AFFECT 6.1 4.3 8.4 5.4 4.8 9.4
NEGEMO 1.4 1.3 1.0 1.3 1.6 0.9
POSEMO 4.5 3.0 7.3 4.1 3.1 8.3

Cognitive Processes

COMPARE 3.0 2.4 1.8 3.0 2.7 1.8
INSIGHT 2.3 2.0 4.8 2.2 2.1 4.9

Perceptual Processes

FEEL 0.6 0.4 0.4 0.7 0.3 0.4
PERCEPT 2.4 2.0 2.1 2.1 2.1 2.4

Personal Concerns

ACHIEV 1.9 1.0 3.5 2.4 1.6 2.6
HEALTH 0.7 0.4 0.9 1.0 0.8 0.8
HOME 0.3 0.2 0.1 0.7 0.4 0.2
LEISURE 1.5 1.4 1.2 1.7 1.4 0.9
MONEY 0.7 0.8 0.6 1.2 0.8 0.4
RELIG 0.4 0.5 1.1 0.1 0.1 0.6
REWARD 2.0 1.1 1.0 2.2 1.6 1.1
WORK 3.0 1.9 3.0 3.9 2.7 1.9

Table 4: Comparing LIWC scores across cultures (India
and the UK) in inspiring vs. non-inspiring ( vs. ✗)
and real vs. LLM-generated posts (� vs. §). We
present the top 24 categories with the most significant
differences across these dimensions.

5 Cross-Cultural Inspiration Detection
across Real and LLM-generated Posts

To answer our last research question – RQ3: Can
detection models effectively differentiate inspiring
posts across diverse cultures and data sources? –
we fine-tune a multi-label classification model to
identify if a post is inspiring, represents India or
the UK, and whether it is real or LLM-generated.

Implementation Details. We use the XLM-
RoBERTa base model (Conneau et al., 2019), pre-
trained on 2.5TB of filtered CommonCrawl (Wen-
zek et al., 2020). We fine-tune the model on our
dataset for five epochs with a learning rate of 2e−5
and a batch size of 8, while monitoring the vali-
dation performance and selecting the best model
checkpoint based on the F1 metric.

Model Training Setup. We experiment with two
setups to split the data into training, validation, and
test sets: a default train-val-test split of 64-16-20%
and a few-shot split of 8-2-90%.

Results. Since the dataset is evenly distributed
across classes, a random baseline results in a 50%
accuracy score.

The XLM-RoBERTa model with few-shot setup
achieves an accuracy of 75.0% and F1 score of

few-shot default

Figure 4: Multi-label classification test results with the
few-shot and default setups with the XLM-RoBERTa
base (Conneau et al., 2019) model.

91.1% across all labels, while the default setup
achieves an accuracy of 89.1% and F1 score of
96.3%. Figure 4 displays the disaggregated results
for each label. We find that even with very few
training data (600 posts), in the few-shot setup, the
XLM-RoBERTa model learns to accurately distin-
guish inspiring content across cultures (India, UK)
and data sources (real and generated). Furthermore,
we do not find significant differences in perfor-
mance across cultures and data sources. Finally,
the model can accurately distinguish between real
and generated inspiring posts in both few-shot and
default training setups.

6 Conclusion

In this paper, we introduced the task of cross-
cultural inspiration detection and generation in so-
cial media data. To facilitate research in this do-
main, we released INSPAIRED, a dataset of 2,000
real inspiring posts, 2,000 real non-inspiring posts,
and 2,000 LLM-generated inspiring posts, evenly
distributed across India and the UK. We performed
extensive linguistic data analyses to gain insight
into what topics inspire each culture and compare
AI-generated inspiring posts to real inspiring posts
across various linguistic dimensions. Despite the
difficulty humans have in distinguishing between
real posts and those generated by LLMs, we found
that these posts have noticeable differences in style,
structure, and semantics and that, even with lit-
tle data, fine-tuned models accurately distinguish
inspiring content across cultures and data sources.

We hope our work will enable the explo-
ration of various applications to improve creativ-
ity and motivation, including storytelling, adver-
tising, and social media, as well as therapy and
coaching. Our dataset can be used to test, fine-
tune, and analyze other models, and it is publicly
available at https://github.com/MichiganNLP/
cross_inspiration.
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Limitations

1. A more fine-grained data split

Our posts are divided into two main categories -
inspiring posts from India and inspiring posts from
the UK. Initially, we tried to create a more detailed
classification at the region or city level, but we
faced difficulties in finding annotators from those
specific regions. However, we encourage future
research to explore this direction and investigate
how inspiration varies within a country or region,
as well as explore other demographic information,
such as language, age, gender, or income.

Study case for India. The extensive discussions
on Indian subreddits, like r/AskIndia and r/India,
offer straightforward access to text-based motiva-
tional narratives. Additionally, region-based sub-
Reddits, like r/Chennai and r/Mumbai, provide di-
verse insights into localized experiences and dis-
cussions. The nature of posts on this topic is mostly
anecdotal. Reddit users contribute by sharing per-
sonal experiences that have inspired them.

2. Limited number of cross-cultural inspiring
posts

It is crucial to recognize that inspiration is not al-
ways explicitly articulated through words like “in-
spiring” or “motivation”, especially within cultures
that aren’t as open about talking about such topics.
In many instances, it manifests more subtly, em-
bedded within narratives, imagery, or cultural ex-
pressions. This implicit nature of inspiration adds
another layer of complexity to the data collection
process.

The language barrier also introduces an addi-
tional barrier, as it requires linguistic fluency and
cultural understanding to interpret and analyze in-
spiring content effectively. Posts in languages other
than English may contain nuances and cultural ref-
erences that are not easily translatable. Moreover,
it becomes more challenging to collect inspiring
content when data collection is restricted to certain
countries. That is why we collected fewer posts
compared to Ignat et al.’s “general” inspiring posts.

3. Relevance of LLM-based data to current
times

In our reliance on LLM-based data, it’s imperative
to recognize the temporal limitations inherent in its
training corpus. While these models offer remark-
able capabilities in understanding and generating

text, they might not fully capture the current cul-
tural and societal context in their outputs. This
limitation can be primarily attributed to the fact
that these models are trained on data only up to a
specific cutoff date, i.e., GPT-4 only learned from
data dated up to September 2021.
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A Appendix

A.1 Fine-tuning Process
XLM-RoBERTa Model. Implementation De-
tails. We experiment with three different fine-tuned
classification models for the purpose of weakly la-
beling the presence of inspiration in the dataset.
The first attempt involved fine-tuning the model on
the general inspiration dataset introduced in (Ignat
et al., 2021). In each of the experiments, the data
is split into three subsets: training, validation, and
test sets, using an 80:10:10 ratio. The fine-tuning
process involved training the model for 5 epochs

with a learning rate of 2e − 5 and a batch size
of 8. We monitored the model performance on a
separate validation set and selected the best model
checkpoint based on accuracy metric.

In the second experiment, we focused on a sub-
set of the dataset used in annotation, consisting of
200 posts. These posts were labeled as inspiring
if at least one user considered them to be so. We
fine-tuned the base XLM-RoBERTa model using
this subset, maintaining the same training config-
urations as in the initial experiment. In the last
experiment, we leveraged the user-annotated posts
to further refine the model trained on the general in-
spiration dataset from the first experiment. This ap-
proach aimed to leverage the insights gained from
the initial fine-tuning process and apply them to the
user-annotated subset, thereby refining the model
to better capture the nuances present in this specific
dataset.

A.2 Topic Analysis
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Figure 5: Scattertext visualization of unigrams used in the real inspiring and non-inspiring ( vs. ✗) Reddit posts
from India. Points are colored in red or blue based on the association of their corresponding terms with Indian
Non-inspiring posts or Indian inspiring posts. The most associated terms are listed under “Top inspiring” and “Top
Non-inspiring” headings.

Figure 6: Scattertext visualization of unigrams used in the real inspiring and non-inspiring ( vs. ✗) Reddit posts
from the UK. Points are colored in red or blue based on the association of their corresponding terms with UK
Non-inspiring posts or UK inspiring posts. The most associated terms are listed under “Top inspiring” and “Top
Non-inspiring” headings.
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Figure 7: Scattertext visualization of topics used in the real inspiring and non-inspiring ( vs. ✗) Reddit posts
from India. Points are colored in red or blue based on the association of their corresponding terms with India
Non-inspiring posts or India inspiring posts. The most associated topics are listed under “Top inspiring” and “Top
Non-inspiring” headings.

Figure 8: Scattertext visualization of topics used in the real inspiring and non-inspiring ( vs. ✗) Reddit posts from
the UK. Points are colored red or blue based on the association of their corresponding terms with UK Non-inspiring
posts or UK inspiring posts. The most associated topics are listed under “Top inspiring” and “Top Non-inspiring”
headings.
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Figure 9: Scattertext visualization of unigrams used in the real and generated (� vs. §) inspiring posts from the
UK. Points are colored red or blue based on the association of their corresponding terms with the UK Real inspiring
posts or the UK LLM-Generated inspiring posts. The most associated topics are listed under Top Generated and
Top Real headings.

Figure 10: Scattertext visualization of unigrams used in the real and generated (� vs. §) inspiring posts from
India. Points are colored red or blue based on the association of their corresponding terms with India Real inspiring
posts or India LLM-Generated inspiring posts. The most associated topics are listed under Top Generated and Top
Real headings.
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Figure 11: Scattertext visualization of topics used in the real and generated (� vs. §) inspiring posts from India.
Points are colored red or blue based on the association of their corresponding terms with India Real inspiring posts
or India LLM-Generated inspiring posts. The most associated topics are listed under Top Generated and Top Real
headings.
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Abstract

Large Language Models (LLMs) have seen
widespread societal adoption. However, while
they are able to interact with users in languages
beyond English, they have been shown to lack
cultural awareness, providing anglocentric or
inappropriate responses for underrepresented
language communities. To investigate this gap
and disentangle linguistic versus cultural profi-
ciency, we conduct the first cultural evaluation
study for the mid-resource language of Danish,
in which native speakers prompt different mod-
els to solve tasks requiring cultural awareness.
Our analysis of the resulting 1,038 interactions
from 63 demographically diverse participants
highlights open challenges to cultural adapta-
tion: Particularly, how currently employed au-
tomatically translated data are insufficient to
train or measure cultural adaptation, and how
training on native-speaker data can more than
double response acceptance rates. We release
our study data as DAKULTUR—the first native
Danish cultural awareness dataset. 1

1 Introduction

Culture encompasses shared beliefs, norms, and
worldviews (Tylor, 1871; Braff and Nelson, 2020),
and tightly interweaves with language (Kramsch,
1998, 2014). These bidirectional influences affect
how LLMs perform on culturally-sensitive tasks
(Hovy and Yang, 2021). Contemporary LLMs are
predominantly trained on English data, yet their
global usage has outpaced their cultural coverage
(Shi et al., 2023; Huang et al., 2023). Recent find-
ings suggest that many models fail to adequately
represent non-anglophone cultures (Hershcovich
et al., 2022; Zhang et al., 2023; Liu et al., 2024),

' These authors contributed equally.
1Dataset and code at https://mxij.me/x/dakultur.

This study was approved by the ethics committee of the IT
University of Copenhagen on 24th June 2024.

resulting in culturally misaligned outputs that un-
dermine user trust (Hovy and Yang, 2021; Litschko
et al., 2023; Ge et al., 2024).

Addressing cultural misalignment requires as-
sessing linguistic forms, common ground, about-
ness, and values (Hershcovich et al., 2022). Prior
efforts to improve alignment across these dimen-
sions include the diversification of training data, as
well as involving native speakers in evaluations
(Tay et al., 2020; Huang and Yang, 2023; Cao
et al., 2023; Naous et al., 2024; Wang et al., 2024).
However, it remains unclear which LLM adapta-
tion strategies (i.e., data selection, training method-
ology) lead to the highest linguistic and cultural
alignment–especially for smaller languages.

This work investigates these questions by fo-
cusing on Danish, a mid-resource language that
shares typological features with English, yet differs
culturally to a non-trivial degree. By performing
controlled experiments with respect to linguistic
and cultural adaptation, we further aim to iden-
tify guidelines for culturally adapting LLMs to lan-
guages with similar characteristics and resource
constraints. Our contributions are:

• DAKULTUR: The first native Danish dataset
for the cultural evaluation of LLMs.

• A corresponding study, showing that native
Danish data is critical to improving human
acceptance rates (14%→42%), and accurate
automatic cultural evaluation.

• An analysis of the effects of demographic fac-
tors (region, age, gender) on model alignment
across different cultural topics.

2 DAKULTUR

2.1 Study and Data Collection Setup
To obtain a holistic perspective on Danish culture,
we construct DAKULTUR based on a cultural eval-
uation study with native speakers in the loop. For
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Figure 1: Demographic Statistics for Our 63 Study Participants, who were asked to optionally provide the region,
where one grew up (Fig. 1a), age range in decades (Fig. 1b), and gender identity (Fig. 1c). 94% of respondents
opted to provide this information.

this purpose, we build an open online interface
(Fig. 3a), through which we task participants to
compose prompts which require an understanding
of Danish culture (Fig. 3c). We then use three dif-
ferent language models (Section 3.1) to generate
answers2, which participants rate with an accept or
reject, plus optional comments (Fig. 3d).

While the study is anonymous, we ask for op-
tional demographic information (Fig. 3b), in order
to assess the intra-cultural diversity of the respon-
dents. We aim to collect only the minimal set of
demographic features most likely to affect cultural
responses, while not discouraging casual participa-
tion. Namely, we ask for the region where one grew
up, (the five regions of Denmark, plus other for,
e.g., people having grown up abroad), age range in
decades, and gender identity (female, male, other).

After data collection, we manually validated the
responses for relevance and correctness, and added
topic annotations with a distinct set of five Dan-
ish speakers (Section 2.3). The resulting validated
study data, in the form of DAKULTUR, not only
serves to evaluate the cultural capabilities of the ex-
amined LLMs, but also constitutes—to the best of
our knowledge—the first native Danish instruction
dataset, with culturally-specific instructions, and
human preference annotations.

2.2 Study Statistics
Our study was conducted over a period of two
months, and was mainly advertised across higher
educational institutions in Denmark. It attracted
1,038 input-response pairs with human quality judg-
ments, from 63 participants (after validation).

Demographics. 94% of study respondents opted
to provide demographic information, for which we
find coverage of all regions (Fig. 1a) and gender

2Answer order was shuffled after each trial.

identities (Fig. 1c), as well as most age ranges ex-
cept for <20 and >70 (Fig. 1b). We observe a
slight skew towards participants who report having
grown up in or around the Capital Region, that is
7% above the expected population share, while par-
ticipants from Mid/Northern Jutland and Southern
Denmark are underrepresented by 4–12%.

Quality. Generally, participants provided high-
quality input, with 94.49% of prompts passing our
post-study validation (Section 2.3). They further
cover a diverse range of cultural concepts, as shown
in the spread of topics in Fig. 2. Prompts are more
frequently phrased as questions than as instructions
(e.g., “how does a hot-dog stand look?” versus
“describe how a hot-dog stand looks like”). Fur-
thermore, the majority of inputs query the models’
cultural knowledge directly instead of via its situa-
tional awareness of societal norms (e.g., by prompt-
ing models to resolve dilemmatic situations). As
prompts in the latter format are much more time-
intensive to create, this is likely to be expected.
Participants further steered clear of politically and
morally-charged topics, despite their anonymity.
The resulting collection of cultural prompts there-
fore contains cultural concepts, that appear to enjoy
a more uniform consensus.

2.3 Post-study Validation

Post-study, we validate and analyze the resulting
data in another round of annotation with a distinct
set of five Danish speakers. The study data is split
across annotators, and each annotator is tasked to
verify whether an input is dependent on a Danish
cultural context (i.e., valid for this study), as well
as which broader main topic it belongs to. For
annotating topics, we employ an open coding strat-
egy (Strauss, 1987), which resulted in the following
12 topics (+ other):
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MODEL LANGUAGE CULTURE
LA NER SA AS CSR QA PE CT DK

LLAMA2-7Bbase 33.4 23.7 61.5 65.5 29.8 63.5 38.6 57.7 —
+ INSTda 36.1 28.5 62.9 66.4 29.0 64.4 49.1 58.5 13.9

LLAMA2-7Bchat 47.4 24.6 66.2 66.3 32.2 61.3 46.7 55.2 —
+ INSTda 43.4 29.7 65.9 65.8 31.0 62.5 57.3 55.6 15.0

SNAKMODEL 52.9 29.8 66.7 66.6 29.5 64.7 71.1 71.9 42.4

Table 1: Results on the ScandEval Benchmark (Test) and DAKULTUR (DK). Higher scores are better, with exact
metrics depending on the sub-task (Section 3.1). We differentiate between linguistic tasks (under LANGUAGE), and
cultural tasks (under CULTURE). Additionally, we include scores for the English LLAMA2-7Bbase and LLAMA2-
7Bchat (Touvron et al., 2023). The best score per sub-task is highlighted in bold.

• arts: media and their place in society (e.g.,
“name five popular Danish TV programs”).

• education: regarding the education system
(e.g., “which university is best to learn about
AI in Denmark?”).

• food: regarding dishes and culinary traditions
(e.g., “can I serve herring on french bread?”).

• geography: regions, cities, and climate (e.g.,
“where can you go on vacation in the south?”).

• language: proficiency in appropriate re-
sponses and proverbs (e.g., “what does it mean
to be a pineapple in its own juice?”).

• lifestyle: everyday activities that are not as
strict as norms (e.g., “what should I prepare
when going to a Danish beach?”).

• norms: implicit rules that are followed in Dan-
ish society (e.g., “explain the effect of ‘the law
of Jante’ on Danish mentality”).

• politics: knowledge of the political system,
figures, and parties (e.g., “how do I become a
member of the regional parliament?”).

• traditions: customs and events, observed
across multiple generations (e.g., “what do
you do with a 25-year-old who’s single?”).

• transport: knowledge and customs regarding
transportation systems (e.g., “can you turn left
on a bicycle at a traffic light?”).

• trivia: factual knowledge about people,
places, historical events, sports etc., which are
not part of the other topics (e.g., “in what year
was the reunification of Southern Jutland?”).

• work: procedures and behaviors, that are ap-
propriate for a professional context (e.g., “how
do I ask my manager for a raise?”).

3 Cultural Evaluation

We next investigate the results of our cultural evalu-
ation study, and compare the metrics from DAKUL-
TUR with those of automatic benchmarks.

3.1 Experimental Setup

Models. In our study, we use three LLMs
based on LLAMA2-7Bbase (Touvron et al., 2023),
adapted to Danish using distinctive training
strategies: Danish language modeling training
(LMTda), and instruction tuning on translated data
(INSTda). The corresponding models are LLAMA2-
7Bbase+INSTda, LLAMA2-7Bchat+INSTda, and
SNAKMODEL (Zhang et al., 2024; LLAMA2-
7Bbase+LMTda+INSTda).

Automatic Evaluation. To compare the human
judgments in DAKULTUR with existing automatic
metrics, we employ the Danish part of ScandE-
val (Nielsen, 2023), across its sub-tasks on linguis-
tic acceptability (LA from ScaLA3) ; named en-
tity recognition (NER from DANSK; Hvingelby
et al., 2020) ; sentiment analysis (SA from An-
gryTweets; Pauli et al., 2021) ; abstractive sum-
marization (AS from Nordjylland-News; Kinch,
2023) ; commonsense reasoning (CSR from Hel-
laSwag; Zellers et al., 2019) ; and question an-
swering (QA from ScandiQA4). ScandEval fur-
ther includes two culturally-oriented tasks: Danske
Talemåder (PE; Nielsen, 2023), which prompts for
meanings behind Danish proverbs, and a collection
of Danish Citizenship Tests (CT; Nielsen, 2024).

3Based on Danish data from the Universal Dependencies
dataset from (Kromann and Lynge, 2004).

4Note that ScandiQA is a translation of the English MKQA
dataset Longpre et al., 2021, and does not strictly focus on
Scandinavian knowledge.
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Figure 2: Acceptance/Rejection Rates across SNAKMODEL, LLAMA2-7Bchat+INSTda and LLAMA2-
7Bbase+INSTda as judged by participants in DAKULTUR. Left: overall results; Right: results by topic.

3.2 Results
Automatic Metrics. Results on ScandEval (Ta-
ble 1) show that training on native Danish data (i.e.,
SNAKMODEL) leads to the greatest performance
gains across the board. While the unadapted En-
glish models perform comparably on some tasks, it
is important to note that ScandEval employs con-
strained generation. When prompted without con-
straint, both LLAMA2-7Bbase and LLAMA2-7Bchat
generate English responses. Instruction tuning
using translated data is already sufficient to en-
force Danish responses (even when prompted in
English), which is why we employ the +INSTda
variants in our human study. Nonetheless, we ob-
serve that translated data is insufficient to induce
much cultural knowledge into the model, as only
SNAKMODEL improves on the cultural tasks of PE
and CT to a substantial degree.

DAKULTUR Results. In terms of acceptance
rates, SNAKMODEL obtains a rate more than twice
as high compared to the other models (Fig. 2).
Nonetheless, with a maximum acceptance rate of
42%, none of the models appears to provide par-
ticularly well-adapted responses—highlighting the
gap between cultural versus linguistic adaptation.
Qualitatively, we observe that answers are almost
never rejected due to linguistic errors, but rather
due to incorrect or incomplete factual content.

Our post-study analysis reveals that the cultural
topics of food and traditions are most popular, and
that SNAKMODEL achieves acceptance rates over
ten times as high for these topics. While training
on native data improves performance across all top-

ics, gains are larger for implicit cultural knowledge
(e.g., lifestyle, norms) than for facts (e.g., trivia, ge-
ography, politics). In Appendix C, we further show
how topics and acceptance rates vary by demo-
graphics. Female-identity participants tend toward
food, lifestyle, education, and norms, while male-
identity participants focus more on politics, trivia,
and geography. Additionally, younger participants
and those from the capital region report slightly
higher acceptance rates.

4 Conclusion

In this work, we introduced DAKULTUR—the first
native Danish cultural evaluation dataset. By con-
structing it via a native-speaker-driven evaluation
study, and applying a thorough post-study valida-
tion, we are able to share 1,038 high-quality input-
response pairs for future Danish NLP research. Our
cultural evaluation using DAKULTUR highlights
that language modeling training using native data
is already sufficient to more than double human-
judged cultural awareness—especially for popu-
lar cultural topics. Simultaneously, the maximum
acceptance rate of 42% highlights that more re-
search is needed to fully align anglocentric LLMs
to smaller language communities, such as Danish.
In terms of evaluation methodologies, the fact that
human judgments align more with the smaller, yet
culturally-relevant and non-translated sub-tasks of
the automatic ScandEval benchmark (PE, CT, as
well as LA) is encouraging, since small amounts
of high-quality data may already be sufficient to
accurately estimate an LLM’s cultural awareness.
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Limitations

While we strive for broad coverage of the Danish
cultural landscape, culture itself has a high degree
of inherent subjectivity and variability. As such,
future work using DAKULTUR should be cognizant
of the context in which its data was obtained. Our
cultural evaluation study was advertised primarily
at higher educational institutions. Although we
are aware of word-to-mouth advertisement stretch-
ing to demographic groups beyond this initial clus-
ter (as evidenced by the range of represented age
groups), the study likely does not capture the full
breadth of the Danish cultural landscape. By gath-
ering demographics for intra-cultural differences
with regard to topics and user acceptance rates, we
nonetheless aim to enable analyses with respect
to how much cultural consensus might vary with
respect to different topics. We believe this is cru-
cial information for practitioners designing down-
stream systems, as contemporary models seem to,
for instance, align slightly better with male-identity
participants under 30 from the capital region.

On the technical side, we hope that future work
will be able to validate our findings across more
base models and languages. Our choice of Dan-
ish and LLAMA2-7B-based models was primarily
driven by data and compute resource availability.
Similarly, while DAKULTUR can theoretically be
used for small-scale instruction tuning or model
alignment, its size is far from contemporary, auto-
matically generated datasets. For cultural evalua-
tion purposes, we nonetheless believe that it offers
a representative out-of-the-box solution for devel-
opers of future Danish LMs.
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Appendix

A Study Interface

We build a web-based evaluation interface (study
flow shown in Fig. 3), which allows study par-
ticipants to prompt the three LLMs simultane-
ously5 with tasks and questions, that require cul-
tural awareness (Fig. 3c), and to rate (accept/reject)
and comment on the models’ responses (Fig. 3d).
The study guidelines (Figs. 3a and 3c) broadly lay
out which dimensions of cultural awareness the
study aims to investigate—i.e., common ground,
aboutness, objectives and values, in addition to lin-
guistic form and style (Hershcovich et al., 2022),
which is implicit, given the study’s monolingual
nature. Following prior work on culturally diverse
dataset creation (Liu et al., 2021), we opted for an
elicitation setup in order to avoid biasing responses
towards a limited set of cultural concepts and top-
ics.

While the study is conducted anonymously, we
ask for optional demographic information (Fig. 3b),
in order to assess the intra-cultural diversity of
the respondents. For this purpose, we aimed to
collect only the minimal set of demographic fea-
tures, that we deemed most likely to affect cultural
responses, while not discouraging casual partic-
ipation. Namely, we ask for the region, where
one grew up, (the five regions of Denmark, plus
other for, e.g., people having grown up abroad),
age range in decades, and gender identity (female,
male, other).

In test trials, we noticed that, while participants
intuitively prompted for a wide variety of culturally-
relevant topics, they typically did so in a multi-
turn conversational manner, which our single-turn,
instruction-tuned models often fail to answer. For
instance, the prompt “Hello! Could you tell me
about [...]?”, frequently produces the response,
“Yes, I can.”, with no further relevant content. To
encourage single-turn instruction-style inputs, we
iterated over multiple guideline formulations, of
which we found, “Ask one question or give one
task about Danish culture [...] to the three virtual
assistants below”, to produce the most compatible
results (see full translations in Appendix B).

5Note that the order in which responses are displayed is
randomized with each prompt.

B Translations

B.1 Landing Page with Guidelines

Thanks for your interest in our research project!

Purpose We examine cultural skills/competencies
with artificial intelligence and would like you to
assess our three virtual assistants’ knowledge of
Danish culture. This includes, for example, norms,
art and laws in Danish society, as well as Danes’
knowledge, beliefs, customs and habits.

Task On the following pages, you should
ask the virtual assistants to perform tasks and
assess their answers one-by-one. You can ask them
questions or ask them for descriptions, e.g., “tell
me how to change the back tire of my bike”.

Data policy As this is a research project,
input, feedback and optional demographic data
are stored in a dataset. All data is collected
anonymously.

If you agree to the above terms, continue by
clicking Accept below.

B.2 Demographic Information

Your anonymous session ID is:
SESSION_ID

Save it in a safe place since it is required if
you would like to get your answers removed from
our dataset.

Demographics Enter your demographic in-
formation below (one or more can be omitted).
This helps us to ensure that we get a more diverse
data set.

Region (where you grew up)
do not wish to disclose
Age
do not wish to disclose
Gender Identity
do not wish to disclose

Click Start to get started!
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(a) Guidelines. (b) Demographics. (c) Prompt Interface.

(d) Evaluation Interface.

Figure 3: Study Interface for Human Cultural Evaluation. Participants are guided through the guidelines
(Fig. 3a), optional demographic registration (Fig. 3b), before being asked to prompt the three LLMs simultaneously
(Fig. 3c), and to evaluate the model responses (Fig. 3d). Translations of the guidelines, interface, and examples can
be found in Appendix B.

B.3 Prompt Interface

Ask one question or give one task about Danish
culture (e.g., knowledge of society, norms and
customs) to the three virtual assistants below. You
will receive three answers, which you can each
rate with a thumbs-up/down.

Input
What shall we do?

Answer 1
Answer 2
Answer 3

B.4 Response Evaluation Interface

Thanks for your first input! Go ahead, and try
another request!

Input
What’s the easiest way to get around in Copen-
hagen?

Answer 1
Most of the public transport systems in
Copenhagen provide an effective way to
get around, and there is a widespread

cycling-culture.

Answer 2
To have a bike
Comment: not possible for everyone

Answer 3
If you want to travel around Copenhagen,
you should make sure to have a ticket
for the subway.

Give each answer a thumbs-up/down before
clicking Continue.

C Topics and Acceptance Rates per
Demographic

For each demographic dimension, we merge the
available categories into two groups, in order to
have a large enough amount of information to
compare. This leads to splits along male/female,
< 30/≥ 30, capital region/other regions. The dis-
tribution as well as acceptance rates are shown in
Fig. 4 for gender, Fig. 5 for age, and Fig. 6 for
region.
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Figure 4: Acceptance/Rejection Rates and Distribution across Topics for the female/male gender identity
demographic groups.
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Figure 5: Acceptance/Rejection Rates and Distribution across Topics for the age ranges >= 29 and <= 30.

ge
og

rap
hy

tra
nsp

ort

tra
dit

ion
s

work
no

rm
s

art
s

life
sty

le
triv

ia
foo

d

ed
uca

tio
n

po
liti

cs

lan
gu

ag
e

oth
er

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

Pe
rc

en
ta

ge

within capital region ( )
within capital region ( )
outside capital region ( )
outside capital region ( )

Figure 6: Acceptance/Rejection Rates and Distribution across Topics for participants from the capital versus
other regions.

58



Proceedings of the 3rd Workshop on Cross-Cultural Considerations in NLP (C3NLP 2025), pages 59–70
May 4, 2025 ©2025 Association for Computational Linguistics

Korean Stereotype Content Model: Translating Stereotypes Across
Cultures

Michelle YoungJin Kim, Kristen Marie Johnson
Michigan State University, East Lansing, MI, USA

{kimmic16, kristenj}@msu.edu

Abstract

To address bias in language models, researchers
are leveraging established social psychology re-
search on stereotyping. This interdisciplinary
approach uses frameworks like the Stereo-
type Content Model (SCM) to understand how
stereotypes about social groups are formed
and perpetuated. The SCM posits that stereo-
types can be defined based on two dimensions:
warmth (intent to harm) and competence (abil-
ity to harm). This framework has been applied
in NLP for various tasks, including stereo-
type identification, bias mitigation, and hate
speech detection. While the SCM has been ex-
tensively studied in English language models
and Western cultural contexts, its applicability
as a cross-cultural measure of stereotypes re-
mains an open research question. This paper
explores the cross-cultural validity of the SCM
by developing a Korean Stereotype Content
Model (KoSCM). We create a Korean warmth-
competence lexicon through machine transla-
tion of existing English lexicons, validated by
an expert translator, and utilize this lexicon to
develop a labeled training dataset of Korean
sentences. This work presents the first exten-
sion of SCM lexicons to a non-English lan-
guage (Korean), aiming to broaden understand-
ing of stereotypes and cultural dynamics.

1 Introduction

With the growing emphasis on Responsible and
Fair AI, researchers are increasingly addressing the
challenge of bias in language models. As this area
of study within natural language processing (NLP)
is still in its formative stages, scholars are drawing
upon the insights of social psychology, a field that
has extensively examined bias and stereotypes for
many years. By employing the concept of stereo-
typing, researchers aim to elucidate the underlying
mechanisms by which individuals form stereotypes
about social groups. A prominent framework in
this investigation is the Stereotype Content Model

(SCM), which offers critical insights into under-
standing and addressing stereotypes.

The SCM (Fiske et al., 2002) identifies two
key dimensions of stereotypes: warmth and com-
petence. When individuals encounter members of
an out-group, SCM suggests they instinctively ask
two questions: Do these individuals intend to harm
me? And are they capable of causing me harm?
The first inquiry assesses warmth (characteristics
such as friendliness, good-naturedness, sincerity,
and warmth), while the second evaluates compe-
tence (traits including capability, skillfulness, confi-
dence, and effectiveness). SCM has been utilized in
NLP to develop a computational model for identi-
fying stereotypes (Fraser et al., 2021; Herold et al.,
2022; Nicolas and Caliskan, 2024; Schuster et al.,
2024; Fraser et al., 2024; Mina et al., 2024), to
reduce stereotypical bias in language models (Om-
rani et al., 2023; Ungless et al., 2022; Gaci et al.,
2023), and to enhance hate speech detection (Jin
et al., 2024).

There has been substantial research into the ap-
plication of the SCM in language models, partic-
ularly regarding English texts and the stereotypes
present in English-speaking cultures. However, the
computational analysis of stereotypes in other lan-
guages and cultures is underexplored. This raises
an important research question: Can the computa-
tional approach to the SCM be considered a pan-
cultural measure of stereotypes across diverse soci-
eties?

In this paper, we explore the potential of the
SCM as a pancultural tool by developing a Ko-
rean Stereotype Content Model (KoSCM). We be-
gin by curating a Korean dictionary containing
warmth-competence seed words. We translate ex-
isting English warmth-competence lexicons into
Korean using a machine translation model, sub-
sequently validating this translation with an ex-
pert translator. The translated lexicons are then uti-
lized to create the training dataset for the KoSCM.
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This dataset consists of sentences containing the
warmth-competence seed words and two labels:
warmth and competence directions.

We evaluate KoSCM by applying the model to
do a stereotype analysis on social groups. We per-
form a stereotype analysis on social groups of age,
gender, and religion in Korean texts. We observe
whether the computational analysis aligns with and
validates the social psychology study (Fiske et al.,
2002; Cuddy et al., 2009). Further, we investigate
the potential of SCM as a computational method
for different languages and cultures. Based on the
social psychology theory, we test the three hypothe-
ses of the SCM: (1) the two dimensions hypothesis,
(2) the ambivalent stereotypes hypothesis, and (3)
the social structural correlates hypothesis. To the
best of our knowledge, this is the first attempt to
expand the SCM lexicons to a different language.
Through this study, we aim to provide valuable in-
sights that expand our understanding of stereotypes
and cultural dynamics.

Our contributions are as follows:

• We develop a stereotype analysis model in
Korean by curating warmth-competence seed
words in Korean and generating training data
to map texts to warmth-competence dimen-
sions.

• We propose a social psychology-grounded
framework for expanding the Stereotype Con-
tent Model to other languages and cultures.

2 Background and Related Work

In this section, we explore the concept of stereo-
typing. We begin by examining the definitions and
research surrounding stereotypes in social psychol-
ogy (§2.1). Subsequently, we discuss how NLP
researchers have utilized findings from social psy-
chology to detect and evaluate stereotypes within
data and models (§2.2).

2.1 Stereotyping in Social Psychology

Stereotyping is a cognitive process in which spe-
cific attributes are overly generalized to entire so-
cial groups. It is a ubiquitous phenomenon that
contributes to the perpetuation of social inequali-
ties. When specific qualities are attributed to entire
groups, it reinforces existing power dynamics and
legitimizes discriminatory practices.

The perpetuation of stereotypes leads to pro-
found consequences, such as the marginalization

of certain groups, increased social inequalities,
and significant psychological effects on individu-
als (Timmer, 2011). Marginalization happens when
stereotypes justify the exclusion of specific groups
from social, economic, and political opportunities.
The increase in social inequalities is further fueled
by the distribution of resources in ways that uphold
existing power dynamics. Additionally, the inter-
nalization of stereotypes can severely affect indi-
viduals psychologically, undermining their mental
well-being and self-image.

Social stereotypes are complex and multifaceted
constructs that influence social perception and in-
teraction. Traditional approaches to understanding
stereotypes have relied on simplistic categoriza-
tions, such as positive or negative. However, the
Stereotype Content Model (SCM) (Fiske et al.,
2002; Fiske, 2018) offers a more nuanced frame-
work for understanding social stereotypes. The
SCM posits that social perception is guided by
two fundamental dimensions: warmth and compe-
tence. Warmth refers to the perceived intentions
and friendliness of a group, while competence
refers to the perceived abilities and effectiveness of
a group. These dimensions are orthogonal, allow-
ing for the possibility of positive stereotypes along
one dimension and negative stereotypes along the
other.

A natural follow-up question for researchers is
whether these stereotype studies can be generalized
across cultures. Given that stereotypes arise from
fundamental human phenomena—namely, the need
to distinguish between "friends" and "foes" and
the ubiquity of hierarchical status differences and
resource competition—it is reasonable to assume
that these principles are universally applicable.

To investigate this hypothesis, Cuddy et al.
(2009) conducted a cross-cultural study spanning
seven European (individualist) and three East Asian
(collectivist) nations. The findings suggest that the
SCM framework is effective across various cul-
tures, reliably indicating group stereotypes based
on structural connections with other groups. Using
the SCM, the researchers observed parallels in the
basic structures of intergroup relations. Building
on this study, we expand the computational social
study of SCM from English to Korean, leveraging
a computational approach to validate the findings
of the social psychology study.
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2.2 Stereotype Content Model in NLP

The increasing prevalence of NLP models in vari-
ous applications has raised concerns about the per-
petuation of stereotypical biases in AI systems. So-
cial psychological theories present valuable frame-
works for understanding and addressing these bi-
ases. Consequently, recent studies have applied es-
tablished social psychological theories to analyze
biases in NLP models. In particular, research has
concentrated on stereotype dimensions identified
by these theories, notably the SCM.

The SCM has been extensively employed in
various NLP applications to identify and mitigate
stereotypical biases. For instance, researchers have
utilized the SCM to detect stereotype subspaces in
word embeddings (Fraser et al., 2021) and debias
models by removing stereotype dimensions from
the embedding space (Ungless et al., 2022; Omrani
et al., 2023). Moreover, the SCM has been applied
to assess benchmark datasets for bias (Fraser et al.,
2021), examine how NLP models relate SCM di-
mensions to marginalized groups (Herold et al.,
2022; Mina et al., 2024), and develop metrics to
investigate biases across demographic and inter-
sectional groups (Cao et al., 2022). Recent studies
have further refined the SCM by exploring the con-
struct differentiability of direction and representa-
tiveness for warmth and competence dimensions
(Nicolas and Caliskan, 2024) and fine-graining
stereotype dimensions into six psychologically-
motivated categories to study occupation-related
stereotypes (Fraser et al., 2024).

In recent years, researchers in NLP have ex-
panded the study of bias and fairness to include
non-English languages such as Arabic, Bengali,
Chinese, Dutch, French, German, Hindi, Japanese,
Korean, Spanish, and Telugu (Zhou et al., 2019;
Chávez Mulsa and Spanakis, 2020; Kurpicz-Briki,
2020; Lauscher et al., 2020; Liang et al., 2020;
Moon et al., 2020; Pujari et al., 2020; Takeshita
et al., 2020; Zhao et al., 2020; Malik et al., 2021;
Jeong et al., 2022), mirroring developments in so-
cial psychology. Bhutani et al. (2024) have ex-
panded the number of languages by releasing
a multilingual stereotype dataset that includes
20 languages across 23 regions. Acknowledging
that biases are influenced by societal constructs,
socio-cultural structures, and historical contexts, re-
searchers are also seeking to adopt a more holistic
approach to NLP fairness by taking the geo-cultural
context into consideration (Sambasivan et al., 2021;

Figure 1: Stereotype Translation Framework. This
figure illustrates the four steps for generating the data
for KoSCM.

Bhatt et al., 2022). The SeeGULL dataset (Bhutani
et al., 2024) includes Korean but differs from our
work in that it consists of pairs of associations be-
tween an identity term and an attribute generated
by a language model. In contrast, our dataset and
method are based on stereotyping theory from so-
cial psychology, utilizing seed words to identify
stereotypes. This approach allows for broader appli-
cability to various identity terms and social groups.

3 Translating Stereotype

This section presents a framework for expanding
the SCM to a different language. As shown in
Figure 1, we adopt the four steps to translate En-
glish SCM to Korean and create the dataset for
KoSCM 1.

Step 1. Extract seed words The first step is
to extract seed words for the stereotype con-
tent dictionary (Nicolas et al., 2019). The stereo-
type content dictionary is a collection of theory-
driven seed words used to measure sociabil-
ity, morality/trustworthiness, ability, assertive-
ness/dominance, status, political beliefs, and re-
ligious beliefs in relation to social groups. The list
contains 341 words with their respective theoreti-
cal direction—either high or low—on their relevant
dimension.

From the list, we select seed words that reflect
warmth and competence dimensions. Specifically,
words representing sociability and morality mea-
sures are classified as warmth seed words, and
those related to ability and agency are categorized
as competence seed words. There are a total of
157 seed words associated with the warmth dimen-
sion and 128 for the competence dimension. Each
seed word is labeled with a direction within its re-
spective dimension. For example, the word "warm"
is a high-direction seed word in the warmth di-
mension, whereas "cold" represents a low-direction

1The dataset is available in github.com/MSU-NLP-
CSS/KoSCM.
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Dim Dir # Example

W
high 75 친절한friendly,호감이가는likable

low 82 불친절한unfriendly,냉담한cold

C
high 68 유능한competent,영리한clever

low 60 무능한incompetent,멍청한stupid

Table 1: Statistics of Korean Seed Words. The table
shows statistics of translated seed words for KoSCM.
The first column denotes dimensions: warmth and com-
petence. The second column indicates a direction in
each dimension. The next column lists the number of
data points, while the final column provides examples
of seed words in Korean.

seed word within the same dimension. Similarly,
the word “competent” is an example of a high-
direction seed word in the competence dimension,
while "incompetent" is classified as having low di-
rection in that dimension.

Step 2. Translate seed words Next, the extracted
seed words are translated into Korean. The first
step of translation is to adopt a machine translation
model. We choose Naver Papago 2, one of the most
popular Korean-English AI translators in Korea, to
translate English seed words to Korean. Afterward,
we validate the translation with an expert translator.
The translator is asked to validate the translation
by answering the following questions: (1) Is the
translation grammatically correct (e.g., a noun is
translated as a noun)? (2) Is a word translated into
a distinct word (i.e., no recurrence in the translated
list)? Through validation, we verify 285 Korean
seed words labeled with stereotype dimension and
direction in their corresponding dimension. See
Table 1 for statistics and examples of seed words.

Step 3. Generate sentences with seed words
With the translated stereotype seed words, we gen-
erate sentences based on a template. Similar to
May et al. (2019), sentences are generated by in-
serting individual seed words from the list of Ko-
rean stereotype words into simple templates such
as “그사람은 <seed word>사람이다” (That per-
son is a[n] <seed word> person). The templates
are selected according to the part-of-speech (POS)
tagging of the seed words. Further, The template
words are chosen carefully to prevent the generated
sentences from referencing specific social groups.
For example, the pronouns "he" and "she" indicate
a person’s gender. We intentionally refrain from

2https://papago.naver.com/

using these pronouns as subjects because we aim
to create a dataset centered on understanding the
dimensions of warmth and competence. For more
details, see Appendix A.

Step 4. Augment data with back-translation
To tackle the limitation of available Korean seed
words and address challenges associated with low-
resource scenarios, we utilize data augmentation.
Sentences generated in Step 3 are augmented using
back-translation (Sennrich et al., 2016; Domhan
and Hieber, 2017; Belinkov and Bisk, 2018). Back-
translation generates paraphrases by leveraging
translation models. Initially, a text is translated into
another language (forward translation) and then
translated back into the original language. This
process creates paraphrased sentences, introducing
greater variety by allowing for diverse choices in
terminology and sentence structure. While the con-
tent remains intact, stylistic features that reflect the
author’s specific traits may be adjusted or omitted
during translation.

For our dataset, we first translate the Korean sen-
tences from Step 3 into English and then translate
them back into Korean. We use the No Language
Left Behind model (Team et al., 2022), a multilin-
gual model that supports translation for 202 lan-
guages, for the back-translation step. This model
is selected for two key reasons. Firstly, it was de-
signed to assist with low-resource language trans-
lations. Secondly, it supports both Korean and En-
glish languages. As a result of the back-translation,
we obtain a dataset containing 3,420 sentences.

4 Korean Stereotype Content Model

In this section, we detail how the KoSCM dataset,
collected through the four steps of the stereotype
translation framework, is utilized to build the SCM
model. By fine-tuning a model with the dataset,
we build KoSCM, which predicts the warmth and
competence scores of given Korean sentences.

4.1 Method

We suggest a systematic method to develop a SCM
model specific to the language model employed.
We introduce two SCM classifier frameworks: the
first is designed for embedding models like BERT
(Devlin et al., 2019), which excel in processing
context-rich information, while the second frame-
work targets large language models (LLMs), lever-
aging their expansive capabilities in understanding
and generating human-like text.
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POS Template English Translation

NOUN [SUBJECT]은/는 <seed word>이/가있다. [SUBJECT] has <seed word>.
ADJECTIVE [SUBJECT]은/는 <seed word>사람이다. [SUBJECT] is a[n] <seed word> person.

Table 2: Templates for Sentence Generation. The table shows two different sentence templates based on the POS
tagging of a seed word. English versions of Korean templates are provided for reference.

The first framework utilizes an embedding
model as its base, adding two classifiers on top.
Each classifier predicts the directions of a given
text in the warmth and competence dimensions,
respectively. Namely, the two classifiers perform
multi-class classification, identifying one of three
potential directions: high, low, or none. Formally,
we use two classifiers, fw and fc, to predict warmth
and competence directions, respectively. These pre-
diction tasks are formulated as multi-class classi-
fication problems with cross-entropy losses, Lw
and Lc; Lw = −∑

t∈D W (t) · log(fw(t)) and
Lc = −

∑
t∈D C(t)·log(fc(t)), where t is a text in

the dataset D, and W (t) and C(t) are warmth and
competence directions of the text t. The final loss
of the model is the sum of the prediction losses:
L = αLw + βLc. where α and β are hyperparam-
eters.

As for the second framework, we implement in-
context learning with LLMs such as Llama. (Tou-
vron et al., 2023). A small number of samples se-
lected from the KoSCM dataset is provided to an
LLM in the prompt. We select four samples for our
experiment. In-context learning performance is sen-
sitive to factors such as the selection and order of
demonstration examples (Dong et al., 2024). To ad-
dress this, we test the model using two approaches:
first, by utilizing carefully selected samples based
on a distance metric, and second, by randomly se-
lecting samples from the KoSCM dataset to elim-
inate selection bias. The prompt utilized for the
experiment is displayed in Table 3.

4.2 Experimental Setup
We evaluate the proposed methods on the following
models:

• Multilingual BERT (mBERT): A masked lan-
guage model pre-trained on 104 languages
with 110M parameters. We use BERT-Base,
Multilingual Cased, which is recom-
mended for languages with non-Latin alpha-
bets.

• Multilingual Sentence Transformer (mST):

A modification of the Sentence Transformer
(Reimers and Gurevych, 2019) aimed at adapt-
ing it for a new language using multilingual
knowledge distillation. The pre-trained model
paraphrase-multilingual-MiniLM-L12-v2
is used for the experiment.

• Korean Llama (kLlama): Llama 3.2
fine-tuned with Korean texts us-
ing instruction tuning. The model
Bllossom/llama-3.2-Korean-Bllossom-3B
(Choi et al., 2024) uploaded to the Hugging-
Face models is utilized.

– kLlamarandom: kLlama evaluated using
randomly selected samples. In all few-
shot learning experiments with kLlama,
we utilize four samples.

All models are implemented with PyTorch
(Paszke et al., 2019) and Huggingface’s Transform-
ers (Wolf et al., 2020). For training, we use the
Adam optimizer (Kingma and Ba, 2015) and set
the learning rate from {1e−05, 2e−05}, an epoch
as 10, a dropout rate of 0.3, and hyperparameters
α and β as 1 . All experiments are conducted on a
Nvidia Quatro RTX 5000, 16 GB memory GPU in
a machine with Intel(R) Xeon(R) Silver 4214 CPU
@ 2.20GHz.

4.3 Evaluation

Using our proposed method, we evaluate how ef-
fectively models trained on the KoSCM dataset
predict stereotypes. To assess the effectiveness of
these models, we measure the accuracy of warmth
and competence prediction on the test data. The re-
sults are presented in Table 4, which illustrates both
the average and standard deviation of the prediction
accuracies.

In our analysis, we observe a significant gap be-
tween the first and second frameworks. The first
framework, which utilizes an embedding model,
demonstrates competitive performance with high
prediction accuracies for both warmth and com-
petence. Notably, mBERT is the best-performing
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Prompt

{"role": "system", "content": "당신은편견판별서비스를제공합니다.주어진글의온기와능력
점수를 -1, 0, 1중에하나로매깁니다. You provide a stereotype detection service. Score the warmth and

competence of a given sentence in one of the three scores: -1, 0, or 1."},
{"role": "user", "content":<sentence>},

〉
× num. samples

{"role": "assistant", "content": "온기 <warmth>,능력 <competence>"}

Table 3: Prompt for Few-Shot Learning. The table above shows the prompt used for few-shot learning with
LLMs. After the system prompt, a sentence is provided as the user prompt, and the assistant predicts warmth
and competence directions. The format of the last two prompts can be duplicated based on the chosen number of
samples.

Model Warmth Competence

mBERT 0.9230 (0.006) 0.9376 (0.005)
mST 0.9172 (0.010) 0.9240 (0.006)
kLlama 0.5376 (0.012) 0.5889 (0.002)
kLlamarandom 0.5002 (0.003) 0.5031 (0.005)

Table 4: Evaluation of KoSCM. The evaluated perfor-
mance of the three selected models is displayed. The
average accuracy of warmth and competence predic-
tions is presented. The standard deviation is indicated
within the parentheses.

model, achieving accuracies of 0.9230 for warmth
and 0.9376 for competence prediction. In contrast,
the second framework designed for LLMs exhibits
much lower performance, with accuracy scores of
around 0.5 across all cases. The performance is par-
ticularly poor when using prompts with randomly
chosen samples for each prediction. Although care-
fully curating the samples does enhance the perfor-
mance slightly, the accuracies still remain modest
at 0.5376 and 0.5889 for warmth and competence
prediction, respectively. We surmise that the perfor-
mance may have been affected by the limited data
distribution of kLlama, as research shows that the
diversity of pretraining corpora significantly im-
pacts in-context learning performance (Shin et al.,
2022; Raventós et al., 2023).

To evaluate the generalization capacity of the
KoSCM, we conduct additional tests to determine
whether the computational analysis aligns with and
supports the results obtained from the SCM sur-
vey conducted in South Korea (Cuddy et al., 2009).
We leverage the best-performing model, mBERT,
from the evaluation to measure the stereotype di-
rections of various social groups. For this analysis,
we utilize the Korean Offensive Language Dataset
(KOLD) dataset (Jeong et al., 2022). The dataset

consists of comments collected from news articles
and videos, with labels indicating group informa-
tion among the 21 target group labels tailored to
Korean culture. We use this group information for
analysis. From the existing group labels, we select
19 groups that intersect with the 23 social groups
in the survey.

We assess the warmth and competence direc-
tions of texts that comment on a target group and
calculate the average warmth and competence di-
rections. Then, the groups are clustered using hi-
erarchical cluster analysis, following the method
of Cuddy et al. (2009). The results are illustrated
in the SCM dimension in Figure 2. In general, we
observe a significant overlap between our results
and the survey findings. For instance, social groups
such as “women,” “blue-collar,” and “Protestants”
fall into the low-competence/high-warmth cluster,
while groups like the “poor” and “unemployed”
are categorized as low-competence/low-warmth.
However, there are also outliers. For example, the
group “public functionaries” is positioned in the
high-competence/high-warmth cluster in our figure,
but it falls within the low-competence/low-warmth
cluster in the survey plot. This discrepancy may
come from the lack of data since outliers like “pub-
lic functionaries” have insufficient data, with only
nine text samples contributing to their classifica-
tion.

5 SCM as a Pancultural Tool

In this section, we explore the applicability of the
proposed computational method of the SCM for
analyzing stereotypes across various languages and
cultures. Based on the survey in Cuddy et al. (2009),
we examine three key hypotheses of SCM: (1)
the two dimensions hypothesis, (2) the ambivalent
stereotypes hypothesis, and (3) the social structural
correlates hypothesis.
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Figure 2: Stereotypes of Groups Projected to the
SCM dimension. Social groups are mapped onto the
SCM dimension according to their predicted warmth
and competence by KoSCM.

Two Dimensions Hypothesis The first hypothe-
sis posits that (1) within each sample, groups will
be positioned along the dimensions of warmth and
competence and that (2) based on their warmth
and competence scores, groups will form multi-
ple clusters, including some at both the high and
low ends of each dimension. As shown in Figure 2,
our results support this hypothesis, as groups are
mapped along the warmth and competence dimen-
sions. The figure reveals a structure that aligns with
the SCM survey. Notably, we identify four distinct
clusters that reflect both high and low scores on
each dimension. Consistent with the survey find-
ings, the largest cluster is the low-competence/high-
warmth group, which encloses the majority of the
sampled groups. Yet we observe that the high-
competence/high-warmth cluster in the survey has
a lower average warmth score compared to our find-
ings. As discussed in Section 4, this dissimilarity
may be attributed to outliers, such as the “public
functionaries” category, which suffered from insuf-
ficient data.

Ambivalent Stereotypes Hypothesis This hy-
pothesis proposes that (1) within any given sample,
there will be significant variations in perceptions
of warmth and competence across different social
groups and that (2) it predicts that cluster analy-
ses will reveal at least one high-competence/low-
warmth cluster and one low-competence/high-
warmth cluster. This indicates that numerous
groups are characterized as being adept in one
area—either warmth or competence—while being
perceived as lacking in the other.

Figure 2 shows four distinct clusters at each end,
which supports the hypothesis that the four clusters

of stereotype content, defined within the warmth-
competence space, have universal characteristics.
We observe that the groups “women” and “elderly”
fall within the low-competence/high-warmth group.
This supports the theory that groups seen as gen-
tle but useless—often associated with a “pitying”
prejudice—frequently include traditional women
and older people. These groups are often viewed
as having strong communal traits but lacking agen-
tic qualities, representing a significant stereotype
identified in the existing literature. (Jackman, 1994;
Glick and Fiske, 2001b,a). In contrast, another sig-
nificant stereotyped group includes those seen as
skilled yet dishonest. Our analysis emphasizes in-
dividuals labeled as “intellectuals” and “rich” in
this group. It shows that “envious” prejudice fre-
quently targets those considered alarmingly skilled
yet untrustworthy (Glick and Fiske, 2001b,a; Fiske
et al., 2002; Glick, 2002). This dynamic highlights
the complex relationship between admiration and
disdain influencing societal perceptions.

Social Structural Correlates Hypothesis The
social structural correlates hypothesis suggests that
(1) within each sample, perceived status is expected
to positively correlate with competence and that (2)
perceived competition is anticipated to negatively
correlate with warmth. In the survey, participants
are asked to evaluate the perceived status and com-
petition of various social groups. As we cannot ac-
cess the information of commentators in the KOLD
dataset, we focus on validating the first part of the
hypothesis by examining the relationship between
perceived status and competence ratings.

In our analysis, we utilize average wage statistics
as a measure of perceived status, recognizing that
socioeconomic status is a complex, multidimen-
sional construct influenced by various factors, with
income being a key component (Havranek et al.,
2015). Individuals with lower incomes often face
a lack of economic resources, which leads to so-
cial disadvantages such as limited access to quality
education, poor working conditions, housing inse-
curity, and living in unsafe neighborhoods. These
factors collectively contribute to a lower perceived
status within society. Thus, we use income infor-
mation as a symbolic indicator of perceived status,
emphasizing its significant effect on individuals’
overall social standing.

The Korean Ministry of Employment and Labor
publishes the Current Status of Wage Distribution
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status-competence corr.

koSCM 0.71
South Korea 0.64
Universal Average 0.79

Table 5: The correlation between perceived status
and competence. The table displays the correlation
coefficient between perceived status and competence

by Business Characteristics every year 3. We refer-
ence the 2024 report to extract the average income
across different social groups. This report offers
average wage data categorized by labor industry,
gender, and years of experience. Due to the ambi-
guity in categorizing jobs within non-occupational
social groups like “intellectuals” and “rich,” we
exclude these groups from this analysis. The report
includes gender data for all jobs, so the average
income for each gender is computed to represent
the perceived status of the groups “women” and
“men.”

Next, we calculate the correlation coefficient be-
tween the average wage and competence for the
social groups. The correlation coefficient is com-
puted as cov(wage, competence)/(σwage · σcompetence).
As shown in Table 5, the calculated correlation
value is 0.71, a positive correlation that supports
the hypothesis. In the survey, South Korea has a cor-
relation of 0.64, and the average of all 13 surveys
shows a correlation of 0.79.

6 Conclusion

In this paper, we propose the Korean Stereo-
type Content Model (KoSCM), a theory-grounded
stereotype model that adapts the existing SCM for
the Korean language and culture. We develop a
Korean warmth-competence lexicon by translating
existing English lexicons and curating a Korean
dictionary of seed words. This translated lexicon is
used to train the KoSCM, a classification model for
predicting directions in warmth and competence
dimensions. Then, we utilize KoSCM to analyze
stereotypes of age, gender, and religious groups
in Korean texts, comparing the results to the so-
cial psychology survey. To test whether the com-
putational approach of SCM can be applied cross-
culturally, we examine three core hypotheses of the
SCM: the two-dimensional structure of stereotypes,
the presence of ambivalent stereotypes, and the re-

3Ministry of Employment and Labor website

lationship between stereotypes and social structure.
This study marks the first attempt to adapt the

SCM to the Korean language, aiming to enhance
the understanding of stereotypes across languages.
In the future, we plan to expand our research by
incorporating additional languages and utilizing
the warmth-competence framework to develop an
algorithm that can guide and transform stereotypes
present in sentences.

Limitations

We recognize several limitations that may impact
the validity of our findings. Despite our efforts to
minimize authorial bias, there remains a possibility
for such bias to influence both the experimental
design and analysis. For example, the process of
clustering social groups is inherently affected by
the selection of hyperparameters, which can signifi-
cantly alter the resulting clusters. Additionally, our
decisions in curating prompts for sampling from
the dataset and crafting the prompt texts introduce
further elements of bias. Hence, these decisions
may result in selection bias, which could ultimately
impact the conclusions drawn from our study.

Furthermore, our data and experiments are lim-
ited by scale constraints. Unlike the abundance of
resources available for English models and datasets,
there is a significant lack of open-source Korean
datasets and models, which has limited our efforts.
This insufficient data may suggest that the mod-
els utilized in this research are not performing at
the same level as their English counterparts. For
instance, while conducting back-translation in the
data curation process, we observed significant noise
in the generated data, which might indicate the dif-
ficulties posed by limited resources.

Ethical Considerations

We curate and publish the KoSCM dataset, which
is used for training and evaluating KoSCM. This
dataset is based on a specific social psychology the-
ory known as the SCM, meaning our research inves-
tigates stereotypes within this particular framework.
As a result, our dataset and analysis do not encom-
pass the complete range of perspectives on stereo-
types. Therefore, we advise researchers utilizing
the KoSCM dataset and the proposed translation
framework to be mindful of these limitations and
encourage them to explore additional methodolo-
gies to gain a more comprehensive understanding
of stereotypes.
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We strongly recommend against using this re-
search for harmful purposes, including the promo-
tion and dissemination of stereotypical biases.
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A Templates for Sentence Generation

In this section, we describe the details of the tem-
plates used for generating sentences in Section 3.
The templates are curated based on the part-of-
speech (POS) tagging of the seed words. The cu-
rated seed words contain noun and adjective tags.
Based on those tags, we utilize the two templates
in Table 2. The subject words for the templates are
chosen carefully to ensure that the generated sen-
tences do not contain information about specific
social groups. For instance, the pronouns "he" and
"she" indicate a person’s gender. We chose to avoid
using these pronouns as subjects because our ob-
jective is to develop a dataset focused on learning
the dimensions of warmth and competence. The
subject words used for the templates are: [“나 I”,
“너 You”, “우리 We”, “그사람 A person”, “저사람
That person”, “이사람 This person”]. With the curated
templates, a total of 1,710 sentences are generated.
Here are sample sentences generated using the tem-
plates: “나는능력이있다. I have competence.”, “그
사람은 친절한 사람이다. A person is a friendly per-

son.”.
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Abstract

Warning: This paper contains content that may
be offensive or upsetting

Content moderation is a global challenge, yet
major tech platforms prioritize high-resource
languages, leaving low-resource languages
with scarce native moderators. Since effective
moderation depends on understanding contex-
tual cues, this imbalance increases the risk of
improper moderation due to non-native modera-
tors’ limited cultural understanding. Through a
user study, we identify that non-native mod-
erators struggle with interpreting culturally-
specific knowledge, sentiment, and internet cul-
ture in the hate speech moderation. To assist
them, we present LLM-C3MOD, a human-
LLM collaborative pipeline with three steps:
(1) RAG-enhanced cultural context annota-
tions; (2) initial LLM-based moderation; and
(3) targeted human moderation for cases lack-
ing LLM consensus. Evaluated on a Korean
hate speech dataset with Indonesian and Ger-
man participants, our system achieves 78% ac-
curacy (surpassing GPT-4o’s 71% baseline),
while reducing human workload by 83.6%. No-
tably, human moderators excel at nuanced con-
tents where LLMs struggle. Our findings sug-
gest that non-native moderators, when properly
supported by LLMs, can effectively contribute
to cross-cultural hate speech moderation.

1 Introduction

Content moderation has evolved into a global chal-
lenge, yet major tech platforms concentrate their re-
sources primarily on high-resource languages (Wit-
ness, 2023). Meta allocates 87% of its misinforma-
tion budget to English content despite only 9% of
users being English speakers, exemplifying a sys-
temic bias in content moderation (Milmo, 2021).
This imbalance has led to increased hate speech and
misinformation in non-English contexts, alongside

*Equal contribution.

응 준비완~~~ 군캉스 개꿀~~~

Original Hate Speech (KO)

Native Hate Speech(HS) Moderation

Non-Native HS Moderation
w/o Cultural Context

Non-Native HS Moderation
w/ Cultural Context

 Offensive

Yes, ready~~~ Military 
vacation so sweet~~~

Translated Hate Speech(EN)

Offensive

Military vacation (군캉스):
A portmanteau of 
"military" and "vacation" in 
Korean. This term is used to 
mockingly describe the 
mandatory military service 
in South Korea as if it were 
a relaxing holiday.

Cultural Context
Not Offensive

Yes, ready~~~ Military 
vacation so sweet~~~

Translated Hate Speech(EN)

Figure 1: An example of a non-native hate speech mod-
erator performing hate speech detection with and with-
out cultural context.

risks of improper content moderation due to in-
sufficient cultural understanding (Nigatu and Raji,
2024; Elswah, 2024).

Given the scarcity of native moderators for many
languages, we argue that exploring methods for
non-native hate speech moderation is crucial. As
exemplified in Figure 1, non-native moderators can-
not simply rely on machine translation, as hate
speech moderation task requires deeper cultural
and political context to make an informed deci-
sion (Chan et al., 2024; Lee et al., 2024). Recent re-
search has explored using Large Language Models
(LLMs) for content moderation (Kolla et al., 2024a;
Jha et al., 2024) and hate speech detection (Roy
et al., 2023; Zhang et al., 2024), but primarily fo-
cuses on single-language scenarios, leaving cross-
cultural challenges largely unexplored (Pawar et al.,
2024; Hee et al., 2024).
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We present LLM-C3MOD, a system that
leverages retrieval-augmented generation (RAG)-
enhanced LLMs (Lewis et al., 2020) to assist non-
native moderators through three key components:
(1) cultural context annotation, (2) initial LLM-
based moderation, and (3) targeted human mod-
eration. Our system leverages web search results
to generate reliable cultural annotations, helping
non-native moderators better understand culturally
specific expressions and nuances. Also, through
LLM-based initial screening, we maintain efficient
workload distribution between automated and hu-
man moderation.

We evaluate LLM-C3MOD on KOLD (Jeong
et al., 2022), a Korean hate speech dataset, with
non-native participants from Indonesia and Ger-
many. Our system achieves 78% accuracy (sur-
passing the 71% GPT-4o baseline) while reducing
human workload by 83.6%. Notably, providing cul-
tural context annotations improves non-native mod-
erator accuracy from 22% to 61%. We found that
human moderators particularly excel at nuanced
tasks where LLMs struggle, such as interpreting
internet culture, including memes and their cultural
references.

Our main contributions are as follows:

• We empirically identify key challenges faced
by non-native moderators in cross-cultural
hate speech moderation through user study.

• We develop a RAG-enhanced cultural annota-
tion system that demonstrably improves hate
speech moderation accuracy for both humans
and LLMs.

• We propose LLM-C3MOD, an effective
human-LLM collaboration pipeline that strate-
gically integrates machine efficiency with hu-
man judgment.

Our findings demonstrate that non-native mod-
erators, when properly supported by LLMs, can
contribute effectively to cross-cultural hate speech
moderation, addressing critical needs in global on-
line safety.

2 Related Work

2.1 Hate Speech Moderation: Cultural
Considerations

Hate speech moderation is a type of content mod-
eration that involves various tasks, including de-
tecting (Park and Fung, 2017; Vidgen et al., 2021),

explaining (Sap et al., 2020; ElSherief et al., 2021;
Mathew et al., 2021), and countering (Masud et al.,
2022; Chung et al., 2019) hate speech on online
platforms. One of the challenges in this domain lies
in understanding diverse cultural and contextual
cues that differ across countries and regions (Hee
et al., 2024).

To address this challenge, recent works have in-
troduced hate speech datasets that incorporate vari-
ous linguistic and cultural factors (Lee et al., 2023;
Jeong et al., 2022; Jin et al., 2024; Lee et al., 2024;
Arango Monnar et al., 2022; Deng et al., 2022; De-
mus et al., 2022; Maronikolakis et al., 2022; Ye
et al., 2024; Muhammad et al., 2025). Another re-
cent works have proposed culturally-specific hate
speech moderation methods (Li et al., 2024; Ye
et al., 2024). Furthermore, Masud et al. (2024)
explore the potential of utilizing LLMs as hate
speech annotators representing specific cultural or
geographical groups. However, these approaches
largely focus on moderation within specific mono-
cultural contexts. This leaves a gap in addressing
the complexities of cross-cultural hate speech mod-
eration where human moderators are required to
handle content from unfamiliar cultural or linguis-
tic contexts. In this work, we examine the difficul-
ties of non-native annotators and their potential in
cross-cultural hate speech moderation.

2.2 Hate Speech Moderation: Human-LLM
Collaboration

Recent works have investigated LLM-assisted con-
tent moderation (Kolla et al., 2024b; Kumar et al.,
2024) and hate speech moderation (Vishwamitra
et al., 2024; Kang and Qian, 2024; Wang et al.,
2023; Yang et al., 2023; Podolak et al., 2024). How-
ever, for tasks that are heavily context-dependent,
such as content moderation, human moderators
are known to outperform automated systems by
making more nuanced decisions that consider con-
textual subtleties (Alkhatib and Bernstein, 2019;
Gorwa et al., 2020).

Thus, to utilize both human intelligence and ma-
chine moderator’s scalability and efficiency, there
is growing exploration of human-machine collabo-
ration for hate speech moderation (Jhaver et al.,
2019; Thomas et al., 2024; Ding et al., 2024;
Breazu et al., 2024). Yet, it remains unclear how
LLMs can be effectively leveraged in cross-cultural
hate speech moderation scenarios. In this work, we
utilize LLMs as cultural context annotators and
hate speech moderator agents, proposing a human-
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LLM collaboration cross-cultural hate speech mod-
eration pipeline.

3 User Study: Understanding Non-Native
Moderators’ Challenges

In this section, we explore the challenges non-
native moderators face when relying solely on basic
machine translation for hate speech detection. A
user study was conducted with non-Korean moder-
ators on KOLD (Jeong et al., 2022), a Korean hate
speech detection dataset.

3.1 Method

Dataset KOLD (Jeong et al., 2022) consists
of comments and titles from Naver News and
YouTube, annotated by native Korean speakers
for offensiveness. From this dataset, we manu-
ally curated 100 culturally specific samples and
categorized them into 8 themes including political,
religious, historical topic. For each theme, one
offensive and one non-offensive sample were se-
lected, resulting in 16 samples for the user study.
The samples were translated into English using
GPT-4o (OpenAI et al., 2024), creating 16 English
comment-title pairs for evaluation.

Experimental Design In this user study, two non-
Korean graduate students participated as annota-
tiors. One student is from Indonesia and the other
student is from Germany. Neither had prior expo-
sure to the KOLD dataset.

The participants’ task was to annotate the of-
fensiveness of the provided comments following
adapted guidelines based on the KOLD dataset an-
notation framework. These guidelines, as in the
original KOLD guideline, included identifying and
marking specific spans of text considered offen-
sive within the comments. Aside from the usual
“Offensive” and “Non-offensive” options, we intro-
duced an additional “I don’t know” option. Specifi-
cally, when the participant is uncertain about a com-
ment’s offensiveness, they were instructed to select
“I don’t know” and indicate what additional infor-
mation would help them make a decision. Also,
the participants were permitted to use an English
dictionary for clarifying word meanings but were
strictly prohibited from using search engines or
LLMs during the annotation process.

3.2 Results

The participants struggled with the task, answering
incorrectly or selecting “I don’t know” for nearly

half of the samples, achieving an overall accuracy
of 56.25%. Participant 1 answered correctly for 9
samples, incorrectly for 2, and chose “I don’t know”
for 5 samples. Similarly, participant 2 answered
correctly for 9 samples, incorrectly for 4, and chose
“I don’t know” for 3 samples.

3.3 Findings

The user study revealed three key challenges faced
by non-native moderators: difficulties in under-
standing culturally-specific knowledge, sentiment
and internet culture.

Cultural Knowledge Participants struggled with
unfamiliar Korean-specific named entities such as
“Northwest Youth League (서북청년단),”. For in-
stance, in the comment “If it were our country, it
would be like the Northwest Youth League ruling
the nation (우리나라로치면서북청년단이나라를
지배하는꼴)”, both participants selected “I don’t
know” and indicated that they need more infor-
mation about the named entity “Northwest Youth
League”.

Cultural Sentiment Another challenge arose
from the cultural sentiment disparities. For ex-
ample, participants marked the comment “root out
pro-Japanese collaborators (친일파를뿌리뽑다)”
as “offensive” due to the phrase “root out”. How-
ever, in the Korean cultural context, “pro-Japanese
collaborators” refers to individuals who cooper-
ated with Japanese imperial policies during the
colonial era, a group widely criticized and con-
demned in Korea. Thus, the comment is considered
non-offensive within its cultural context. However,
these participants marked it as offensive because
they did not share the sentiments and cultural sen-
sitivity of Koreans.

Internet Culture The participants also encoun-
tered difficulties with understanding Korean inter-
net memes, slang, and humor such as the comment
“The reason why Gag Concert has no choice but
to fail...(개콘이망할수밖에없는이유...)”. Gag
Concert, a popular Korean comedy show, is often
referenced in internet memes to describe absurd
real-life situations, especially in serious contexts
like politics or religion. The meme suggests that
these real events are so ironic and comedic that they
outshine scripted humor, causing the comedy show
to seem less relevant. Both participants marked “I
don’t know” due to a lack of context to understand
the reference.
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Figure 2: Overview of LLM-C3MOD. The pipeline consists of three steps: 1) generating cultural context
annotations, 2) initial moderation using LLM moderators, and 3) final moderation by non-native human moderators.
Further details are provided in Section 4.

These findings emphasize the need to provide
cultural context for non-native moderators in hate
speech detection tasks, especially to assist them in
understanding culturally-specific knowledge, senti-
ment, and internet culture. Hate speech examples
for each category are provided in Appendix A.

4 LLM-C3MOD: A Human-LLM
Collaborative Hate Speech Moderation
Pipeline

In this section, we suggest how LLMs can assist
non-native moderators in understanding and mod-
erating cross-cultural hate speech.

Based on our findings in Section 3, we propose
LLM-C3MOD, a human-LLM collaborative hate
speech moderation pipeine that includes 1) auto-
matically generating cultural context 2) initial mod-
eration with LLM moderators and 3) moderation
with non-native human moderators. The process is
described in Figure 2.

Step 1: Automatic Cultural Context Generation
To assist hate speech moderation, we automatically
generate cultural context of each title-comment
pairs with GPT-4o (OpenAI et al., 2024). Notably,
reliable cultural context annotations should not con-
tain misinformation and should be able to handle
up-to-date information, considering the real-time
nature of content moderation. However, LLMs
have limitations as they cannot process data beyond
their training time and exhibit inherent hallucina-
tion (Xu et al., 2024).

To mitigate these problems, we employ

RAG (Lewis et al., 2020) and CoT (Wei et al., 2022)
frameworks. Specifically, we use following steps to
generate cultural context annotation: (1) detect text
span in the titles and comments related to follow-
ing three aspects—culturally-specific knowledge,
sentiment, and internet culture; (2) search for re-
lated articles or documents in the internet(RAG);
(3) annotate objective cultural context based on the
retrieved information. The samples of generated
cultural context are shown in Appendix A. Further-
more, the prompts used in this process and their
corresponding responses are detailed in Appendix
D.1 and E, respectively.

Since our goal is to provide additional informa-
tion that can assist non-native moderators in mak-
ing accurate decision, we strictly limit our annota-
tion to ‘objective contexts’. In this stage, we do not
task LLMs with determining whether a comment
is offensive.

Step 2: Initial LLM Moderation To ensure scal-
ability of the pipeline, we employ LLM agents for
initial hate speech detection. Using the cultural con-
text annotations generated in Step 1, three LLM
moderators classify each comment as either offen-
sive or non-offensive. The outcomes fall into one
of two scenarios: (1) all three LLM moderators
agree, or (2) one LLM moderator disagrees with
the other two. In the first case, the pipeline con-
cludes with the unanimous decision of the LLM
moderators. In the second case, the pipeline moves
to the next step for further review. In this study, we
utilized three GPT-4o (OpenAI et al., 2024) agents
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Number of
Samples

Baseline
(GPT-4o)

Our Pipeline
(GPT-4o & Human)

All Samples 171 0.71 0.78
Decision at Step 2: LLM Moderators 143 0.72 0.78Total
Decision at Step 3: Human Moderators 28 0.67 0.75
All Samples 61 0.78 0.75
Decision at Step 2: LLM Moderators 54 0.76 0.76Cultural Knowledge
Decision at Step 3: Human Moderators 7 0.91 0.71
All Samples 51 0.69 0.78
Decision at Step 2: LLM Moderators 41 0.76 0.78Cultural Sentiment
Decision at Step 3: Human Moderators 10 0.43 0.80
All Samples 59 0.67 0.80
Decision at Step 2: LLM Moderators 48 0.65 0.81Internet Culture
Decision at Step 3: Human Moderators 11 0.73 0.73

Table 1: Comparison of LLM-C3MOD (GPT-4o & Non-native Human) and a GPT-4o baseline(avg. of three runs)
on 171 KOLD dataset samples. The samples are categorized based on the required type of cultural understanding: 1)
cultural knowledge (N= 61), 2) cultural sentiment(N = 51), and 3) internet culture(N = 59). Using LLM-C3MOD,
samples are divided into two groups: those resolved in Step 2 with agreement among LLM moderators and those
requiring further review by human moderation in Step 3. LLM-C3MOD significantly improves performance in
Step 3, increasing overall accuracy from 0.71 to 0.78. KOLD samples for each category, along with cultural context
annotations, are provided in Appendix A.

as LLM moderators.

Step 3: Non-native Human Moderation Sam-
ples flagged due to LLM disagreement are passed
to non-native human moderators, as such samples
are implicitly more challenging. Human moder-
ators are provided with the same cultural context
annotations, titles and comments. The final deci-
sion is determined by majority voting among three
non-native human moderators.

5 Experiments

5.1 Cultural Context Annotation

We conduct an A/B test to evaluate the effen-
tiveness of cultural context annotations using a
small set of 12 manually selected samples from
the KOLD dataset. The samples include seven
offensive and five non-offensive comments, four
from each category—culturally-specific knowledge,
sentiment, and internet culture. For human moder-
ators, we recruited three non-Korean participants.
Initially, they performed hate speech detection with-
out the cultural context annotations, following the
procedure described in Section 3.1. Then, they re-
peated the task on the same set of samples with
the cultural context annotations provided. We con-
ducted the same task using three GPT-4o modera-
tors.

Table 2 shows that the generated cultural context

Cultural Context Annotation
✗ ✓

Human Moderators 0.22 0.61
GPT-4o Moderators 0.67 0.92

Table 2: Performance of humans and LLMs in hate
speech detection with and without cultural context an-
notations on 12 KOLD samples. The performance is
measured as the average of three non-native human mod-
erators and three GPT-4o moderators.

annotations help improve the performance of both
humans and LLMs in hate speech detection task. In
particular, LLMs demonstrate high accuracy when
the annotations are provided, showing promises.

5.2 LLM Moderators

We compare moderation capabilities of various
LLMs to determine the most suitable LLM to serve
as the moderator in our pipeline. For this section
and the evaluation of pipeline, we manually select
171 samples from the KOLD dataset. Specifically,
50 samples were categorized as cultural knowledge,
62 as cultural sentiment, and 60 as internet culture.

Aligned with our proposed pipeline, we evaluate
three LLMs as a group and compare their agree-
ment ratios and accuracy on unanimously agreed
answers. The comparison includes a GPT-4o group,
a Claude-3-haiku group, a Gemini-1.5 group, and a
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Avg. Acc. Agree. Ratio Agree. Acc.

GPT-4o 0.74 0.84 0.75
Claude-3-haiku 0.71 0.84 0.73
Gemini-1.5 0.73 0.82 0.74
Mixed 0.72 0.78 0.72

Table 3: Comparison of LLM Moderator Groups –
Each group consists of three GPT-4o, Claude-3-Haiku,
Gemini-1.5, or a mix of these models. Avg. Acc. repre-
sents the average hate speech detection accuracy. Agree.
Ratio indicates the proportion of samples with unani-
mous agreement among all models in a group. Agree.
Acc. measures accuracy on those unanimously agreed
samples.

mixed group consisting of one GPT-4o, one Claude-
3-haiku, and one Gemini-1.5.

In Table 3, the results show that GPT-4o group
achieves the highest average accuracy. While
Claude-3-haiku group demonstrates the highest
agreement ratio, it falls short in accuracy, making
it the least suitable option for our pipeline. GPT-
4o achieves the best accuracy on samples where
unanimous agreement is reached. Although GPT-
4o group reaches unanimous agreement on fewer
samples, the accuracy of its agreed-upon samples is
high, the high accuracy of these agreed-upon sam-
ples makes it a reliable choice for our pipeline.
Based on these findings, we use three GPT-4o
agents as the LLM moderators in our pipeline.

5.3 LLM-C3MOD Pipeline

The goal of this pipeline is to accurately and effec-
tively conduct hate speech moderation. Based on
prior findings, GPT-4o is employed as both the cul-
tural annotation generator and the LLM moderator.
For non-native human moderators, we recruited
three graduate students: two from Indonesia and
one from Germany. We use the same 171 KOLD
samples from the LLM moderator evaluation ex-
periment.

Table 1 compares the performance of our
pipeline with a GPT-4o baseline (avg. of three
runs). Our pipeline achieved 78% accuracy, exceed-
ing the GPT-4o baseline accuracy of 71%. Further-
more, only 28 out of 171 samples failed to achieve
unanimous agreement among the LLM moderators,
reducing the workload for human moderators by
83.6

In Step 2, of the 143 samples that reached unani-
mous agreement, the LLM moderators made cor-
rect decisions on 112 samples, achieving 78% accu-

racy. In Step 3, majority voting among non-native
human moderators achieved 75% accuracy, signifi-
cantly surpassing the baseline GPT-4o’s accuracy
of 43%. These results demonstrate that our pipeline
effectively improves the overall performance of
hate speech moderation by identifying more chal-
lenging samples and delegating them to human
moderators for review.

The performance of our pipeline showed no sig-
nificant differences across the three categories (Ta-
ble 1). However, there were several interesting
features when our pipeline (human-LLM collab-
oration) is compared to the baselines. First, in
the cultural knowledge category, where extracting
factual data is more critical than understanding nu-
ances, the performance decreased after applying
our pipeline. However, in the cultural sentiment
category and internet culture category, where un-
derstanding nuances takes precedence, the perfor-
mance significantly improve through our pipeline.
The accuracy comparison within the actual pipeline,
specifically between the three LLM moderators and
the non-native human moderator in step 3 (major-
ity voting) can be seen in Table 4. For cultural
knowledge, the Non-native human moderator ac-
curacy shows significant fluctuation, sometimes
higher and sometimes lower. However, for other
categories, the accuracy generally tends to improve.
In the case of internet culture category, while the fi-
nal LLM moderator accuracy is slightly higher than
the human moderator accuracy, this difference is
only by one sample among 11 samples. When con-
sidering the overall performance across the three
LLM moderators, the NN-human moderator case
generally shows an upward trend in internet culture
category.

These observations suggest that in content mod-
eration tasks, there are aspects where humans still
outperform LLMs by a substantial margin espe-
cially when understanding context and nuance is
critical.

6 Discussion

6.1 Native vs. Non-native Moderator
Performance

In this discussion section, we aim to compare the
performance of non-native moderators to native
moderators. We conduct a statistical analysis of
Korean (native) annotators in the KOLD dataset
and non-native participants in our experiment.

The hate speech detection accuracy of each in-
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LLM Moderator
(GPT-4o)

NN Human
Moderator

1 2 3
Total 0.43 0.57 0.61 0.75
Cultural Knowledge 0.86 0.71 0.43 0.71
Cultural Sentiment 0.30 0.80 0.50 0.80
Internet Culture 0.27 0.27 0.82 0.72

Table 4: Accuracy comparison in the Step3 in our
pipeline: 3 LLM moderators(GPT-4o)’ accuracy and
Majority voting accuracy between 3 non-native human
moderators. The comparision was done on 28 samples,
and on each category; named entity (N=7), cultural
sensitivity (N=10), and local memes (N=11). Cases
where the LLM Moderator accuracy is lower than the
NN-Human Moderator’s Majority Voting accuracy are
highlighted in blue , while cases where it is higher are
highlighted in red .

Non-Native Moderators Avg.
1 2 3 Non-Natives Natives

Acc. 0.68 0.82 0.68 0.73 0.89

Table 5: Comparison of hate speech detection accuracy
between individual non-native moderators and native
moderators. For non-native moderators, accuracy is
calculated based on 28 samples from the pipeline vali-
dation experiment (Step 3). For native moderators, the
average accuracy is calculated across 1,749 annotators
who annotated more than 9 samples, using the entire
KOLD dataset.

dividual annotator in the KOLD dataset was mea-
sured as follows. Each sample in the KOLD dataset
includes the judgment results of three Korean an-
notators, along with their respective annotator IDs.
Using this information, we identified all annotator
IDs who annotated more than 9 samples from the
KOLD dataset annotations. Then, we calculated
the accuracy of each annotator by measuring how
often their annotations matched the golden answers.
The results are visualized in Figure 3.

As a result, we found that a total of 3,124 anno-
tators contributed to annotating 40,429 samples in
the KOLD dataset. on average, each annotator an-
notated 38.8 samples, with a median of 12 samples
per annotator. Among them, 1,749 annotators an-
notated more than 9 samples. Within these filtered
annotators, the mean accuracy was 0.89 (standard
deviation: 0.074), and the median accuracy was
0.91. Note that the average accuracy cannot fall
below 0.66, as the golden answers in the KOLD
dataset are determined by the majority vote of the
three Korean annotators.

We also calculated the hate speech detection ac-
curacy of each non-native participants who took
part in the final pipeline validation experiment. The
results are presented in Table 5. Every participant
showed lower performance compared to the aver-
age accuracy of the Korean annotators. This im-
plies the persistent gap between non-native moder-
ators and native moderators. However, it is difficult
to attribute the performance difference solely to the
limitations of the non-native moderators.

The average accuracy of the Korean annotators
was calculated across all samples in the KOLD
dataset. In contrast, the accuracy of the pipeline val-
idation experiment participants was measured on a
filtered set of samples requiring cultural knowledge
and understanding for proper moderation. This
suggests that non-native moderators might perform
better on the full dataset, as it includes samples that
do not require cultural knowledge for moderation.
Meanwhile, we did not assess the accuracy of na-
tive moderators using the same set of 28 samples
as the non-native moderators. This isbecause 27
KOLD annotators participated in annotating those
28 samples, with all but one (who annotated two
samples) working on only one sample. Calculat-
ing accuracy with 28 samples would result in each
KOLD annotator having either 0% or 100% accu-
racy, making the averaged accuracy meaningless.

Thus, our results indicate that non-native moder-
ators still fall short compared to native moderators.
However, these findings should be interpreted with
caution due to inherent limitations in the statistical
comparison.

6.2 Limitations of Early Decision-Making and
Error Analysis

While our pipeline effectively reduces human work-
load by leaveraging LLM moderators in step 2, it
has certain limitations. In our pipeline, an early
decision is made in Step 2 when all three LLM
moderators reach a consensus. However, if they
unanimously agree on an incorrect judgment at this
stage, the pipeline lacks a mechanism to correct
this error. In our pipeline validation experiment, 31
out of 143 early decision samples (18% of all sam-
ples) resulted in incorrect unanimous agreements.
In this discussion, we analyze the difficulty of these
misclassified samples, as presented in Table 6.

We implicitly define the difficulty of a hate
speech sample based on the agreement among na-
tive moderators. In the KOLD dataset, golden an-
swers are determined by the majority vote of three
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LLM Moderators

KOLD Annotators Correct Incorrect

Agree 91 (0.63) 14 (0.10)
Disagree 21 (0.15) 17 (0.12)

χ2 = 16.2064

p = 0.000057 (< 0.05)

Table 6: Analysis of 143 samples that reached unan-
imous agreement in Step2 of our pipeline during the
pipeline validation experiment. The samples were first
categorized based on whether the LLM moderators’
unanimous decision was correct. Then, the samples
were divided according to the level of agreement among
the three Korean annotators of the KOLD dataset. A
Chi-square test was conducted, showing that the LLMs’
decisions are significantly correlated with the agreement
among the Korean annotators, reflecting the inherent dif-
ficulty of the samples.

annotators. If all three annotators agree, the sample
is likely to be straightforward and reliable. Con-
versely, if the annotators disagree, the sample may
be more ambiguous or challenging. To investigate
the relationship between LLM agreement accuracy
(143 samples) and the agreement level of KOLD hu-
man annotators, we conducted a Chi-square test to
test the null hypothesis H0: the accuracy of LLM-
agree samples is independent of human agreement.
The results showed a Chi-square value of 16.2064
and a p-value of 0.000057 (< 0.05), leading to the
rejection of the null hypothesis. This indicates that
the incorrect unanimous agreements in Step 2 are
more likely to be inherently difficult even for na-
tive moderators. Thus, solving these samples may
require a more advanced pipeline or the assistance
of native moderators. The full sample analysis is
in Appendix B.

7 Conclusion

We presented LLM-C3MOD, a system that assists
non-native moderators in cross-cultural hate speech
detection through RAG-enhanced cultural context
annotations and strategic human-LLM collabora-
tion. By addressing three key challenges identi-
fied from our user study—understanding culturally-
specific knowledge, navigating cultural sentiment
differences, and interpreting internet culture—our
system achieves 78% accuracy while reducing hu-
man workload by 83.6% in Korean hate speech
moderation with Indonesian and German partici-

pants. This demonstrates that non-native moder-
ators, when supported with appropriate cultural
context, can effectively contribute to content mod-
eration across linguistic and cultural boundaries. In
future work, we aim to explore extending LLM-
C3MOD to examine its effectiveness across differ-
ent cultural and linguistic combinations, beyond the
Korean-English pairing examined in our study. We
hope our findings contribute to advancing research
in cross-cultural content moderation, addressing
critical challenges in global online safety.

Limitations

Language Proxy Considerations The partici-
pants in our user study and pipeline evaluation ex-
periment are from Indonesia and Germany, and
English is not their first language. Thus, they re-
lied on a proxy language (English) to understand
the Korean content. This likely made it more chal-
lenging for them to fully grasp the nuances of the
language when assessing the offensiveness of the
content. To address this limitation, future work
will involve translating the content into each partic-
ipant’s native language.

Early Decision-Making in the Pipeline Our
pipeline makes an early decision without additional
offensiveness verification when the three LLM
moderators reach an unanimous agreement. As
a result, our pipeline cannot correct unanimous in-
correct decisions made during the early decision
stage. To minimize this risk, we selected 3 GPT-4o
models since it is the combination which showed
highest agree accuracy(Table 3). Furthermore, er-
rors that were not filtered out underwent quantita-
tive analysis through Chi-square testing in Section
6.2, showing that the errors missed during early
decisions in Step 2 in our pipeline were likely to
involve more difficult cases or be inaccurate. How-
ever, since there remain cases where the LLMs
make errors, future work should focus on address-
ing this limitation. Additionally, efforts to improve
performance on challenging cases should also be
prioritized. For example, increasing the number of
LLM Moderators beyond the current three may en-
hance the reliability of the LLM uncertainty. Addi-
tionally, incorporating LLM consistency-checking
methods alongside the use of LLM Moderators
could further improve the robustness and accuracy
of the system.
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Other annotator demographics were not collected
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vice. The API calls to the GPT models were done
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Appendix

A Cultural Context Example

Table 7 shows the samples of cultural context annotations on KOLD dataset.

Category Label Context(title) Comment Cultural Context Anntoation

Cultural
Knowledge

OFF

GS25 , 브레이브걸스 포스터

또젠더이슈논란

GS25 , Brave Girls poster, another
gender issue controversy

브레이브걸스 =페미아이돌
Brave Girls =feminist idol

GS25: A major convenience store chain in South Korea.
They faced controversy over a promotional poster featuring
a hand reaching for a sausage, which some critics saw as
referencing a feminist symbol associated with Megalia.
Brave Girls: Known for their viral hit Rollin’.
Linked to feminist discourse in South Korea due to perceived
support for gender equality.

NOT

‘ N번방 ’밝힌 ‘추적단불꽃 ’,
與선대위합류. . . 젠더공약돕는다
The ‘ Tracking Team Fire ’ that
exposed the ‘ Nth Room ’ joins the
ruling party’s election committee...
Helping with gender pledges

N번방을추적해공론화시킨
추적단불꽃을응원합니다.

I support the tracking team Flame
that tracked and publicized
the Nth Room .

Nth Room: A major digital sex crime scandal in South Korea
involving the production and distribution of explicit videos,
including those of minors, through Telegram chatrooms,
sparking nationwide outrage.
Tracking Team Flame: A duo of university student activists,
played a crucial role in exposing the case, leading to law
enforcement action and policy changes on digital sexual crimes.

Cultural
Sentiment

OFF

‘모든국가와우호적관계’. . .
내부는 ‘공포정치’
‘Friendly relations with all countries"
. . . internally ‘politics of fear’

정은이가친구해줄거다.
Jeongeun will be your friend.

‘Jeongeun’ refers to North Korean leader Kim Jong-un.
He is known for ruling North Korea through a regime of
fear and political repression.

NOT

박용진이던진 ‘여성군사훈련’. . .
젠더넘은찬반양론불붙나

Yong-jin Park’s proposal for
‘women’s military training’
ignites debate. . . Will the
controversy further intensify
beyond gender?

남자도 무조건애낳으면

2년육아전담의무화
Men should also be required to

take full responsibility for childcare
for two years unconditionally

if they have a child.

In South Korea’s gender debate, men’s two-year mandatory
military service is often compared to women’s role in childbirth
and the societal expectation of primary childcare responsibility.

Internet
Culture

OFF

[세상읽기]여성+가족부해체
[Reading the World] Dissolution
of the Ministry of Women
and Family

응준비완∼∼∼군캉스 개꿀 ∼∼∼
Yes, ready∼∼∼
Military vacation so sweet ∼∼∼

‘Military vacation’: a sarcastic term combining ‘military’
and ‘vacation,’ used to criticize perceptions that South
Korea’s mandatory military service is easier than it actually is.
‘So sweet’: a slang term where ‘개’ (dog) intensifies
‘꿀’ (sweet), meaning something is very easy or satisfying,
often used humorously or exaggeratedly.

NOT

(재)흑인농부에게쇠사슬에묶여
교육당하는중독자;
(Re) An addict being chained
and forced to receive education
by a Black farmer.

두번째댓글

Second comment

‘Second comment’: a common internet trend in South Korea
where users rush to comment early on articles or posts,
often just to claim a spot. It is typically meaningless and
unrelated to the original post.

Table 7: Example of category labeling and cultural context annotations on KOLD. Label, Context(title), and
Comment is from KOLD. (OFF: offensive, NOT: not offensive, blue : culturally dependent content)

B Pipeline Sample analysis

Full Analysis on the samples used in pipeline in the following table. Chi-square analysis was done to
prove / disprove the null hypothesis(H0): the accuracy of LLM-agree samples is independent of human
agreement on both LLMs-Agree case and LLMs-Disagree case. The discussion on LLMs Agree sample
was done in Section 6.2. For LLMs Agree samples(143 samples), the Chi-square value was 16.2064, and
the p-value was 0.000057(<0.05). Therefore, for the samples that were resolved in step 2(LLMs Agree
samples), the incorrectness is dependent with the difficulty of sample. For LLMs Disagree samples(28
samples), the Chi-square value was 0.0499, with the p-value 0.823218 (>0.05). Therefore, for samples
that reached step 3, the null hypothesis(H0) failed to be rejected.
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LLMs Agree LLMs Disagree
Correct ✓ ✗ ✓ ✗

Human - Agree 91 14 10 6
Human - Disagree 21 17 7 5

Table 8: Analysis of 171 samples from the pipeline exper-
iment. Samples were categorized based on whether the
three LLMs in the second stage of the pipeline reached
unanimous agreement. Each category was further di-
vided by the Human majority voting outcome, assessing
whether it aligned with the golden answers in the KOLD
dataset. Finally, samples were analyzed based on agree-
ment among the three Korean annotators of the KOLD
dataset.

C KOLD Annotators analysis

Figure 3: Histogram showing the accuracy distribution of 1,749 Korean annota-
tors(out of 3,124 Korean annotators, who annotated more than 9 samples) in the
KOLD dataset.

D Prompt

Appendix D.1 describes the prompts utilized to generated annotation. Appendix D.2 is the prompt used
for LLM to classify the offensiveness of the text.

D.1 Prompt for Annotation

This is the prompt selected for annotation generation. It consists of two steps: the RAG step and the
annotation generation step. Together, this entire process represents a Chain-of-Thought (CoT) approach.

D.1.1 RAG-step Prompt

Below is the original prompt used in RAG step, and prompt translated in English. The original prompt
contains both English and Korean. The parts that were originally written in English and hasn’t been
additionally translated are written in blue font.
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Original Prompt

다음기사의제목과댓글에서한국문화나한국의인물,또는한국인터넷밈이포함되어있는
지 확인하고, 그 부분을 인터넷 검색 (web search) 후 관련된 한국 문화나 인물, 인터넷 밈에
대해서인터넷출처와함께알려줘.

Title: {Article text title in Korean}
Comment: {Article text comment in Korean}

Translated Prompt

Check whether the following article’s title and comments include any references to Korean culture,
Korean figures, or Korean internet memes. Then, perform an internet search (web search) on those
parts and provide information about the related Korean culture, figures, or internet memes along
with internet sources.

Title: {Article text title in Korean}
Comment: {Article text comment in Korean}

D.1.2 Annotation Generation-step Prompt

Below is the original prompt used in annotation generation step, and prompt translated in English. The
original prompt contains both English and Korean. The parts that were originally written in English and
hasn’t been additionally translated are written in blue font. The LLM must know the response of the
previous prompt(RAG step prompt) before given the following prompt.

Original Prompt

외국인이이해할수있도록예시처럼영어로간결하게설명해줘.
예시)
Title: ""Suicide bombing at a mosque in northwest Pakistan... ’Over 40 dead’""
Comment: If Dori Dori gets elected, you’ll end up like that.
- ""Dori Dori"": is a nickname used in South Korea to refer to President Yoon Suk-yeol. This
nickname originated from his habit of moving his head side to side during speeches or public
appearances. The term became an internet meme, often used in a political context to mock or
criticize him.
설명은객관적이어야만해. 아래의번역된기사제목과댓글을참고하도록해.
Title: {Article text title in translated in English}
Comment: {Article text comment translated in English}
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Translated Prompt

Explain it concisely in English so that foreigners can understand, like in the example below.
Example)
Title: ""Suicide bombing at a mosque in northwest Pakistan... ’Over 40 dead’""
Comment: If Dori Dori gets elected, you’ll end up like that.
- ""Dori Dori"": is a nickname used in South Korea to refer to President Yoon Suk-yeol. This
nickname originated from his habit of moving his head side to side during speeches or public
appearances. The term became an internet meme, often used in a political context to mock or
criticize him.
The explanation must remain objective. Refer to the translated article title and comments below.
Title: {Article text title translated in English}
Comment: {Article text comment translated in English}

D.2 Offensiveness Classification Prompt

This prompt is used to guide an LLM in evaluating the offensiveness of a given text by utilizing external
information (annotations generated by the prompt in Appendix D.1). This is also the prompt used in the
second stage of the pipeline.

Consider the following definitions.
1. offensive: the text which contains one of the following type:
(a) Word Modification: Instances where offensive language is altered to evade censorship but
remains clearly recognizable as an insult.
(b) Reverse Discrimination Statements: Remarks expressing dissatisfaction with privileges or
benefits attributed to a particular group, while portraying the speaker’s group as a victim of
discrimination.
(c) Incitement of Violence: Statements that incite or support violence or hate groups.
(d) Derogatory Remarks: Statements that imply or state that a particular group or individual is
inferior to others. This includes dehumanizing language, such as comparing people to animals,
insects, objects, etc.
(e) Satire: Statements that use sarcasm, humor, or satire to attack a particular group or individual.
(f) Stereotyping / Fact Distortion: Statements associating a specific group with negative attributes,
like murder or terrorism, or delivering unsubstantiated and negatively distorted information about
a specific group.
2. normal: the text which is not offensive and adheres to social norms.
Classify the post delimited by two backticks as offensive and normal. It is a Korean-written corpus
translated in English. Refer to the annotation in your decision.
If it is offensive, span the parts(sentence, phrase or word) which you think it is offensive.
Example output for offensive :
Offensiveness : True
Span : [span]
Example output for normal :
Offensiveness : False
‘Title: {Article text title translated in English}
Comment: {Article text comment translated in English} ‘
Annotation:
{Annotation generated by the prompt in Appendix D.1}
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E Annotation Generation Example

The following is an example of the generated annotation. The given title and comments are as follows:

Title (KOR): [SNS세상] ""노래할땐사투리안쓰냐고?. . .지방말투차별마세요""
Comment (KOR):무까끼하이
Title (ENG): [SNS World] ""Don’t you speak dialect when you sing?... Don’t discriminate against
regional accents""
Comment (ENG): Mukakki high

E.1 Response of RAG-step prompt
This is the response of the LLM after the RAG-step Prompt in Appendix D.1.1. Since the original prompt
is written mostly in Korean, and the given input title and comment is in Korean, the output response of the
LLM is also in Korean. Therefore, the translated response is also given below. The parts that were
originally written in English and hasn’t been additionally translated are written in blue font.

Original Response

제목과 댓글에서 한국 문화와 관련된 요소를 확인한 결과, 댓글에 ’무까끼하이’라는 표현이
등장합니다. ’무까끼하이’는경상도사투리로 ’무식하게’라는의미를지니며,힙합듀오메타
와 렉스(Meta & Wreckx)의 곡 제목이기도 합니다. 이 곡은 음악 산업에서 돈만을 추구하는
이들을비판하는내용을담고있으며,전체가사가경상도사투리로구성되어있습니다. (출처:
마니아DB)
또한, 이곡은 2012년한국대중음악상에서최우수랩&힙합노래부문을수상하며그가치를
인정받았습니다. (출처: KOREAN MUSIC AWARDS)
이처럼 ’무까끼하이’는한국힙합문화에서사투리의독특한표현을활용한사례로,음악산업
에대한비판적시각을담고있어한국대중음악사에서의미있는작품으로평가받고있습니다.

Translated Response

As a result of checking the title and comments for elements related to Korean culture, the comment
includes the phrase ’Mukakki High.’ ’Mukakki High’ is a phrase from the Gyeongsang-do dialect
meaning ’recklessly’ or ’ignorantly.’ It is also the title of a song by the hip-hop duo Meta and
Wreckx(Meta & Wreckx). The song criticizes those in the music industry who pursue money
above all else, and its entire lyrics are written in the Gyeongsang-do dialect. (Source: ManiaDB)
Furthermore, this song was recognized for its value by winning the Best Rap & Hip-Hop Song
award at the 2012 Korean Music Awards. (Source: Korean Music Awards)
In this way, ’Mukakki High’ is an example of utilizing unique expressions from regional dialects
in Korean hip-hop culture. It conveys a critical perspective on the music industry and is regarded
as a significant work in the history of Korean popular music.

E.2 Response of annotation generation-step prompt
This is the response of the LLM after the annotation generation step prompt in Appendix D.1.2. This
prompt asks to generate annotation in English, therefore the original response is in English.

Title: [SNS World] "Don’t you speak dialect when you sing?... Don’t discriminate against regional
accents"
Comment: Mukakki high
"Mukakki high": This phrase originates from a regional dialect in South Korea, specifically the
Gyeongsang Province dialect, meaning "recklessly" or "brashly." It gained popularity through
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a song by the South Korean hip-hop duo Meta & Wreckx titled "Mukakki High," which uses
Gyeongsang dialect throughout its lyrics. The song criticizes the greed-driven nature of the music
industry and became a cultural reference in Korean hip-hop.

F LLM Offensiveness Classification Example

The following is an example of the classification response. The given title, comments, generated
annotations, and the golden answer are as follows:

Title (KOR): [자막뉴스] ’노마스크’백인남성에 "마트에서나가라"본때보여준한인들 / JTBC
News
Comment (KOR):하다하다이런걸로국뽕질이네
Title (ENG): [Subtitled News] Koreans Teach a Lesson to "No Mask" White Man with "Get Out
of the Store" / JTBC News
Comment (ENG): Doing this kind of thing out of extreme national pride, seriously.
Annotation (ENG):

"Extreme national pride (국뽕)": This term is a Korean internet slang combining
"nation" and "methamphetamine," used to mock or criticize excessive patriotism or
over-the-top national pride. It implies being overly proud of one’s country to the point of
irrationality or exaggeration. The term is popular in online discussions in South Korea,
often appearing in contexts where people feel certain actions or statements are driven by
undue nationalistic sentiment.

Offensive? : TRUE

This is the response provided by the LLM when tasked with classifying the offensiveness of a post. The
classification was conducted using external information (generated annotations), as outlined in the prompt
included in Appendix D.2.

Offensiveness : True
Span : ["Doing this kind of thing out of extreme national pride"]
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Abstract

As large language models (LLMs) are shap-
ing the way information is shared and accessed
online, their opinions have the potential to in-
fluence a wide audience. This study examines
who is predicted by the studied LLMs as the
most prominent figures across various fields,
while using prompts in ten different languages
to explore the influence of linguistic diversity.
Our findings reveal low diversity in responses,
with a small number of figures dominating
recognition across languages (also known as
the "superstar effect"). These results highlight
the risk of narrowing global knowledge repre-
sentation when LLMs retrieve subjective infor-
mation.

1 Introduction

Large Language Models (LLMs) are becoming in-
creasingly integrated into various aspects of society.
With applications such as educational tools, writ-
ing assistance, and content generation, they have
considerable potential to shape people’s opinions
and decisions (Vida et al., 2024; Buyl et al., 2024;
Qadri et al., 2025). A report from the World Bank
estimates that since the launch of ChatGPT, LLMs
and other generative AI (GenAI) have already be-
come embedded in the daily routines of approxi-
mately half a billion people worldwide (Liu and
Wang, 2024), illustrating their widespread potential
influence.

Although many LLMs originate in the United
States, these LLMs are increasingly able to con-
verse in multiple languages. These models can
be used for tasks such as synthesizing informa-
tion (Evans et al., 2024), replacing human input in
surveys (Bisbee et al., 2023), or performing general
information retrieval (Zhu et al., 2023). LLMs are
thus transforming the way information is accessed
and transmitted online (Burton et al., 2024; Qadri
et al., 2025).

The use of LLMs for these tasks may have un-
intended consequences. In this paper, we explore
one such consequence – whether LLMs narrow
the variety of perspectives (Shumailov et al., 2024;
Padmakumar and He, 2024; Pedreschi et al., 2024).
Cultural opinions, such as those about celebrities
and other prominent figures, naturally vary by cul-
ture and language. Differences in linguistic and
cultural diffusion should, in principle, lead LLMs
to generate responses that reflect local perspectives.
However, because LLMs share common embed-
dings and similar training data, their responses may
be more uniform than expected, potentially narrow-
ing cultural diversity and elevating global figures
over nationally or culturally significant ones.

This paper specifically focuses on how LLMs
answer opinion-based prompts about celebrated
figures. These questions, such as "Who is the great-
est artist?", reveal aspirational figures for society
and for specific professional fields. We explore
whether varying the language of the opinion-based
prompt leads LLMs to provide different responses.
Since opinion-based prompts do not have objec-
tively correct answers and rely heavily on societal
and cultural knowledge, we might expect models
to adjust their responses based on the language of
the prompt.

Furthermore, we investigate whether these LLM
responses exhibit the "superstar effect".1 We exam-
ine the superstar effect by assessing the frequency
and novelty of names in the LLM-generated re-
sponses. Do the LLM responses reflect a language-
specific spectrum of celebrated individuals from
different cultures, or do the responses suggest a
tendency to focus on a narrow subset of globally
well-known individuals? In case of the latter, this

1This effect, observed in various domains, suggest that
recognition and admiration is concentrated among a small
number of figures. There is a long-tail of figures sharing the
remaining recognition. This superstar effect emerges as an
artifact of technology mediation (Elberse and Oberholzer-Gee,
2006).
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could sideline regionally important individuals, ul-
timately narrowing global knowledge over time.
This effect of cultural homogenization is also dis-
cussed in other research (Bommasani et al., 2022;
Durmus et al., 2023; AlKhamissi et al., 2024).

Lastly, we analyze how individuals’ professions
shape the LLM results. Some professional fields
are more international than others due to their inher-
ent characteristics. Science, for example, is char-
acterized by contributions that transcend cultural,
linguistic, and national boundaries. This transcen-
dence occurs due to the universality of scientific
methods and principles, as well as international col-
laborations in modern scientific research, so that
scientific contributions are less tied to specific local
contexts and more universally recognized (Leydes-
dorff and Wagner, 2008). Landmark contributions,
such as Einstein’s theory of relativity or Newton’s
laws of motion, have global relevance, irrespective
of cultural or linguistic boundaries. In contrast,
contributions in arts and politics are often deeply
embedded in local culture, history, and societal
values (Benedict, 2019). Artistic works, such as lit-
erature, music, or visual art, frequently draw upon
the specific traditions, languages, and experiences
of their creators. Politics is inherently a contested
and subjective domain, shaped by diverse perspec-
tives, ideologies, and cultural contexts. What may
be celebrated as visionary leadership in one context
can be condemned as authoritarianism in another.
As a result, we anticipate stronger consensus in
scientific fields and more diversity in areas like the
arts or politics.

Surprisingly, our findings reveal a substantial
degree of consensus in LLM responses across lan-
guages, with many of the same individuals appear-
ing regardless of the language used. For example,
in every language, the most returned person for
prompts about the most celebrated ‘mathematician’
is Isaac Newton. In contrast, for prompts about
the most celebrated ‘political figure’ the responses
are more diverse, but Gandhi is the most returned
person for almost every language except for Rus-
sian and Chinese (Mao Zedong) and for Urdu and
Bengali (Nelson Mandela). We consistently find
this concentration of names, which we refer to as
the "superstar effect". For every profession, there
is a single individual (or a small group of individu-
als) who appear in over two-thirds of the responses
across languages, LLMs and prompt variations (see
Table 10). This result illustrates the strong conver-
gence in LLM outputs regardless of linguistic or

model-specific differences. However, we did find
some variation depending on the field of the profes-
sion, where professions related to science lead to
more consensus and professions related to art and
politics to less. Our findings also indicate that lan-
guages with greater lexical similarity yield more
aligned responses, suggesting a form of cultural
consensus in the long tail of responses. We dis-
cuss potential causes and implications for this in
Section 5.

The paper is structured as follows. We discuss
related work in Section 2, and give more details
about the materials, methods and metrics we use in
Section 3. Our results are presented in Section 4.
We discuss the implications and potential future re-
search directions in Section 5, and end with listing
the limitations of our study in Section 6.

2 Background

There have been many studies that focus on LLMs
for multilingual input, primarily focused on their
accuracy (Watts et al., 2024). As much of the initial
training data on LLMs is written in English, LLMs
tend to perform worse for non-English languages,
particularly in under-resourced languages (Ahuja
et al., 2023a,b). Rajaratnam (2024) makes the
analogy with a library predominantly filled with
English books: a reader looking for resources in
another language may struggle to find what they
need—and LLMs face similar challenges. This
study also investigate how LLM outputs vary across
multilingual inputs, but this paper focuses on align-
ment in opinions across languages rather than per-
formance across languages, as there is no ground
truth for these opinion-based tasks.

Another related area of research focuses on the
cultural undertones in LLMs. One research stream
evaluates language models’ retention of culture-
related commonsense by testing their responses
to geographically diverse facts (Nguyen et al.,
2023; Yin et al., 2022; Keleg and Magdy, 2023).
Several studies investigate the cultural values that
LLMs exhibit and find that these are more closely
aligned with Western, Rich and Industrialized ide-
ologies (Cao et al., 2023; Tao et al., 2024; Buyl
et al., 2024; Rao et al., 2023). Vida et al. (2024)
highlight that the language of the prompt signifi-
cantly influences LLM response behaviors, while
AlKhamissi et al. (2024) demonstrate stronger cul-
tural alignment when LLMs are prompted in the
dominant language of a given culture. Furthermore,
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Durmus et al. (2023) compare LLM output with
opinions of different countries on global issues.
These studies study alignment in cultural values
(often based on the World Values Survey (Haerpfer
et al., 2020)) . More in line with our research is
Naous et al. (2023) who find that when operating
in Arabic, LLM’s exhibit a bias towards Western
entities, failing in appropriate cultural adaptation.

This study explores the responses of LLMs about
high achievers in different aspects of society be-
cause celebrities reflect the values of society (Gorin
and Dubied, 2011; Allison and Goethals, 2016) and,
under certain circumstances, can influence social
norms (Cohen et al., 2024). These notable figures,
heroes with elevated social stature, are a means to
represent cultural values in a way that is easy to
communicate to all members of society and reflect
the behaviors that should be modeled (Sun et al.,
2024). The identification of specific figures as the
pinnacle of their field indicate the attributes that
are valued in that field, and provide a lens to under-
stand how others in this field are judged. Several
studies in other fields observe the emergence of the
"superstar effect" in the technology-mediated sales
(Weeds, 2012; Brynjolfsson et al., 2010), where
there is a concentration of demand among a few
items and a very long tail among the others. This
study will assess whether generative AI reveals
similar trends when responding to opinion-based
questions regarding notable figures.

3 Materials and Methods

3.1 Experimental set-up

Our goal is to explore the variation across LLMs
and across languages in response to a series of
opinion-based prompts about celebrated individ-
uals. To that end, this study consists of an ex-
perimental design with four dimensions: LLMs,
languages, professional field, and prompt adjective.
First, this study uses three of the most well-known
large language models, namely GPT-4 from Ope-
nAI (Achiam et al., 2023), Claude-3-Opus from
Anthropic (Anthropic, 2024), and Llama-3.1-70B-
Instruct from Meta (Dubey et al., 2024). We use
the default parameters for every LLM to reflect the
way most users would use them. Second, we vary
the prompt language. To avoid any selection bias,
we choose the ten most-used languages (Central
Intelligence Agency, 2025) .

This aspect of methodological set-up is pre-
sented in Figure 1.

PROMPT: 

Who is {Adj} {Prof}?

GPT

TRANSLATED PROMPT

RESPONSES

GPT

TRANSLATED RESPONSE

ADJ PROF

GPT LLAMA CLAUDE

NER

LANGUAGE

Translate prompt in 
different languages

Feed multiple
LLM’s

RESPONSES RESPONSES

Figure 1: Overview of experimental set-up for the mul-
tilingual prompt analysis

Next, we systematically vary the adjective and
the professional field in the opinion-based prompt.
Translated into English, each prompt is a variation
of the following format: "Who is the {adjective}
{profession}?". The prompts cover fifteen profes-
sions with five descriptive adjectives. Profession
is broadly defined and encompasses specific oc-
cupations such as writer or poet as well as vague
terms such as person or leader. The used adjectives,
professions and languages are shown in Table 1.

Languages Adjectives Professions

English Greatest Leader
Spanish Most Influential Military Leader
Russian Most Important Poet
Chinese Most Famous Philosopher
Hindi Most Impactful Artist
Arabic Political Figure
French Composer
Bengali Writer
Portuguese Physicist
Urdu Chemist

Economist
Medical Researcher
Mathematician
Computer Scientist
Person

Table 1: Languages, Adjectives, and Professions
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Each adjective and profession are combined into
a prompt. For each prompt, we use GPT-4o to
translate the initial prompt to the selected language.
The translated prompt is submitted to each of the
three LLMs and the LLMs’ response is captured.
Then, we use GPT-4o to translate the answer back
to English.2 Based on the translated responses, we
use Named Entity Recognition (NER) to identify
the persons in the responses. We execute every
combination of LLM, adjective, profession, and
language five times (as LLMs behave stochastically
and can return different results each run), resulting
in a total of 11,250 iterations.3

Entity recognition To identify individuals men-
tioned in the responses, we apply Named En-
tity Recognition (NER) using the spaCy library
("en_core_web_trf " model).4 We process each
translated response to extract named entities clas-
sified as ‘PERSON’ labels. We perform manual
verification of all extracted names to ensure consis-
tency and to merge different writing styles.

3.2 Consensus between the language pairs

We use cosine similarity to assess the consensus
between LLM responses to prompts in two differ-
ent languages. We convert the responses of each
language in a frequency vector. Cosine similarity
measures the angle between the two vectors, where
a smaller angle indicates greater similarity.

As a proxy for the cultural similarity of a lan-
guage pair, we use the Similarity Database of mod-
ern lexicons of Bella et al. (2021). When languages
have higher lexical similarity, it means they share
a larger number of words with similar forms and
meanings. This similarity often arises because the
languages have a common linguistic ancestry (e.g.,
Latin for Romance languages), have historically
interacted closely, or have borrowed words from
each other over time (Hock and Joseph, 2009).

We use the Spearman correlation coeffi-
cient (Spearman, 1961) to measure the alignment
between the lexical similarity and the average con-
sensus between one language pair. This metric
measures the strength and direction of a monotonic
relationship between two variables by comparing

2Jiao et al. (2023) show that the performance of GPT-4
is comparable to commercial translation products, even for
distant languages.

3Calculated as: 3 LLMs * 10 languages * 15 professions *
5 adjectives * 5 runs = 11, 250 iterations

4https://spacy.io/api/entityrecognizer

their rank orders. 5

3.3 Metrics
We measure the novelty of a set of responses R as
is done in the recommender literature (Zhou et al.,
2010; Kaminskas and Bridge, 2016):

Novelty(R) =

∑
i∈R− log2 p(i)

|R| (1)

where p(i) is the fraction of responses in the overall
distribution that mention person i. For each name
i in the response set R, we will evaluate its nov-
elty relative to the overall response distribution and
subsequently compute the average novelty of the
entire response set R.6

We use the Gini coefficient (Dorfman, 1979) to
measure the inequality in the distribution of name
occurrences for each profession. This metric quan-
tifies how unequal the distribution is by compar-
ing the cumulative proportions of the population
(which are all the unique persons that are returned
for one profession) and the recognition they hold:

G =

∑n
i=1

∑n
j=1 |xi − xj |
2n2µ

(2)

where:

• n is the number of observations,

• xi and xj are the number of occurrences for
individuals i and j,

• µ is the mean of the distribution.

A Gini coefficient of 0 reflects complete diversity
in responses whereas values closer to 1 represent
concentration (one person gets most of the recogni-
tion).

4 Results

In this section, we present our aggregate results.
We discuss the analysis for LLMs, prompt language
and profession here, but the analysis for adjectives
can be found in Section A.1. The results for each
LLM separately can also be found in the Appendix
in Table 7 (LLM -Adjective), 8 (LLM - Language)
and 9 (LLM - Profession). The top ten names
for every profession can be found in Table 10. On
average, each response contained 5.80 names, and
in total, 2412 unique names were returned.

5We use the implementation in https://docs.scipy.
org/doc/scipy/reference/generated/scipy.stats.
spearmanr.html.

6In our experiments, we will measure this for every profes-
sion separately, and then take the average over the different
professions.
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4.1 LLM
The choice of LLM has a large impact on the re-
sults, as shown in Table 2. LLMs differ in the
scope and novelty of their responses. On average,
using Claude returns more than double the number
of persons than using Llama, the LLM with the
lowest average number of names, suggesting that
Claude provides more expansive responses in each
iteration. However, despite returning the least per-
sons on average for each run, Llama by far returns
the most unique names across the different runs,
adjectives and languages suggesting that Llama has
more diversity in its responses. This is reflected in
the higher novelty score of Llama as well.

LLM Avg. # of Unique Novelty
names names

GPT 5.01 1158 1.99
Claude 8.60 1023 2.14
Llama 3.80 1386 2.61

Table 2: General results by LLM.
Avg. # of names represent the average number of per-
sons returned in one response, Unique names represents
how many unique names are returned over all the re-
sponses and the novelty score represents how novel the
results of one LLM are compared to the overall response
distribution of all LLMs (average over the professions).

Figure 2 demonstrates the overlap in unique
names between the LLMs. Llama generates more
names that are not present in the results of the other
LLMs, again highlighting the variation in knowl-
edge across LLMs.

500 372151

765

121 114
386

GPT Claude

Llama
Figure 2: Overlap in names between the LLMs

4.2 Prompt Language
Second, we report the variation in responses across
languages. Table 3 reports the general statistics for
each language (aggregated across all LLMs). On

average, we see that prompts in English return the
most names and prompts in Arabic return the least
(this pattern also holds for each LLM separately,
see Table 8 in the Appendix). Urdu returns more
unique names compared to the other languages, a
pattern that we also see for every LLM separately
but that is most striking for Llama (Table 8). This
finding is reflected in the novelty scores as well.
We can see that prompts in Urdu or Chinese tend
to return more novel names than prompts in French
or Spanish.

Language Avg. # of Unique Novelty
names names

English 7.90 520 2.11
Spanish 6.66 477 1.95
Russian 5.45 490 1.91
Chinese 5.93 647 2.43
Hindi 5.24 618 2.29
Arabic 4.08 591 2.28
French 6.43 468 1.93
Bengali 5.37 642 2.26
Portuguese 6.13 551 2.03
Urdu 4.86 918 2.91

Table 3: General results by language

To understand which languages yield similar re-
sponses, we quantify the consensus between two
languages by measuring the cosine similarity be-
tween the frequency distributions of their responses.
We use MDS to visualize the similarity of the re-
sponses in a 2D-plot for every LLM in Figure 3.7

Languages with similar cultures and history pro-
duce results that are closer together. For exam-
ple, for each of the LLMs, the responses from lan-
guages from European origin appear in one cen-
troid, while theresponses from Asian languages
appear more distant.

To verify this pattern statistically, we compare
these results with the Similarity Database of Mod-
ern Lexicons (Bella et al., 2021). We verify for
each LLM separately whether there is a pairwise
correlation between the average consensus of each
language pair and the lexical similarity of that lan-
guage pair. We see a significant correlation for
every LLM in Table 4. This means that languages
with higher lexicon similarity tend to have more
consensus on which persons should be venerated.

7MDS is a dimensionality reduction technique that projects
high-dimensional data into a lower-dimensional space, pre-
serving the pairwise distances between points as closely as
possible (Cox and Cox, 2000).
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Figure 3: Similarity of the responses between languages (by LLM)

LLM GPT Claude Llama
Correlation 0.450 0.532 0.401

p-value 0.002** 0.002** 0.006**

Table 4: Spearman correlation between the similarity in
modern lexicons and the consensus between languages

4.3 Profession

The general results for each profession can be
found in Table 5. If we divide the professions
according to their overarching categories (Science,
Politics, Art and General), we can see differences
in the average response rate. We see that general,
vague ‘professions’ such as ‘person’ lead to the
most names per response, while science-related
professions such as physicist or chemist consis-
tently generate fewer names in the returned re-
sponses.

Profession Avg. # of Unique Novelty
names names

Artist 5.64 227 2.19
Computer Scientist 4.65 119 1.88
Chemist 3.99 174 2.34
Composer 5.38 208 2.01
Poet 6.30 384 3.00
Leader 7.08 260 2.38
Physicist 4.28 97 1.74
Medical Researcher 4.85 203 2.33
Philosopher 6.79 152 1.67
Person 8.21 266 2.36
Political Figure 7.33 333 2.38
Economist 4.74 85 1.32
Writer 6.39 365 2.89
Military Leader 5.77 286 2.42
Mathematician 5.66 237 2.25

Table 5: General results by profession

Table 5 suggests that scientific professions also
tend to yield fewer unique names compared to pro-
fessions such as politics or art. For each profession,
we also calculate the average novelty score across

the languages. 8

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Novelty score

poet
writer

military leader
political figure

leader
person

chemist
medical researcher

mathemetician
artist

composer
computer scientist

physicist
philosopher

economist

Pillars
Science
Art
Politics
General

Figure 4: Novelty by field and category

Figure 4 shows that fields such as ‘poet’ and
‘writer’ that heavily depend on the language, and
more subjective fields such as ‘military leader’ and
‘political figure’ lead to the most novel names. This
means that prompting in a different language gen-
erally leads to more novel names. This aligns with
our expectation that science represents a field with
more globally recognized contributors whose in-
fluence transcends national boundaries, whereas
politics and art are fields that often reflect more
localized and culturally specific perspectives.

4.4 The superstar effect

The superstar effect is quantified in multiple ways.
First, we analyze the frequency distribution of
names returned for each profession. The superstar
effect is characterized by the power-law distribu-
tion – a distribution with a heavy concentration on

8To calculate the novelty of a profession, we do not com-
pare the responses of the different professions with each other.
Instead, we calculate the novelty score per profession by cal-
culating the the novelty score of every language for that pro-
fession, and taking the average.
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Figure 5: Frequency distribution for three professions (across LLMs). The number of unique names and Gini
coefficient are depicted in the right corner (n). The other frequency distributions are available in the Appendix.

some and a long tail for others. The inequality in
the distribution is captured by the Gini coefficient.

The superstar effect for three professions across
LLMs in shown in Figure 5. The other professions
show similar patterns and can be found in the Ap-
pendix in Figure 9, as well as the Figures for every
LLM separately (Figures 10 - 12). For every pro-
fession, a total of 750 responses are generated.9 All
the distributions share a sharp peak and a long tail,
where the sharp peak indicates a few people who
are consistently included in the answers across all
parameters. All professions exhibit a long tail of
names that are returned only a few times or even
just once. To quantify the concentration in the re-
sponses, we calculate the Gini coefficient for each
profession and consistently find values higher than
0.70, which indicates very unequal distributions. 10

For instance, Alan Turing is present in 96.4%
(n = 723) of the responses for computer scien-
tist (so across different adjectives, runs, languages
and LLMs), and Adam Smith is present in 96.3%
(n = 722) of the responses for economist. For
every profession, there is a person that is present in
more than 2/3 of the responses (n > 500). We dis-
play the results for computer scientists in Table 6.
For the detailed view of the results by individual
names across all professions, see Table 10 in the
Appendix.

5 Discussion

In this study, we systematically vary the prompt,
the prompt language, and the used language model
to explore the relationship between language and
opinions returned by LLMs. This study identifies
two important factors when using LLMs to gener-
ate opinions about prominent figures: the influence

93 LLMs * 10 languages * 5 adjectives * 5 runs = 750
responses

10The Gini values are displayed in Figure 5 and Figures 9
- 12.

Table 6: Results for computer scientist. Count (n) is the
number of responses with the name. Percentage (%) is
the fraction of responses with the name (n/750).

Name n %

Alan Turing 723 96.4
John Neumann 364 48.5
Tim Berners 314 41.9
Lee 313 41.7
Hopper 257 34.3
Ada Lovelace 230 30.7
Dennis Ritchie 193 25.7
Claude Shannon 166 22.1
Charles Babbage 146 19.5
Donald Knuth 134 17.9

of culture, measured by lexical similarity, and the
impact of the professional field. We also find that
LLM responses exhibit the superstar effect, com-
mon in other technologically mediated contexts.

Our findings indicate that the opinions vary with
cultural elements. The names in the LLM re-
sponses display higher consensus in languages with
greater lexical similarities. This outcome aligns
with expectations, as linguistic overlap often re-
flects cultural interconnectedness. LLMs are ex-
pected to vary their responses to align with the
norms of the culture associated with the prompt
language.

Next, we observe the influence of the profes-
sional field on the LLM responses. Internation-
ally influential professions such as computer sci-
ence and physics often yield consensus on globally
renowned figures, such as Alan Turing or Albert
Einstein, who dominate the LLM responses. There
is less consensus on professional fields with more
regional influence or fields that are more tied to
cultural norms, such as military leaders and writers.
However, even in more locally appreciated profes-
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sions such as the arts, LLMs exhibit a preference
towards dominant figures, often from the Western
hemisphere. For example, William Shakespeare
consistently emerges as the most celebrated writer
in every language, and this result could indicate
that the LLMs are overshadowing culturally spe-
cific authors. Future research could investigate this
phenomenon further.

This pattern highlights a broader trend: LLMs
prioritize popular opinions, often at the expense
of cultural diversity. Such behavior is consistent
with the narrowing of knowledge discussed in prior
literature. Shumailov et al. (2024) illustrate the risk
of homogeneity in AI-generated content, as when
AI predicts what to generate, the path of least re-
sistance is an averaging of the content in its source
material. Similarly, Doshi and Hauser (2024) argue
that while using AI can boost individual creativity,
it comes at the expense of less varied content over-
all. Pedreschi et al. (2024) warn that human-AI
coevolution might lead to a loss of diversity in gen-
erated content, while Burton et al. (2024) discuss
how the use of large language models can reshape
collective intelligence by reducing functional diver-
sity among individuals. Lastly, Qadri et al. (2025)
study how the use of large language models can
lead to cultural erasure. This type of knowledge
homogeneity could stem from the training data and
processes underlying these models (Prabhakaran
et al., 2022). Training datasets may overrepresent
globally influential figures or sources from a few
dominant cultures. Moreover, the architecture of
LLMs promotes shared embeddings and parame-
ters across languages, resulting in consistent output.
Cross-linguistic transfer learning (Lai et al., 2024)
amplifies this effect by encoding general, cross-
linguistic knowledge rather than language-specific
nuances.

While this paper does not aim to prescribe
whether LLMs should prioritize producing more
consensus or embracing greater diversity in their
opinions, it is crucial to consider some of its impli-
cations. For example, teenagers writing a school
paper about "a great writer" might no longer con-
sult their parents or teachers but instead ask an
LLM for inspiration. If the models consistently
suggest a narrow set of globally renowned authors
like Shakespeare or Tolstoy, it could limit expo-
sure to regionally significant writers, leading to a
narrowing of global knowledge over time. Alter-
natively, if news agencies or content creators use
LLMs for research or writing assistance, they may

unintentionally amplify the prominence of already
well-known figures, leading to reduced media di-
versity and limited recognition for less-known local
figures.

Different levels of consensus or diversity might
be appropriate depending on the context. For ex-
ample, in fields like physics or mathematics, a
higher degree of consensus might be desirable due
to its universal nature, while in literature or pol-
itics, diversity and cultural specificity might be
more suited. The discussed phenomenon is not
necessarily good or bad, but its appropriateness is
context-dependent. The goal is this paper is to ob-
serve the existence of the superstar effect in LLM
opinions and contribute to the discussion about its
implications.

Several avenues for future research emerge from
this work. Our main direction of future research
is to compare the LLM responses with human re-
sponses. It would be interesting to compare the di-
versity in human opinions to that of LLMs. Do peo-
ple who speak these languages agree with the as-
sessment of LLMs on who should be celebrated for
their achievements in these fields? Do they produce
more or less diverse opinions? Another avenue
of future research is experimenting with prompts
that stress that the response should be relative to
the culture or language in question. Although this
does not necessarily reflect a typical user, this type
of prompt could encourage culturally-specific re-
sponses and reduce the narrowing of knowledge.
Lastly, the global figures appear to be historical fig-
ures (such as Shakespeare). Future research could
evaluate the temporal relationship between the su-
perstar effect and the LLM responses, and whether
time moderates the tension between global and cul-
tural responses.

With LLMs rapidly changing the way informa-
tion is accessed and shared online, it is vital to
proactively anticipate some of its unintended con-
sequences. This study explores the tension be-
tween global consensus and cultural specificity in
AI-generated content and encourages users to be
aware of this behavior when relying on LLMs to
retrieve information that can involve subjective per-
spectives.
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6 Limitations

As can be seen in our methodological set-up, all
responses are translated back to English before the
consequent analysis. The manner of translation
could have some influence on the results. However,
as we do not use the actual responses (except for
the sentiment analysis in the Appendix) but only
the named entities present in the response, the trans-
lation manner will have less impact. We also man-
ually verify some of the responses to ensure that
the LLM does not alter the returned persons. The
fact that we only investigate the persons present in
the response can also be seen as a limitation, as we
do not analyse the remainder of the response or the
ordering in which the persons occur. Naous et al.
(2023) also found that NER works better for West-
ern persons than for Arabic persons, which could
influence the returned persons from other cultures.

The choice of languages and models is also a
limiting factor. To avoid any selection bias, we
opted for the ten most spoken languages, and three
of the most popular LLMs. However, we could
extend the analysis to some less popular languages
as well. The lower language support may lead to an
increase in the superstar effect, as there may be less
local cultural awareness. Similarly, an interesting
follow-up experiment could be using LLMs devel-
oped in different countries and see how this would
affect these results. Additionally, we use language
as a proxy for culture, while there are obviously im-
portant differences between the two (Hershcovich
et al., 2022).

Besides this, we use the current version of the
LLMs for our experiments, which presents chal-
lenges for reproducibility as they can be updated at
anytime, potentially altering the results. Lastly, we
used the default parameters for every LLM but vary-
ing some of the parameters (such as temperature)
could also influence the diversity of the response.
We opted for the default parameters to reflect the
way that most users would interact with the LLMs.
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A Appendix

A.1 Adjectives

As explained in Section 3, we test different ver-
sions of the prompt by varying the adjective and
running each version 5 times. We see in Figure 6
that the adjective ‘Greatest’ leads to the most re-
turned names on average, and that this is consistent
across the LLMs (see Table 7 in the Appendix).
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Figure 6: General analysis by adjective

The adjective ‘Most Famous’ consistently re-
turns the least names. Similarly ‘Greatest’ leads to
the most unique names, and ‘Most Famous’ to the
least. We hypothesize that there may be more uni-
versal agreement on the criteria for fame whereas
the criteria for adjectives like ‘Greatest’ may be
harder to define. We see in Figure 7 that the adjec-
tive ‘Greatest’ also leads to the most novel names
across the professions, although there is only a
slight difference. We also conduct a sentiment anal-
ysis to assess how the adjectives impact the polarity
and subjectivity of the responses and present the
results in Section A.2.
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Figure 7: Novelty of responses by adjective

A.2 Sentiment analysis

We use TextBlob to analyze the sentiment of the
text responses, measuring polarity (the positivity or
negativity) and subjectivity (the degree of opinion
versus fact) for each response (Loria et al., 2018).
The sentiment of the responses is analyzed after the
LLMs’ responses are translated back into English.

In this case, we use the complete text responses
and not only the returned names.
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Figure 8: Sentiment analysis

We see in Figure 8 that the average polarity and
subjectivity of the text response can vary a lot de-
pending on the used adjective.

A.3 Additional results
In this Section, we present some of the additional
results. We display the full results by LLM and ad-
jective in Table 7, by LLM and language in Table 8
and by LLM and profession in Table 9. Table 7
reveals that Claude generates the highest number
of unique names within a single adjective. How-
ever, it produces the fewest unique names when
considering results across different adjectives. This
suggests that Claude’s outputs are the least affected
by variations in prompt phrasing (adjective choice).
Table 8 illustrates that Claude produces the most
unique names within one language, but the least
unique names when we look at the results of all the
languages combined. This suggests that the output
of Claude is the least affected by the language of
the prompt as well. We visualise the frequency
distributions across LLMs for every profession in
Figure 9, and for each LLM separately in Figure 10
(GPT), Figure 11 (Claude) and Figure 12 (Llama).

Lastly, we visualise the top 10 results for every
profession across the different languages, adjec-
tives, LLMs and runs in Table 10.
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Average #names/response Unique names
Model GPT Claude Llama all LLMs GPT Claude Llama all LLMs
greatest 5.24 8.72 4.63 6.20 509 566 613 1098
most famous 4.25 8.26 3.10 5.20 444 492 435 886
most impactful 5.11 8.48 3.45 5.68 454 536 505 962
most important 5.34 8.81 4.13 6.09 478 549 503 1011
most influential 5.14 8.75 3.67 5.85 426 539 586 1023
All adjectives 5.01 8.60 3.80 5.80 Avg. (per adj.) 462.2 536.4 528.4 998.4

Total (across adj.) 1158 1023 1386 2409

Table 7: General results by LLM and adjective. We present the average number of names/response and the number
of unique names per LLM and adjective.

Average #names/response Unique names
Language GPT Claude Llama all LLMs GPT Claude Llama all LLMs
Hindi 5.53 7.64 2.56 5.24 369 360 236 618
Spanish 5.12 9.88 4.97 6.66 193 293 326 477
Urdu 5.11 6.33 3.16 4.86 419 301 558 918
Russian 4.85 8.47 3.04 5.45 204 318 272 490
English 4.57 9.78 9.35 7.90 165 281 401 520
French 5.09 9.63 4.56 6.43 188 309 297 468
Chinese 5.75 9.75 2.30 5.93 360 415 224 647
Portuguese 4.22 9.71 4.45 6.13 160 297 410 551
Bengali 5.58 8.38 2.15 5.37 371 354 244 642
Arabic 4.32 6.49 1.42 4.08 333 289 227 591
All languages 5.02 8.60 3.80 5.80 Avg. (per lang.) 276.2 321.7 319.5 592.2

Total (across lang.) 1158 1023 1386 2409

Table 8: General results by LLM and language

Average #names/response Unique names
Profession GPT Claude Llama all LLMs GPT Claude Llama all LLMs
Artist 4.56 8.44 3.94 5.64 86 96 157 227
Computer Scientist 3.50 8.06 2.39 4.65 74 36 68 119
Chemist 3.38 6.22 2.37 3.99 83 62 94 174
Composer 4.56 8.11 3.47 5.38 123 62 98 208
Poet 5.36 9.35 4.20 6.30 162 225 147 384
Leader 7.41 8.53 5.32 7.08 120 116 158 260
Physicist 2.86 7.66 2.31 4.28 27 53 52 97
Medical Researcher 4.42 7.29 2.85 4.85 106 59 118 203
Philosopher 5.97 10.50 3.90 6.79 84 74 75 152
Person 7.13 11.52 5.99 8.21 123 126 161 266
Political Figure 7.72 8.34 5.92 7.33 155 91 216 333
Economist 3.26 7.80 3.16 4.74 39 31 52 85
Writer 5.20 9.66 4.30 6.39 190 134 206 365
Military Leader 5.08 8.77 3.47 5.77 109 162 126 286
Mathematician 4.82 8.82 3.34 5.66 90 70 158 237
All professions 5.02 8.60 3.80 5.80 Avg. (per prof.) 104.7 93.1 125.7 226.4

Total (across lang.) 1158 1023 1386 2409

Table 9: General results by LLM and profession
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Figure 9: Frequency distribution for every profession (across LLMs). The number of unique names is depicted in
the right corner (n).
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Figure 10: Frequency distribution for every profession (GPT)
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Figure 11: Frequency distribution for every profession (Claude)
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Figure 12: Frequency distribution for every profession (Llama)
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Table 10: Results for each profession. We display the count (n) which is the number of responses in which they
occur and the percentage (%) which is the percentage of responses in which they occur (n/750).

(a) Artist

Name n %

Leonardo Da Vinci 699 93.2
Pablo Picasso 508 67.7
Michelangelo 470 62.7
Vincent Van Gogh 464 61.9
Rembrandt 232 30.9
Charles David 204 27.2
Claude Monet 171 22.8
Salvador Dali 112 14.9
William Shakespeare 77 10.3
Ludwig Beethoven 76 10.1

(b) Computer Scientist

Name n %

Alan Turing 723 96.4
John Neumann 364 48.5
Tim Berners 314 41.9
Lee 313 41.7
Hopper 257 34.3
Ada Lovelace 230 30.7
Dennis Ritchie 193 25.7
Claude Shannon 166 22.1
Charles Babbage 146 19.5
Donald Knuth 134 17.9

(c) Chemist

Name n %

Marie Curie 509 67.9
Dmitri Mendeleev 492 65.6
Lavoisier 474 63.2
Linus Pauling 274 36.5
Dalton 180 24.0
Alfred Nobel 126 16.8
Robert Boyle 96 12.8
Louis Pasteur 72 9.6
Frederick Sanger 54 7.2
Rosalind Franklin 53 7.1

(d) Composer

Name n %

Mozart 649 86.5
Beethoven 617 82.3
Bach 584 77.9
Wagner 249 33.2
Chopin 218 29.1
Tchaikovsky 204 27.2
Schubert 179 23.9
Stravinsky 176 23.5
Debussy 164 21.9
Brahms 130 17.3

(e) Poet

Name n %

Shakespeare 565 75.3
Homer 565 75.3
Dante 443 59.1
Neruda 236 31.5
Tagore 230 30.7
Rumi 197 26.3
Goethe 181 24.1
Li Bai 144 19.2
Virgil 136 18.1
Whitman 128 17.1

(f) Leader

Name n %

Gandhi 525 70.0
Mandela 458 61.1
Churchill 360 48.0
Lincoln 355 47.3
Alexander the Great 347 46.3
Napoleon 296 39.5
MLK Jr. 295 39.3
Julius Caesar 293 39.1
Mao Zedong 198 26.4
Genghis Khan 193 25.7

(g) Physicist

Name n %

Einstein 655 87.3
Newton 557 74.3
Galileo 272 36.3
Niels Bohr 243 32.4
Maxwell 227 30.3
Feynman 217 28.9
Hawking 160 21.3
Marie Curie 145 19.3
Max Planck 127 16.9
Faraday 121 16.1

(h) Medical Researcher

Name n %

Louis Pasteur 571 76.1
Alexander Fleming 552 73.6
Edward Jenner 373 49.7
Hippocrates 295 39.3
Jonas Salk 270 36.0
Robert Koch 202 26.9
Leon Harvey 152 20.3
Marie Curie 117 15.6
Albert Sabin 108 14.4
Francis Crick 99 13.2

(i) Philosopher

Name n %

Plato 695 92.7
Aristotle 634 84.5
Socrates 522 69.6
Kant 516 68.8
Nietzsche 440 58.7
Descartes 373 49.7
Confucius 196 26.1
Sartre 159 21.2
Karl Marx 158 21.1
Hegel 153 20.4

(j) Person

Name n %

Einstein 556 74.1
Jesus Christ 531 70.8
Newton 432 57.6
Muhammad 422 56.3
Buddha 353 47.1
Gandhi 317 42.3
Alexander the Great 242 32.3
Mandela 218 29.1
Confucius 213 28.4
Darwin 195 26.0

(k) Political Figure

Name n %

Gandhi 534 71.2
Mandela 464 61.9
Churchill 425 56.7
Lincoln 392 52.3
Mao Zedong 347 46.3
Julius Caesar 341 45.5
Napoleon 316 42.1
Alexander the Great 235 31.3
Hitler 227 30.3
Lenin 220 29.3

(l) Economist

Name n %

Adam Smith 722 96.3
Keynes 519 69.2
Karl Marx 469 62.5
Friedman 455 60.7
Ricardo 262 34.9
Samuelson 233 31.1
Marshall 181 24.1
Hayek 179 23.9
Schumpeter 171 22.8
Amartya Sen 96 12.8
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Table 10: Results for each profession (continued)

(m) Writer

Name n %

Shakespeare 659 87.9
Tolstoy 417 55.6
Homer 324 43.2
Cervantes 278 37.1
Dante 275 36.7
Dickens 242 32.3
Dostoevsky 192 25.6
Goethe 175 23.3
Marquez 157 20.9
Victor Hugo 147 19.6

(n) Military Leader

Name n %

Alexander the Great 636 84.8
Napoleon 596 79.5
Genghis Khan 531 70.8
Julius Caesar 506 67.5
Hannibal 192 25.6
Erwin Rommel 173 23.1
Sun Tzu 163 21.7
George Patton 117 15.6
Saladin 98 13.1
George Washington 83 11.1

(o) Mathematician

Name n %

Newton 634 84.5
Gauss 464 61.9
Archimedes 409 54.5
Euclid 395 52.7
Euler 350 46.7
Leibniz 180 24.0
Einstein 165 22.0
Hilbert 159 21.2
Riemann 146 19.5
Ramanujan 118 15.7
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Abstract

When exposed to human-generated data, lan-
guage models are known to learn and amplify
societal biases. While previous works intro-
duced metrics that can be used to assess the
bias in these models, they rely on assumptions
that may not be universally true. For instance, a
gender bias dimension commonly used by these
metrics is that of family–career, but this may
not be the only common bias in certain regions
of the world. In this paper, we identify topical
differences in gender bias across different re-
gions and propose a region-aware bottom-up
approach for bias assessment. Several of our
proposed region-aware gender bias dimensions
are found to be aligned with the human percep-
tion of gender biases in these regions.

1 Introduction

Human bias refers to the tendency of prejudice or
preference towards a certain group or an individ-
ual and can reflect social stereotypes concerning
gender, age, race, religion, and so on. Biases can
be especially problematic when prior information
is derived from harmful precedents like prejudices
and social stereotypes. Early work in detecting
biases includes the Word Embedding Association
Test (WEAT) (Caliskan et al., 2017) and the Sen-
tence Encoder Association Test (SEAT) (May et al.,
2019). WEAT is inspired by the Implicit Associa-
tion Test (IAT) (Greenwald et al., 1998) in psychol-
ogy, which gauges people’s propensity to uncon-
sciously link particular characteristics—like family
versus career—with specific target groups—like
female (F) versus male (M). WEAT measures the
distances between target and attribute word sets
in word embeddings using dimensions1 similar to
those used in IAT.

Biases toward or against a group can vary across
different regions due to the influence of an indi-
vidual’s culture and demographics (Grimm and
Church, 1999; Kiritchenko and Mohammad, 2018a;

1‘Topic pairs’ and ‘topic dimensions’ are used equivalently.

Garimella et al., 2022; Jha et al., 2023). Psycho-
logical studies that demonstrate human stereotypes
vary by continental regions (Damann et al., 2023;
Blog, 2017) and even larger concepts like the west-
ern and eastern worlds (Markus and Kitayama,
2003; Jiang et al., 2019) serve as an inspiration for
the use of continental regions to determine biases
across cultures. However, existing bias evaluation
metrics like WEAT and SEAT follow a “one-size-
fits-all” approach to detect biases across different
regions2. As biases can be diverse depending on the
demographic lens, a fixed or a small set of dimen-
sions (such as family–career, math–arts) may not
be able to cover all the possible biases in society. In
this paper, we address two main research questions
about gender bias: (1) Is it possible to use current
NLP techniques to automatically identify gender
bias characteristics (such as family, career) specific
to various regions? (2) How do these gender dimen-
sions compare to the current generic dimensions
included in WEAT/SEAT?

Our paper makes four main contributions:

1. An automatic method to uncover gender bias
topic pairs in various regions that uses (a)
topic modeling to identify dominant topics
aligning with the F/M (Female/Male) groups
for different regions, and (b) an embedding-
based approach to identify F-M topic pairs for
different regions that can be viewed as gender
bias dimensions in those regions.

2. An IAT-style test to assess our predicted gen-
der bias topic pairs with human annotators.
To the best of our knowledge, this is the first
study to use a data-driven, bottom-up method
to evaluate bias across regional boundaries.

3. A WEAT-based evaluation setup using region-
aware topic pairs to evaluate gender biases in
different data domains (Reddit and UN Gen-
eral Debates) across regions.

2In our study, a region refers to a continental region
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4. An analysis of how well our predicted
bias dimensions align with those of custom
LLMs, including open-source models like
Llama-3-8b and Mistral-7b-Instruct; as
well as closed-source models such as GPT-4,
Gemini-Pro and Claude-3-Sonnet.

2 Data

For our study, we require a geographical corpus that
covers several regions of the world. Tthe selection
of regions is based on data availability and represen-
tation in existing geographical datasets, and aligns
with established frameworks for regional analysis
3. We use GeoWAC (Dunn and Adams, 2020a),
a geographically balanced corpus consisting of
web pages from Common Crawl, spanning 150
countries. Language samples are geo-located using
country-specific domains, such as an .in domain
suggesting Indian origin (Dunn and Adams, 2020b).
We draw inspiration from Garimella et al. (2022) to
select the top three countries with the highest num-
ber of English examples from each region: Asia,
Africa, Europe, North America, South America,
and Oceania. For each region, we randomly sam-
ple 282,000 English examples, allocating 94,000
examples to each selected country within the re-
gion. Dataset details are included in Appendix A.

3 Variations in Gender Bias Tests Across
Regions

We start by investigating the differences in exist-
ing gender bias tests like WEAT across different
regions. WEAT takes in target words such as male
names and female names, to indicate a specific
group, and attribute words that can be associated
with the target words, such as math and art. Bias
is computed using the cosine distance between the
embeddings of the target and attribute words. We
use word2vec embeddings (Mikolov et al., 2013)
trained on six regions separately to compute bias.
Table 1 shows the region-wise bias scores for the
three gender-specific tests in WEAT.

Although we observe a positive bias for most
topic pairs, scores vary across regions. For ex-
ample, the highest scoring regions vary for the
target words-attribute words groups. For family–
career, North America exhibits the highest bias,
whereas Africa demonstrates the highest bias for
the math–arts and science–arts. Interestingly, Eu-
rope and South America have negative scores on
science–arts and career–family respectively (in-
dicating stronger F-science, F-career and M-arts,

3https://unstats.un.org/unsd/methodology/m49/

TARGET WORDS - AT-
TRIBUTE WORDS

REGION WEAT

Africa 1.798
Asia 1.508

career vs family - Male North America 1.885
names vs Female names South America -0.574

Europe 1.610
Oceania 1.727

Africa 1.429
Asia 1.187

Math vs Arts - Male terms North America 0.703
vs Female terms South America 0.532

Europe 0.334
Oceania 1.158

Africa 1.247
Asia 0.330

Science vs Arts - Male North America 0.036
terms vs Female terms South America 0.912

Europe -0.655
Oceania 0.725

Table 1: Region-wise WEAT scores using word2vec.

M-family associations). These results provide pre-
liminary support to our hypothesis that bias dimen-
sions vary across regions, thus propelling a need
for further bias dimensions to better capture gender
biases in these regions in addition to the existing
generic ones in WEAT.

4 A Method to Automatically Detect Bias
Dimensions Across Regions

Building upon our WEAT findings, we propose a
two-stage approach to automatically detect region-
aware bias dimensions that likely capture the biases
in specific regions in a bottom-up manner. In the
first stage, we utilize topic modeling to identify
prominent topics in each region. In the second
stage, we use an embedding-based approach to find
female-male topic pairs among those identified in
the first stage that are likely to represent prominent
gender bias dimensions in each region. Fig 1 shows
the pipeline of our methodology.

4.1 Identifying Region-wise Bias Topics
We use topic modeling to identify dominant topics
in the male and female examples in each region.

We first build F(emale)- and M(ale)-aligned
datasets using the examples from GeoWAC for
each region. Leveraging 52 pairs of gender-
defining, non-stereotypical words (e.g., wife,
brother) from Bolukbasi et al. (2016) (see Ap-
pendix G), we identify examples containing these
words. An example is assigned to the F- or M-
aligned dataset if it contains a higher frequency of
female or male words, respectively, and the differ-
ence in frequency between F and M words exceeds
a threshold of three. These datasets are then used to

109

https://unstats.un.org/unsd/methodology/m49/


Female and Male 
(F/M)-Aligned 

Datasets
Topic Modeling on 

all data and labeling
Alignment of topics 

to F/M data
Region-aware F/M 

topics

Region-wise F/M 
topic embeddings

Topic Similarity 
computation to 

she/he embeddings
Region-aware F/M 

topic pairs

Bertopic 
and 

Llama2
BERT-Large embeddings

Cosine 
similarity

Stage 1

Stage 2

Figure 1: Methodology Pipeline: Stage 1 refers to the extraction of region-aware gender topics using topic modeling,
Stage 2 refers to extraction of region-aware gender topic pairs using an embedding based approach

detect gender-aligned topics from GeoWAC. The
dataset statistics are specified in Table 6 in Ap-
pendix B.

For topic modeling, we use Bertopic (Grooten-
dorst, 2022), which identifies an optimal number of
topics n for a given dataset (see Appendix L.1 for
implementation details). We further refine the re-
sulting topics using Llama2 (Touvron et al., 2023)
to label and better understand the topic clusters
identified by Bertopic. The prompting mecha-
nism for Llama2 is provided in Appendix H.

We then compute the topic alignment to ei-
ther of the F/M groups. To achieve this, we first
calculate the topic distribution of a data point,
which gives the probability pit of an example i
belonging to each topic t. For a topic t, we
take n examples that dominantly belong to that
topic: i1, i2, ...., in. If m out of n data points be-
long to the F group in the F-M dataset, and the
other (n - m) belongs to the M group, we com-
pute the average of topic probabilities for both
groups separately: pFt =

(pi1t+pi2t+......+pimt)

m and

pMt =
(pim+1t

+pim+2t
+......+pint)

(n−m) , where pFt and
pMt refer to the average probability by which a
topic belongs to the F and M groups respectively.
If pFt > pMt, we say the topic is a bias topic that
aligns with the F group and vice-versa.

4.2 Finding Topic Pairs as Region-wise Bias
Dimension Indicators

We use an embedding-based approach to generate
F-M topic pairs from the pool of topics identified
in the previous stage. These topic pairs would be
comparable to IAT/WEAT pairs.

We use BERT-large (stsb-bert-large)
from SpaCy’s (Honnibal and Montani, 2017)
sentencebert library to extract contextual
embeddings for topic words extracted in Stage 1.
For a topic t consisting of topic words w1, ..wn,
the topic embedding is given by the average of
embeddings of the top ten topic words in that topic.

Next, we identify topic pairs from the embed-
dings inspired by Bolukbasi et al. (2016): let the

embeddings of the words she and he be Eshe and
Ehe respectively. The embedding of a topic ti be
Eti . A female topic Fti and a male topic Mtj are a
topic pair if: cos(EFti

, Eshe) ∼ cos(EMtj
, Ehe)

and/or cos(EFti
, Ehe) ∼ cos(EMtj

, Eshe), where
cos(i, j) refers to the cosine similarity between em-
beddings i and j, given by cos(i, j) = i,j

||i||||j|| . For
two topics to be in a pair, the threshold considered
for the difference between the cosine similarities
is 0.01, i.e., two topics (t1, t2) are considered a
pair if the difference of cosine similarities cos(t1,
she)/cos(t1, he) and cos(t2, he)/cos(t2, she) re-
spectively is < 0.01. We manually choose 0.01
since differences close to 0.01 are almost = 0.

4.3 Human Validation Setup

We validate our topic pairs using an IAT-style test
with six volunteer annotators per region (three fe-
male and three male). Alongside our region-aware
topic pairs, we evaluate existing WEAT dimen-
sions related to gender (family–career, math–arts,
science–arts).

As done in IAT, we show the topic names and
female/male faces to our annotators along with a
set of guidelines. 4 As shown in Fig 2, each topic
pair test form contains two tasks. First, the annota-
tors have to press one key for a female face f and
a female topic Tf and another key for a male face
m and a male topic Tm, timing responses as r1 and
r2. In the reverse task, they pair Tm with f and Tf

with m, timing these as r3 and r4. We average r1
and r2 for the ‘un-reversed’ case and r3 and r4 for
the ‘reversed’ case. The annotators’ implicit asso-
ciation of a gender to a topic may influence their
response time. A lower response time suggests
easier recollection of the guidelines and potential
implicit gender-topic associations, and thus lower
bias with respect to these topics. We also varied
the test order for different annotators to avoid ini-
tial pairing bias. We conduct the survey with six

4Note that faces are used exclusively in the Human Valida-
tion Set-up for IAT testing, consistent with the original IAT
methodology, and are not employed in other experiments.
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Choose     if the face is ‘female’ and     if the face is ‘male’. 
Choose     if ‘topic’ is ‘Parenting’ and     if topic is ‘Movies’   

Choose     if the face is ‘female’ and     if the face is ‘male’. 
Choose     if ‘topic’ is ‘Movies’ and     if topic is ‘Parenting’   

Movies Parenting Parenting Movies

1s 1s 1s 1s 1s 1s 2s 3s

Figure 2: IAT-style test with region-aware topic pairs for human validation. The above example shows the user
implicitly associates female to parenting and male to movies: When guidelines are reversed, they take longer time,
indicating the presence of bias. Note that we randomize the order of tests for participants to ensure initial pairing
bias is accounted for. We also have several pages showing faces and topics for each guideline.

annotators each from Africa, Asia, Europe, North
America, and South America and randomize the
reversed and un-reversed tests to prevent primacy
bias. We provide screenshots of our annotation
framework in Appendix N.

4.4 Results: Bias Dimensions across Regions

4.4.1 Region-wise Bias Topics
Table 2 displays the top topics based on umass co-
herence (Mimno et al., 2011), that is based on
word co-occurrence within a given corpus for each
region. Several topics that are exclusive to certain
regions are identified. Additionally, some topics
like family and parenting; cooking; pets and animal
care are common across several regions for F. Sim-
ilarly movies; politics and government; and sports
are common topics for M. Finally, there are differ-
ences between regions in terms of education, read-
ing, and research (F-Europe, NA, and M-Africa);
fashion and lifestyle (F-Europe, NA, and M-Africa)
and music and culture (F-SA and M-NA and Ocea-
nia). Some other popular topics across regions
are religion and spirituality, Christian theology in
M; obituaries and genealogy, online dating, travel,
and sailing in F (see Appendix D for a comprehen-
sive list of topics). We also provide an example of
a topic cluster (Africa region) in Appendix J.

4.4.2 Region-wise Bias Dimensions
Table 35 shows the top five topic pairs per region,
chosen based on the umass score from the top 10
topics each for F and M from the topic model-
ing scheme. As expected, topic pairs differ by
region, and new topic pairs emerge that do not

5Note that the topics that appear in the top topic pairs
here may not necessarily be among the top five topics for
each region as shown in Table 2 because we use a different
approach to compute pairs. However, they are among the top
ten topics for each region.

appear in previous tests like WEAT. Among the
top pairs, there are recurring topics in F such as
dating and marriage, family and relationships, lux-
ury sailing, and education, whereas in M, there
are politics, religion, sports, and movies. These
region-specific pairs may supplement generic tests
like WEAT/SEAT in NLP to detect regional bi-
ases. Thus, several topics are shared across regions,
while others differ, potentially revealing diverse
perceptions of biases. To explore this further, we
compute and analyze the top unigrams and bigrams
for topic pairs that are common across regions, as
detailed in Appendix E.

4.4.3 Human Validation Results

Fig 3 shows response times for the top five topic
pairs in each region for both un-reversed and re-
versed scenarios. Larger time differences indicate
more bias, suggesting that the pair could be a po-
tential gender bias dimension for that region. If
un-reversed time is lower, it suggests a stronger
association of Tf with the F group and Tm with the
M group, showing the existence of biases. Please
refer to Table 3 for topic pairs corresponding to
(P1...P5). The family–career pair shows the high-
est bias across all three general IAT topic pairs
except South America. There are smaller differ-
ences among math–arts and science–arts. Certain
pairs—such as P5 for Africa, P1 for Asia, P1, P4,
and P5 for Europe, P1 and P2 for North America,
and P3 and P5 for South America show greater
differences than one(or more) generic WEAT di-
mensions in their respective regions. This suggests
that participants associated stronger biases with
region-specific topic pairs than with the existing
WEAT dimensions. These findings support our hy-
pothesis and bring preliminary evidence that the
region-aware bias dimensions we uncover are in
line with the human perception of bias in those
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REGION FEMALE MALE

Africa Credit cards and finances,
Royalty and Media, Trad-
ing strategies and market
analysis, Dating and rela-
tionships guides, Parent-
ing and family relation-
ships

Fashion and Lifestyle,
Male enhancement and
sexual health, Nollywood
actresses and movies,
Nigerian politics and
government, Essay
writing and research

Asia Hobbies and Interests,
Healthy eating habits for
children, Social media
platforms, Royal wed-
ding plans, Online Dating
and Chatting

DC comic characters,
Mobile Application,
Phillippine Politics and
Government, Sports and
Soccer, Career

Europe Pets and animal care,
Fashion and Style, Educa-
tion, Obituaries and Ge-
nealogy, Luxury sailing

Political developments in
Northern Ireland, Chris-
tian Theology and Prac-
tice, Crime and murder
investigation, EU Refer-
endum and Ministerial
Positions, Criminal Jus-
tice System

North America Pets, Cooking: culinary
delights and chef recipes,
Fashion and style, Fam-
ily dynamics and relation-
ships, Reading and fic-
tion

Civil War and history,
Middle East conflict and
political tensions, Movies
and filmmaking, Political
leadership and party dy-
namics in Bermuda, Rock
Music and songwriting

South America Luxury and Cruise, Re-
gional Development in
South America, Cultural
events, Food and recipes,
Gender and Social in-
equality

Colonial Wine Industry,
Chilean politics and vio-
lence, Gaming, Football
and Sports, Startup and
Entrepreneurship

Oceania Cooking and culinary de-
lights, Romance, Weight
loss and nutrition for
women, Water travel ex-
perience, Woodworking
plans and projects

Harry Potter adventures,
Art and Photography, Su-
perheroes and their Uni-
verses, Music recording
and Artists, Football in
Vanuatu

Table 2: Top five topics for F and M for each region,
extracted using Bertopic and Llama2.

regions 6. We find that all regions exhibit biases
aligned with our topic pairs’ gender associations,
except for P3: education–reinsurance and capital
markets in North America. Additionally, South
America shows a negative bias for family–career,
consistent with our findings in Table 1. These re-
sults highlight the importance of considering topic
pair differences when identifying and evaluating
biases.

5 WEAT-based Evaluation Using
Region-aware Topic Pairs

To measure biases across data domains and regions,
we use region-specific topics extracted from the Ge-
oWAC dataset and set up a WEAT-style evaluation,
demonstrating how region-aware bias dimensions
integrate with existing bias evaluation frameworks.
Data. We consider two datasets: (i) Reddit data
and (ii) UN General Debates (Baturo et al., 2017).

6It is not always evident whether gender associations in
these pairs stem from direct stereotypes or reverse associations
(e.g., females linked to T because males are strongly linked
to P and not because females are strongly linked to T). Future
work should investigate this distinction.

REGION F-M TOPIC PAIR

Africa

Parenting and family relationships-Nollywood Actress and
Movies (P1)
Marriage and relationships - Sports and Football (P2)
Womens’ lives and successes - Fashion and Lifestyle (P3)
Music - Social Media (P4)
Dating and relationships advice - Religious and Spiritual
growth (P5)

Asia

Hotel royalty - Political leadership in India (P1)
Healthy eating habits for children - Sports and Soccer (P2)
Royal wedding plans - Social Media platforms for video
sharing (P3)
Royal wedding plans - Religious devotion and spirituality
(P4)
Marriage - Bollywood actors and films (P5)

Europe

Education - Music (P1)
Comfortable hotels - Political decision and impact on society
(P2)
Luxury sailing - UK Government Taxation policies (P3)
Obituaries and Genealogy - Christian Theology and Practice
(P4)
Fashion and style - Christian theology and practice (P5)

Online Dating for Singles - Religion and Spirituality (P1)
North Fashion and Style - Reproductive Health (P2)
America Education and achievements - Reinsurance and capital mar-

kets (P3)
Family dynamics and relationships - Nike shoes and fashion
(P4)
Reading and fiction - Cape Cod news (P5)

Food and Recipes - Professional Wrestling and MMA
Events (P1)

South Health issues among schoolchildren - Insect Biology (P2)
America Chilean Olympic team and successes - Chilean Politics and

Violence (P3)
Gender and Social Inequality - Colonial Wine Industry (P4)
Movies and Filmmakers - Football and Sports (P5)

Oceania

Family relationships - Religious beliefs and figures (P1)
Woodworking plans and projects - Music record and Artists
(P2)
Weight loss and nutrition for women - Building and design-
ing boats (P3)
Exercises for hormone development - Superheroes and their
Universes (P4)
Kids’ furniture and decor - Building and designing boats
(P5)

Table 3: Top five region-aware topic pairs for F and M
for each region using an embedding-based approach.

The Reddit data consists of data from subred-
dits corresponding to specific regions: r/asia,
r/africa, r/europe, r/northamerica, and
r/oceania. We use the official Reddit API to ex-
tract data, consisting of 500 top posts7 from each
subreddit. The posts are pre-processed to remove
URLs and signs, and each post contains at least 30
words. The UN General Debate Corpus (UNGDC)
includes texts of General Debate statements from
1970 to 2016. These statements are delivered by
leaders and senior officials to present their gov-
ernment’s perspective on global issues. We filter
the countries for each region and extract 500 data
points per region, maintaining equal representa-
tion across region. 8 These datasets demonstrate
how topic pairs can be integrated into WEAT, with-
out controlling for the speaker or author. While

7The Official Reddit API has rate limits, therefore 500 top
posts ensures an equal number of examples for each region.

8Oceania has limited available countries in UNGDC, hence
we adhere to 500 data points for each region.
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Figure 3: Human validation results across regions. ‘Unreversed’ refers to bias dimensions with the same gender
associations as our topic pairs, ‘Reversed’ refers to bias dimensions with the opposite gender associations.

speaker/author bias may also play a role, exploring
this influence is beyond the scope of these experi-
ments and presents a direction for future research.
Method. WEAT tests consist of keywords corre-
sponding to each attribute (like family-career) and
target sets (like male-female terms). For attribute
sets, we use KeyBERT (Grootendorst, 2020) to
gather top topic representative words correspond-
ing to each topic extracted from GeoWAC. For tar-
get sets, i.e., male/female terms, we use the same
representative words from WEAT. To further make
it specific to a particular region, we employ GPT-4
(OpenAI et al., 2024) to generate 10 commonly
used male/female names in each region, validate
them with the help of region-specific annotators
(100% agreement) and add them to the list. We
provide the list of words in Table 12 of Appendix
F. We use fastText (Bojanowski et al., 2017)9 to
generate embeddings of the lists and compute the
region-aware WEAT scores.
Results. Table 4 displays the results of WEAT
scores across region-aware topic pairs for the two

9We choose fastText because it allows us to compute em-
beddings of words that are not present in the target text (as our
topics are derived from a different dataset GeoWAC).

datasets. We intentionally exclude generic WEAT
dimensions such as family–career, as their effec-
tiveness has been extensively evaluated in prior
studies. Instead, our focus is to demonstrate how
our region-specific bias pairs can be integrated into
an already established test framework. A high num-
ber of positive scores means a presence of biases
with the same gender association as our topic pairs.
For example, if ‘music-social media’ is an F-M
topic pair in Africa, a positive score on the Red-
dit dataset means that bias is associated with the
same genders. The few negative scores indicate that
some topic pairs do not conform to the same gender
bias associations. Additionally, scores with mag-
nitudes greater than 0.5 indicate a strong presence
of bias (positive or negative). We also observe that
high-bias topics vary across regions and datasets.
For example, ‘music-social media’ has the high-
est bias in Africa for both datasets, however for
Asia, we find that ‘marriage - Bollywood actors
and films’ and ‘Hotel royalty - Political leadership
in India’ exhibit the highest biases in Reddit and
UN General Debates respectively, suggesting that
biased topic pairs may be domain-dependent.
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REGION F-M TOPIC PAIR REDDIT UN GENERAL
DEBATES

Parenting and family relationships-Nollywood Actress and Movies 0.500 0.979
Marriage and relationships - Sports and Football -0.051 0.224

Africa Womens’ lives and successes - Fashion and Lifestyle 0.480 0.493
Music - Social Media 1.894 1.721
Dating and relationships advice - Religious and Spiritual growth 1.475 1.061

Hotel royalty - Political leadership in India 1.365 1.768
Healthy eating habits for children - Sports and Soccer 0.006 -0.068

Asia Royal wedding plans - Social Media platforms for video sharing 1.05 1.393
Royal wedding plans - Religious devotion and spirituality 1.183 1.335
Marriage - Bollywood actors and films 1.543 0.918

Education - Music 1.261 1.920
Comfortable hotels - Political decision and impact on society 0.324 0.485

Europe Luxury sailing - UK Government Taxation policies 1.232 1.558
Obituaries and Genealogy - Christian Theology and Practice 0.001 -0.405
Fashion and style - Christian theology and practice 1.730 1.028

Online Dating for Singles - Religion and Spirituality 1.728 1.830
Fashion and Style - Reproductive Health 1.723 1.095

North America Education and achievements - Reinsurance and capital markets -0.148 -0.364
Family dynamics and relationships - Nike shoes and fashion 0.109 0.691
Reading and fiction - Cape Cod news 0.251 0.506

Food and Recipes - Professional Wrestling and MMA Events 1.462 0.880
Health issues among schoolchildren - Insect Biology 1.551 1.763

South America Chilean Olympic team and successes - Chilean Politics and Violence -0.062 0.795
Gender and Social Inequality - Colonial Wine Industry 0.315 0.587
Movies and Filmmakers - Football and Sports 0.179 1.399

Family relationships - Religious beliefs and figures 0.305 0.267
Woodworking plans and projects - Music record and Artists 0.056 -0.258

Oceania Weight loss and nutrition for women - Building and designing boats 0.336 0.582
Exercises for hormone development - Superheroes and their Universes -0.05 -0.07
Kids’ furniture and decor - Building and designing boats 0.612 0.524

Table 4: Region-aware WEAT-based evaluation on Reddit and UNGDC. Highest scores are highlighted for each
dataset across regions.

Using our topic pairs in a WEAT-style evalua-
tion setup illustrates how our automatically curated
region-aware bias dimensions can be used in de-
signing a region-aware bias evaluation test. It also
shows the effectiveness of our region-aware bias
topic pairs in capturing the dimensions that are
likely to contain gender biases across regions.10

6 Alignment of Region-Aware Bias
Dimensions with LLM generations

To determine if LLMs generate biases similar
to our region-aware bias topic pairs, we design
a persona generation task for the models. We
prompt the LLM to output personas interested in
different ‘topics’ from the topic pairs extracted
using GeoWAC. Fig 7 in Appendix M shows
an example of the prompt provided to an LLM
to generate personas. We experiment with dif-

10Note that while our topic pairs are extracted from
GeoWAC and may generalize to datasets like Reddit and
UNGDC, we do not claim they are the optimal pairs, as topic
pairs are data-dependent. However, our methodology can be
used to identify bias-related topic pairs in specific datasets.

ferent LLMs: GPT-3.5 (Brown et al., 2020),
GPT-4, Mistral-7b-Instruct (Jiang et al., 2023),
Claude-3 Sonnet,11 and Gemini-Pro (Team et al.,
2024). Many studies have utilized LLM-generated
personas for multi-agent interactions across dif-
ferent societal contexts (Park et al., 2023; Zhou
et al., 2024). However, if LLMs generate biased
personas—such as always associating a female per-
sona with childcare responsibilities and a male per-
sona with strength and handling emergencies—this
can reinforce and perpetuate biases in subsequent
downstream tasks and interactions. Given this con-
cern, we employ persona generation as a tool to
assess whether any biases are present in the per-
sonas created by LLMs. To measure these biases,
we compare the gender associations of the LLM-
generated personas to the gender associations of
our region-aware topic pairs. To ensure robustness,
we average the results over seven runs.
Results. We plot the results of persona gender mis-
match between LLMs and topic pairs in Fig 4. A

11https://claude.ai/
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Figure 4: Bias Evaluation of LLM outputs using region-aware bias topic pairs through ‘persona generation’.

mismatch occurs when an LLM generates a per-
sona with a ‘female’ gender for a topic like Poli-
tics in Asia, which, according to our findings, is
typically associated with a ‘male’ gender. Fewer
mismatches mean the existence of region-aware bi-
ases. Regions with relatively higher representation:
North America, South America, Europe, and Asia
have fewer mismatches, with North America hav-
ing the lowest mismatch. Conversely, regions like
Africa and Oceania show higher mismatch rates.
Among models, Mistral-7b (7B) has the highest
mismatch rate while Gemini-Pro (50T) has the
least, which may stem from varying model sizes.
Overall, all the models exhibit similar mismatch
trends for both highly-represented and other re-
gions. Fewer mismatches in highly-represented
regions show the importance of evaluation using
region-specific topic pairs. Higher mismatches in
regions like Africa and Oceania suggest LLMs do
not mimic these regions’ biases, which can be ben-
eficial. However, due to growing research on LLM
cultural alignment, a more precise, region-specific
bias evaluation metric becomes essential.

7 Related Work

IAT (Greenwald et al., 1998) is one of the earli-
est method for measuring implicit social biases in
humans. Inspired by the IAT, WEAT (Caliskan
et al., 2017) and SEAT (May et al., 2019) use word
and sentence embeddings respectively to measure
biases in text. Additionally, various bias detec-
tion measures in NLP focus on post-training model
predictions, such as gender swapping (Stanovsky
et al., 2019). Moreover, there are specific gender
bias evaluation test sets in tasks like coreference
resolution (Rudinger et al., 2018; Zhao et al., 2018;

Webster et al., 2018) and sentiment analysis (Kir-
itchenko and Mohammad, 2018b). Several studies
have emphasized the significance of considering
cultural awareness in the study of social phenom-
ena. The demographics of individuals can shape
their worldviews and thoughts (Garimella et al.,
2016), potentially influencing their language pref-
erences and biases in daily life. Notably, some stud-
ies have observed a bias towards Western nations
in current LLMs (Dwivedi et al., 2023). Recent
research has focused on cross-cultural aspects of
LLMs, including aligning them with human values
from different cultures (Glaese et al., 2022; Sun
et al., 2023) and exploring them as personas rep-
resenting diverse cultures (Gupta et al., 2024). To
our knowledge, no prior work has proposed a data-
driven approach to extract region-aware bias topics.
Given the biases in LLMs, region-specific metrics
can enable more accurate bias evaluations and en-
hance downstream tasks involving demographic-
aware social simulations. This research is crucial
for addressing cross-cultural biases effectively.

8 Conclusion

In this paper, we propose a bottom-up data-
dependent approach to identify region-aware topic
pairs that capture gender biases across different re-
gions. Our human evaluation results demonstrate
the validity of our proposed topic pairs.

We employ a region-aware WEAT-based eval-
uation setup to assess biases in two additional
datasets: Reddit and UNGDC. The presence of
region-specific biases in these datasets underscores
the importance of a region-aware bias evaluation
metric. Additionally, when examining LLM out-
puts against the gender associations in our region-
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aware topic pairs, we find that biases align closely
for relatively highly represented regions such as
North America, South America, Europe, and Asia.
This emphasizes the value of region-aware topic
pairs in LLM bias evaluation. Future work includes
incorporating testing different model/dataset com-
binations and topic-pair dependency on data. We
also intend to carry out a large-scale human valida-
tion experiment to further strengthen the validation
of our approach. Finally, we aim to study biases
in multiple languages and explore region-aware
bias mitigation techniques. Our code and data are
available at https://github.com/MichiganNLP/
DemographicAwareBiasEval.

Limitations

Dataset limitations. We utilized the GeoWAC cor-
pus as our sole data source for extracting topic pairs
from various regions. However, we acknowledge
the importance of incorporating additional datasets
in our future work. It is important to note that the
countries selected to represent each continent are
based solely on data availability in GeoWAC. We
do not claim that these three countries can fully
encapsulate the diversity or complexity of an entire
continent. This limitation should be considered
when interpreting the results. Additionally, our
WEAT-based evaluation was conducted on rela-
tively smaller datasets. So, we intend to conduct
further analysis on larger datasets to ensure a com-
prehensive evaluation based on WEAT.
Multilingualism and fine-grained bias evalua-
tion. Our study did not account for different lan-
guages due to the diverse linguistic landscape of the
regions (continents) included in our study. How-
ever, the significance of conducting a more detailed
and multi-lingual analysis to examine variations
among different countries would be interesting.
Furthermore, we recognize that dividing the world
by continent is an oversimplified approach, as it ob-
scures nuanced regional differences. For example,
Africa, with its large population and geographic
diversity, is often condensed into a single category,
while regions such as Oceania are treated similarly
despite their smaller scale. This imbalance high-
lights the need for more granular or fine-grained
frameworks for bias evaluation in future research.
Limited participants for human validation. In
our study, we unfortunately encountered difficul-
ties in finding participants from Oceania for human
validation. Moving forward, we plan to include
insights and findings from Oceania and also incor-
porate a larger population to ensure a more com-
prehensive human validation of our region-aware

bias methodology.
Intersectional biases and gender diversity. We
do not address intersectional biases, the overlap-
ping systems of discrimination based on race, class,
gender, ability, and so on, which are critical for
understanding inequality (Lalor et al., 2022). Ad-
dressing these biases represents a valuable direc-
tion for future research. Additionally, our analysis
is limited to a binary gender framework (female
and male), excluding non-binary and gender non-
conforming individuals. Future research directions
can adopt diverse gender identities to ensure more
inclusive and representative findings.

Ethical Considerations

When developing our region-aware topic pairs, it
is essential to consider the ethical implications:
Broad cultural categorization: Since we utilize
a much broader aspect of culture, i.e. continents
to distinguish among cultures, the region-aware
topic pairs we extract may not translate to cultures
of communities that are not well-represented in
models. Hence, it is important that we utilize topic
pairs carefully.
Biases. AI models have been shown to fre-
quently produce responses that align with West-
ern, educated, industrialized, rich, and democratic
(WEIRD) perspectives (Henrich et al., 2010; Mi-
halcea et al., 2025). Our findings also reveal
that LLMs exhibit the strongest alignment with
Western-centric biases. Therefore, it is essential to
approach LLM-generated results with caution. Fur-
thermore, it is important to note that in our persona
experiment, we employ names generated by LLMs
for various continents. Although these names were
manually reviewed, they may still carry inherent
LLM biases, therefore it is important to remain
mindful of these biases when interpreting findings,
and carefully consider their implications in future
research. Such awareness is critical to ensuring
more equitable and representative outcomes.
Offensive content. The Reddit data used for our
region-aware evaluation metric may include offen-
sive or inappropriate content, as it is sourced from
a public platform with diverse user contributions.
To mitigate privacy concerns, we have anonymized
the data by removing usernames and any personally
identifiable information. While this step helps pro-
tect user privacy, it does not eliminate the potential
presence of offensive material. We emphasize the
need for careful handling and interpretation of such
data in research contexts.
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Soňa Mokrá, Nicholas Fernando, Boxi Wu, Rachel
Foley, Susannah Young, Iason Gabriel, William Isaac,
John Mellor, Demis Hassabis, Koray Kavukcuoglu,
Lisa Anne Hendricks, and Geoffrey Irving. 2022.
Improving alignment of dialogue agents via targeted
human judgements.

Anthony G Greenwald, Debbie E McGhee, and Jor-
dan LK Schwartz. 1998. Measuring individual differ-
ences in implicit cognition: the implicit association
test. Journal of personality and social psychology,
74(6):1464.

Stephanie D Grimm and A Timothy Church. 1999. A
cross-cultural study of response biases in personal-

117

https://doi.org/10.1177/2053168017712821
https://doi.org/10.1177/2053168017712821
https://doi.org/10.1177/2053168017712821
https://blog.education.nationalgeographic.org/2017/11/15/what-continent-do-you-think-they-are-from-drawing-humans-to-reveal-internalized-bias/
https://blog.education.nationalgeographic.org/2017/11/15/what-continent-do-you-think-they-are-from-drawing-humans-to-reveal-internalized-bias/
https://blog.education.nationalgeographic.org/2017/11/15/what-continent-do-you-think-they-are-from-drawing-humans-to-reveal-internalized-bias/
https://doi.org/10.1162/tacl_a_00051
https://doi.org/10.1162/tacl_a_00051
http://arxiv.org/abs/2005.14165
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/2023.emnlp-main.428
https://doi.org/10.18653/v1/2023.emnlp-main.428
https://aclanthology.org/2022.aacl-short.38
https://aclanthology.org/2022.aacl-short.38
https://aclanthology.org/C16-1065
https://aclanthology.org/C16-1065
http://arxiv.org/abs/2209.14375
http://arxiv.org/abs/2209.14375


ity measures. Journal of Research in Personality,
33(4):415–441.

Maarten Grootendorst. 2020. Keybert: Minimal key-
word extraction with bert.

Maarten Grootendorst. 2022. Bertopic: Neural topic
modeling with a class-based tf-idf procedure.

Akshat Gupta, Xiaoyang Song, and Gopala Anu-
manchipalli. 2024. Self-assessment tests are unreli-
able measures of llm personality.

Joseph Henrich, Steven J Heine, and Ara Norenzayan.
2010. The weirdest people in the world? Behavioral
and brain sciences, 33(2-3):61–83.

Matthew Honnibal and Ines Montani. 2017. spaCy 2:
Natural language understanding with Bloom embed-
dings, convolutional neural networks and incremental
parsing. To appear.

Akshita Jha, Aida Davani, Chandan K Reddy, Shachi
Dave, Vinodkumar Prabhakaran, and Sunipa Dev.
2023. Seegull: A stereotype benchmark with broad
geo-cultural coverage leveraging generative models.
arXiv preprint arXiv:2305.11840.

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, Lélio Renard Lavaud,
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao,
Thibaut Lavril, Thomas Wang, Timothée Lacroix,
and William El Sayed. 2023. Mistral 7b.

Mengyin Jiang, Shirley KM Wong, Harry KS Chung,
Yang Sun, Janet H Hsiao, Jie Sui, and Glyn W
Humphreys. 2019. Cultural orientation of self-bias
in perceptual matching. Frontiers in Psychology,
10:1469.

Svetlana Kiritchenko and Saif Mohammad. 2018a. Ex-
amining gender and race bias in two hundred senti-
ment analysis systems. In Proceedings of the Sev-
enth Joint Conference on Lexical and Computational
Semantics, pages 43–53, New Orleans, Louisiana.
Association for Computational Linguistics.

Svetlana Kiritchenko and Saif Mohammad. 2018b. Ex-
amining gender and race bias in two hundred senti-
ment analysis systems. In Proceedings of the Sev-
enth Joint Conference on Lexical and Computational
Semantics, pages 43–53, New Orleans, Louisiana.
Association for Computational Linguistics.

John P Lalor, Yi Yang, Kendall Smith, Nicole Forsgren,
and Ahmed Abbasi. 2022. Benchmarking intersec-
tional biases in nlp. In Proceedings of the 2022 con-
ference of the North American chapter of the associa-
tion for computational linguistics: Human language
technologies, pages 3598–3609.

Claudia Malzer and Marcus Baum. 2020. A hybrid ap-
proach to hierarchical density-based cluster selection.
In 2020 IEEE International Conference on Multisen-
sor Fusion and Integration for Intelligent Systems
(MFI). IEEE.

Hazel Rose Markus and Shinobu Kitayama. 2003. Mod-
els of agency: sociocultural diversity in the construc-
tion of action.

Chandler May, Alex Wang, Shikha Bordia, Samuel R.
Bowman, and Rachel Rudinger. 2019. On measuring
social biases in sentence encoders. In Proceedings
of the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long and
Short Papers), pages 622–628, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Leland McInnes, John Healy, Nathaniel Saul, and Lukas
Großberger. 2018. Umap: Uniform manifold ap-
proximation and projection. Journal of Open Source
Software, 3(29):861.

Rada Mihalcea, Oana Ignat, Longju Bai, Angana Borah,
Luis Chiruzzo, Zhijing Jin, Claude Kwizera, Joan
Nwatu, Soujanya Poria, and Thamar Solorio. 2025.
Why ai is weird and should not be this way: Towards
ai for everyone, with everyone, by everyone. In As-
sociation for the Advances of Artificial Intelligence.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013. Efficient estimation of word representa-
tions in vector space.

David Mimno, Hanna Wallach, Edmund Talley, Miriam
Leenders, and Andrew McCallum. 2011. Optimizing
semantic coherence in topic models. In Proceedings
of the 2011 Conference on Empirical Methods in
Natural Language Processing, pages 262–272, Edin-
burgh, Scotland, UK. Association for Computational
Linguistics.

Dugan Nichols. 2011. Men and must-have shoes. Re-
trieved from.

OpenAI, Josh Achiam, Steven Adler, Sandhini Agarwal,
Lama Ahmad, Ilge Akkaya, Florencia Leoni Ale-
man, Diogo Almeida, Janko Altenschmidt, Sam Alt-
man, Shyamal Anadkat, Red Avila, Igor Babuschkin,
Suchir Balaji, Valerie Balcom, Paul Baltescu, Haim-
ing Bao, Mohammad Bavarian, Jeff Belgum, Ir-
wan Bello, Jake Berdine, Gabriel Bernadett-Shapiro,
Christopher Berner, Lenny Bogdonoff, Oleg Boiko,
Madelaine Boyd, Anna-Luisa Brakman, Greg Brock-
man, Tim Brooks, Miles Brundage, Kevin Button,
Trevor Cai, Rosie Campbell, Andrew Cann, Brittany
Carey, Chelsea Carlson, Rory Carmichael, Brooke
Chan, Che Chang, Fotis Chantzis, Derek Chen, Sully
Chen, Ruby Chen, Jason Chen, Mark Chen, Ben
Chess, Chester Cho, Casey Chu, Hyung Won Chung,
Dave Cummings, Jeremiah Currier, Yunxing Dai,
Cory Decareaux, Thomas Degry, Noah Deutsch,
Damien Deville, Arka Dhar, David Dohan, Steve
Dowling, Sheila Dunning, Adrien Ecoffet, Atty Eleti,
Tyna Eloundou, David Farhi, Liam Fedus, Niko Felix,
Simón Posada Fishman, Juston Forte, Isabella Ful-
ford, Leo Gao, Elie Georges, Christian Gibson, Vik
Goel, Tarun Gogineni, Gabriel Goh, Rapha Gontijo-
Lopes, Jonathan Gordon, Morgan Grafstein, Scott
Gray, Ryan Greene, Joshua Gross, Shixiang Shane

118

https://doi.org/10.5281/zenodo.4461265
https://doi.org/10.5281/zenodo.4461265
http://arxiv.org/abs/2203.05794
http://arxiv.org/abs/2203.05794
http://arxiv.org/abs/2309.08163
http://arxiv.org/abs/2309.08163
http://arxiv.org/abs/2310.06825
https://doi.org/10.18653/v1/S18-2005
https://doi.org/10.18653/v1/S18-2005
https://doi.org/10.18653/v1/S18-2005
https://doi.org/10.18653/v1/S18-2005
https://doi.org/10.18653/v1/S18-2005
https://doi.org/10.18653/v1/S18-2005
https://doi.org/10.1109/mfi49285.2020.9235263
https://doi.org/10.1109/mfi49285.2020.9235263
https://doi.org/10.18653/v1/N19-1063
https://doi.org/10.18653/v1/N19-1063
https://doi.org/10.21105/joss.00861
https://doi.org/10.21105/joss.00861
http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1301.3781
https://aclanthology.org/D11-1024
https://aclanthology.org/D11-1024


Gu, Yufei Guo, Chris Hallacy, Jesse Han, Jeff Harris,
Yuchen He, Mike Heaton, Johannes Heidecke, Chris
Hesse, Alan Hickey, Wade Hickey, Peter Hoeschele,
Brandon Houghton, Kenny Hsu, Shengli Hu, Xin
Hu, Joost Huizinga, Shantanu Jain, Shawn Jain,
Joanne Jang, Angela Jiang, Roger Jiang, Haozhun
Jin, Denny Jin, Shino Jomoto, Billie Jonn, Hee-
woo Jun, Tomer Kaftan, Łukasz Kaiser, Ali Ka-
mali, Ingmar Kanitscheider, Nitish Shirish Keskar,
Tabarak Khan, Logan Kilpatrick, Jong Wook Kim,
Christina Kim, Yongjik Kim, Jan Hendrik Kirch-
ner, Jamie Kiros, Matt Knight, Daniel Kokotajlo,
Łukasz Kondraciuk, Andrew Kondrich, Aris Kon-
stantinidis, Kyle Kosic, Gretchen Krueger, Vishal
Kuo, Michael Lampe, Ikai Lan, Teddy Lee, Jan
Leike, Jade Leung, Daniel Levy, Chak Ming Li,
Rachel Lim, Molly Lin, Stephanie Lin, Mateusz
Litwin, Theresa Lopez, Ryan Lowe, Patricia Lue,
Anna Makanju, Kim Malfacini, Sam Manning, Todor
Markov, Yaniv Markovski, Bianca Martin, Katie
Mayer, Andrew Mayne, Bob McGrew, Scott Mayer
McKinney, Christine McLeavey, Paul McMillan,
Jake McNeil, David Medina, Aalok Mehta, Jacob
Menick, Luke Metz, Andrey Mishchenko, Pamela
Mishkin, Vinnie Monaco, Evan Morikawa, Daniel
Mossing, Tong Mu, Mira Murati, Oleg Murk, David
Mély, Ashvin Nair, Reiichiro Nakano, Rajeev Nayak,
Arvind Neelakantan, Richard Ngo, Hyeonwoo Noh,
Long Ouyang, Cullen O’Keefe, Jakub Pachocki, Alex
Paino, Joe Palermo, Ashley Pantuliano, Giambat-
tista Parascandolo, Joel Parish, Emy Parparita, Alex
Passos, Mikhail Pavlov, Andrew Peng, Adam Perel-
man, Filipe de Avila Belbute Peres, Michael Petrov,
Henrique Ponde de Oliveira Pinto, Michael, Poko-
rny, Michelle Pokrass, Vitchyr H. Pong, Tolly Pow-
ell, Alethea Power, Boris Power, Elizabeth Proehl,
Raul Puri, Alec Radford, Jack Rae, Aditya Ramesh,
Cameron Raymond, Francis Real, Kendra Rimbach,
Carl Ross, Bob Rotsted, Henri Roussez, Nick Ry-
der, Mario Saltarelli, Ted Sanders, Shibani Santurkar,
Girish Sastry, Heather Schmidt, David Schnurr, John
Schulman, Daniel Selsam, Kyla Sheppard, Toki
Sherbakov, Jessica Shieh, Sarah Shoker, Pranav
Shyam, Szymon Sidor, Eric Sigler, Maddie Simens,
Jordan Sitkin, Katarina Slama, Ian Sohl, Benjamin
Sokolowsky, Yang Song, Natalie Staudacher, Fe-
lipe Petroski Such, Natalie Summers, Ilya Sutskever,
Jie Tang, Nikolas Tezak, Madeleine B. Thompson,
Phil Tillet, Amin Tootoonchian, Elizabeth Tseng,
Preston Tuggle, Nick Turley, Jerry Tworek, Juan Fe-
lipe Cerón Uribe, Andrea Vallone, Arun Vijayvergiya,
Chelsea Voss, Carroll Wainwright, Justin Jay Wang,
Alvin Wang, Ben Wang, Jonathan Ward, Jason Wei,
CJ Weinmann, Akila Welihinda, Peter Welinder, Ji-
ayi Weng, Lilian Weng, Matt Wiethoff, Dave Willner,
Clemens Winter, Samuel Wolrich, Hannah Wong,
Lauren Workman, Sherwin Wu, Jeff Wu, Michael
Wu, Kai Xiao, Tao Xu, Sarah Yoo, Kevin Yu, Qim-
ing Yuan, Wojciech Zaremba, Rowan Zellers, Chong
Zhang, Marvin Zhang, Shengjia Zhao, Tianhao
Zheng, Juntang Zhuang, William Zhuk, and Barret
Zoph. 2024. Gpt-4 technical report.

Joon Sung Park, Joseph C. O’Brien, Carrie J. Cai,

Meredith Ringel Morris, Percy Liang, and Michael S.
Bernstein. 2023. Generative agents: Interactive simu-
lacra of human behavior. In In the 36th Annual ACM
Symposium on User Interface Software and Technol-
ogy (UIST ’23), UIST ’23, New York, NY, USA.
Association for Computing Machinery.

Nils Reimers and Iryna Gurevych. 2019. Sentence-
BERT: Sentence embeddings using Siamese BERT-
networks. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
3982–3992, Hong Kong, China. Association for Com-
putational Linguistics.

Rachel Rudinger, Jason Naradowsky, Brian Leonard,
and Benjamin Van Durme. 2018. Gender bias in
coreference resolution. In Proceedings of the 2018
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, Volume 2 (Short Papers),
pages 8–14, New Orleans, Louisiana. Association for
Computational Linguistics.

Rebecca Ross Russell. 2010. Gender and jewelry: A
feminist analysis. Rebecca Ross Russell.

Gabriel Stanovsky, Noah A. Smith, and Luke Zettle-
moyer. 2019. Evaluating gender bias in machine
translation. In Proceedings of the 57th Annual Meet-
ing of the Association for Computational Linguistics,
pages 1679–1684, Florence, Italy. Association for
Computational Linguistics.

Zhiqing Sun, Yikang Shen, Qinhong Zhou, Hongxin
Zhang, Zhenfang Chen, David Cox, Yiming Yang,
and Chuang Gan. 2023. Principle-driven self-
alignment of language models from scratch with min-
imal human supervision. In Thirty-seventh Confer-
ence on Neural Information Processing Systems.

Gemini Team, Machel Reid, Nikolay Savinov, De-
nis Teplyashin, Dmitry, Lepikhin, Timothy Lilli-
crap, Jean baptiste Alayrac, Radu Soricut, Angeliki
Lazaridou, Orhan Firat, Julian Schrittwieser, Ioannis
Antonoglou, Rohan Anil, Sebastian Borgeaud, An-
drew Dai, Katie Millican, Ethan Dyer, Mia Glaese,
Thibault Sottiaux, Benjamin Lee, Fabio Viola, Mal-
colm Reynolds, Yuanzhong Xu, James Molloy, Jilin
Chen, Michael Isard, Paul Barham, Tom Hennigan,
Ross McIlroy, Melvin Johnson, Johan Schalkwyk,
Eli Collins, Eliza Rutherford, Erica Moreira, Ka-
reem Ayoub, Megha Goel, Clemens Meyer, Gregory
Thornton, Zhen Yang, Henryk Michalewski, Zaheer
Abbas, Nathan Schucher, Ankesh Anand, Richard
Ives, James Keeling, Karel Lenc, Salem Haykal, Sia-
mak Shakeri, Pranav Shyam, Aakanksha Chowdhery,
Roman Ring, Stephen Spencer, Eren Sezener, Luke
Vilnis, Oscar Chang, Nobuyuki Morioka, George
Tucker, Ce Zheng, Oliver Woodman, Nithya At-
taluri, Tomas Kocisky, Evgenii Eltyshev, Xi Chen,
Timothy Chung, Vittorio Selo, Siddhartha Brahma,
Petko Georgiev, Ambrose Slone, Zhenkai Zhu, James
Lottes, Siyuan Qiao, Ben Caine, Sebastian Riedel,

119

http://arxiv.org/abs/2303.08774
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/N18-2002
https://doi.org/10.18653/v1/N18-2002
https://doi.org/10.18653/v1/P19-1164
https://doi.org/10.18653/v1/P19-1164
https://openreview.net/forum?id=p40XRfBX96
https://openreview.net/forum?id=p40XRfBX96
https://openreview.net/forum?id=p40XRfBX96


Alex Tomala, Martin Chadwick, Juliette Love, Pe-
ter Choy, Sid Mittal, Neil Houlsby, Yunhao Tang,
Matthew Lamm, Libin Bai, Qiao Zhang, Luheng
He, Yong Cheng, Peter Humphreys, Yujia Li, Sergey
Brin, Albin Cassirer, Yingjie Miao, Lukas Zilka, Tay-
lor Tobin, Kelvin Xu, Lev Proleev, Daniel Sohn,
Alberto Magni, Lisa Anne Hendricks, Isabel Gao,
Santiago Ontanon, Oskar Bunyan, Nathan Byrd, Ab-
hanshu Sharma, Biao Zhang, Mario Pinto, Rishika
Sinha, Harsh Mehta, Dawei Jia, Sergi Caelles, Al-
bert Webson, Alex Morris, Becca Roelofs, Yifan
Ding, Robin Strudel, Xuehan Xiong, Marvin Rit-
ter, Mostafa Dehghani, Rahma Chaabouni, Abhijit
Karmarkar, Guangda Lai, Fabian Mentzer, Bibo Xu,
YaGuang Li, Yujing Zhang, Tom Le Paine, Alex
Goldin, Behnam Neyshabur, Kate Baumli, Anselm
Levskaya, Michael Laskin, Wenhao Jia, Jack W. Rae,
Kefan Xiao, Antoine He, Skye Giordano, Laksh-
man Yagati, Jean-Baptiste Lespiau, Paul Natsev, San-
jay Ganapathy, Fangyu Liu, Danilo Martins, Nanxin
Chen, Yunhan Xu, Megan Barnes, Rhys May, Arpi
Vezer, Junhyuk Oh, Ken Franko, Sophie Bridgers,
Ruizhe Zhao, Boxi Wu, Basil Mustafa, Sean Sechrist,
Emilio Parisotto, Thanumalayan Sankaranarayana
Pillai, Chris Larkin, Chenjie Gu, Christina Sorokin,
Maxim Krikun, Alexey Guseynov, Jessica Landon,
Romina Datta, Alexander Pritzel, Phoebe Thacker,
Fan Yang, Kevin Hui, Anja Hauth, Chih-Kuan Yeh,
David Barker, Justin Mao-Jones, Sophia Austin, Han-
nah Sheahan, Parker Schuh, James Svensson, Ro-
han Jain, Vinay Ramasesh, Anton Briukhov, Da-
Woon Chung, Tamara von Glehn, Christina Butter-
field, Priya Jhakra, Matthew Wiethoff, Justin Frye,
Jordan Grimstad, Beer Changpinyo, Charline Le
Lan, Anna Bortsova, Yonghui Wu, Paul Voigtlaen-
der, Tara Sainath, Shane Gu, Charlotte Smith, Will
Hawkins, Kris Cao, James Besley, Srivatsan Srini-
vasan, Mark Omernick, Colin Gaffney, Gabriela
Surita, Ryan Burnell, Bogdan Damoc, Junwhan
Ahn, Andrew Brock, Mantas Pajarskas, Anastasia
Petrushkina, Seb Noury, Lorenzo Blanco, Kevin
Swersky, Arun Ahuja, Thi Avrahami, Vedant Misra,
Raoul de Liedekerke, Mariko Iinuma, Alex Polo-
zov, Sarah York, George van den Driessche, Paul
Michel, Justin Chiu, Rory Blevins, Zach Gleicher,
Adrià Recasens, Alban Rrustemi, Elena Gribovskaya,
Aurko Roy, Wiktor Gworek, Sébastien M. R. Arnold,
Lisa Lee, James Lee-Thorp, Marcello Maggioni, En-
rique Piqueras, Kartikeya Badola, Sharad Vikram,
Lucas Gonzalez, Anirudh Baddepudi, Evan Senter,
Jacob Devlin, James Qin, Michael Azzam, Maja Tre-
bacz, Martin Polacek, Kashyap Krishnakumar, Shuo
yiin Chang, Matthew Tung, Ivo Penchev, Rishabh
Joshi, Kate Olszewska, Carrie Muir, Mateo Wirth,
Ale Jakse Hartman, Josh Newlan, Sheleem Kashem,
Vijay Bolina, Elahe Dabir, Joost van Amersfoort,
Zafarali Ahmed, James Cobon-Kerr, Aishwarya Ka-
math, Arnar Mar Hrafnkelsson, Le Hou, Ian Mack-
innon, Alexandre Frechette, Eric Noland, Xiance Si,
Emanuel Taropa, Dong Li, Phil Crone, Anmol Gulati,
Sébastien Cevey, Jonas Adler, Ada Ma, David Silver,
Simon Tokumine, Richard Powell, Stephan Lee, Ki-
ran Vodrahalli, Samer Hassan, Diana Mincu, Antoine
Yang, Nir Levine, Jenny Brennan, Mingqiu Wang,

Sarah Hodkinson, Jeffrey Zhao, Josh Lipschultz,
Aedan Pope, Michael B. Chang, Cheng Li, Laurent El
Shafey, Michela Paganini, Sholto Douglas, Bernd
Bohnet, Fabio Pardo, Seth Odoom, Mihaela Rosca,
Cicero Nogueira dos Santos, Kedar Soparkar, Arthur
Guez, Tom Hudson, Steven Hansen, Chulayuth
Asawaroengchai, Ravi Addanki, Tianhe Yu, Woj-
ciech Stokowiec, Mina Khan, Justin Gilmer, Jaehoon
Lee, Carrie Grimes Bostock, Keran Rong, Jonathan
Caton, Pedram Pejman, Filip Pavetic, Geoff Brown,
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REGION COUNTRY #EXAMPLES

Nigeria 3,153,761
Africa Mali 660,916

Gabon 645,769

India 12,327,494
Asia Singapore 6,130,047

Philippines 3,166,971

Ireland 8,689,752
Europe United

Kingdom
7,044,434

Spain 465,780

Canada 7.965,736
North America United

States
8,521,094

Bermuda 244,500

Chile 84,452,354
South America Colombia 3,553,216

Brazil 237,134

New
Zealand

94,476

Oceania Palau 486,437
Vanuatu 165,355

Table 5: Region-specific details in GeoWAC

A GeoWAC dataset details

Table 5 contain the total number of examples per
country in a region. We consider the top three
countries with the highest number of examples per
region.

B F-M Dataset statistics

Table 6 displays the total number of examples from
female and male groups per region for the region-
specific F-M dataset.

REGION TOTAL #FEMALE #MALE

Africa 57895 20153 37742
Asia 56877 21400 35477
Europe 59121 21049 38072
North America 70665 27627 43038
Oceania 62101 25951 36150

Table 6: F-M dataset statistics for regions (Total refers
to the total number of examples in each region, therefore,
total = #female + #male)

C Cultural differences in biases using
WEAT

Table 7 shows the WEAT scores for all WEAT di-
mensions defined in (Caliskan et al., 2017). We
find that scores and p-values differ across regions
for different dimensions. High bias dimensions dif-
fer across regions, hence it is important to consider
region-specific topic pairs.

D Region-wise topic lists in GeoWAC

Table 8 displays a comprehensive list of topics for
female and male groups across all regions.

E Unigram/Bigram Analysis

Table 10 shows the unigrams and bigrams of com-
mon topics with different gender associations. We
find that ‘fashion’ is highly associated with shoes
when it is a male topic in Africa, whereas in Eu-
rope and North America, it is mostly associated
with accessories like sunglasses, rings, etc. This
shows the typical association of women with jew-
elry and men with shoes (Russell, 2010; Nichols,
2011). In the case of ‘Music’, we see that unigrams
and bigrams pertaining to Africa contain words
related to hip-hop music and artists. For Europe,
we find location references and metal music. And
finally, Oceania shows references of jazz and rock.
We do not find any obvious gender associations
in the analysis of the music topic. Table 11 pro-
vides a unigram/bigram analysis of topics that are
commonly associated with a specific gender across
regions. For parenting and family relationships,
Africa has mentions of children, while Asia and
Oceania contain mentions of family events, etc. In
North America, we mostly find text about maintain-
ing health in families. For religion and spirituality,
the unigrams/bigrams are mostly about Jesus and
Christianity across regions. For politics, we find
mentions of specific regions, as expected. Educa-
tion topic is more about being successful in Europe,
where it is about degrees in North America. Finally,
‘social media’ trends are mostly similar. Overall
for topics with same gender associations across
regions, do not have stark differences.

F WEAT-based evaluation setup details

For male/female terms, we use the same represen-
tative words from WEAT: brother, father, uncle,
grandfather, son, he, his, him, man, boy, male for
male and sister, mother, aunt, grandmother, daugh-
ter, she, hers, her, woman, girl, female for female.
We also utilize GPT-4 to output the ten most com-
mon male/female names specific to each region.
We provide the lists of word belonging to each
topic in Table 12.

G Paired-list for F-M datasets

Here is the list of the 52 pairs used to create the
F-M datasets per region inspired from the foun-
dational work on bias detection and mitigation in
NLP using word embedding techniques (Bolukbasi
et al., 2016):
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TARGET WORDS - ATTRIBUTE WORDS REGION REGION-SPECIFIC P-VALUE REGION-SPECIFIC WEAT SCORE ORIGINAL WEAT
SCORE, P-VALUE

Africa 0.016 1.798 1.81, 0.001
Asia 0.007 1.508

Male names vs Female names North America 0.04 1.885
- career vs family South America 0.082 -0.574

Europe 6 · 10−4 1.610
Oceania 0.03 1.727

Africa 0.003 1.429 1.06, 0.018
Asia 0.045 1.187

Math vs Arts North America 0.007 0.703
- Male vs Female terms South America 0.0006 0.532

Europe 0.005 0.334
Oceania 0.03 1.158

Africa 0.048 1.247 1.24, 0.01
Asia 0.004 0.330

Science vs Arts North America 1 · 10−5 0.036
South America 0.004 0.912

- Male vs Female terms Europe 1 · 10−7 -0.655
Oceania 2 · 10−4 0.725

Africa 3 · 10−5 0.855 1.21, 0.01
Young people names Asia 4 · 10−4 0.917
vs old people names North America 0.032 1.325
- pleasant vs unpleasant South America 0.0021 1.223

Europe 0.009 0.917
Oceania 0.014 0.947

Africa 1 · 10−5 0.008 1.28, 0.001
European American names Asia 1 · 10−6 -0.453
vs African American names North America 0.009 1.29
- pleasant vs unpleasant South America 0.02 1.127

Europe 0.001 0.617
Oceania 1 · 10−4 0.492

Africa 0.03 1.443 1.53, < 10−7

Asia 0.009 1.001
Instruments vs Weapons North America 0.01 1.202
- pleasant vs unpleasant South America 0.045 0.672

Europe 0.02 1.21
Oceania 0.001 0.951

Africa 0.002 0.312 1.5, < 10−7

Asia 0.009 0.869
Flowers vs Insects North America 0.003 0.382
- pleasant vs unpleasant South America 0.009 0.412

Europe 0.001 0.332
Oceania 0.009 0.660

Africa 0.008 0.835 1.38, 0.01
Asia 0.02 1.201

Mental disease vs Physical disease North America 0.008 0.692
- temporary vs permanent South America 0.01 1.123

Europe 0.04 1.382
Oceania 0.009 1.620

Table 7: Region-wise WEAT scores and p-values across all dimensions specific in WEAT using word2vec. Negative
scores are highlighted. We compare our region specific scores and p-values with the scores and p-values of the
Original paper by (Caliskan et al., 2017)

123



REGION FEMALE MALE
Africa Credit cards and finances, Royalty and Media, Trading strate-

gies and market analysis, Dating and relationships guides, Par-
enting and family relationships, Fashionable Ankara Styles,
women’s lives and successes, online dating

Fashion and Lifestyle, Male enhancement and sexual health,
Nollywood actresses and movies, Nigerian politics and gov-
ernment, Essay writing and research, Medical care for children
and adults, Journalism and Media Conference, Music industry
news and releases, Football league standing and player perfor-
mances, Academic success and secondary school education,
Religious inspiration and spiritual growth, Economic diversifi-
cation and Socio-economic development

Asia Hobbies and Interests, Healthy eating habits for children, So-
cial media platforms, Royal wedding plans, Online Dating and
Chatting, Adult Services, Gift ideas for Valentine’s Day

DC comic characters, Mobile Application, Philippine Politics
and Government, Sports and Soccer, Career, Bike enthusiasts,
Artists and their work, Youth Soccer Teams, Career in film
industry, Political leadership in India, Bollywood actors and
films, Religious devotion and spirituality, Phone accessories

Europe Pets and animal care, Fashion and Style, Education, Obituaries
and Genealogy, Luxury sailing, Traveling, Energy and climate
change, Family and relationships, Pension and costs, Tech and
business operations, Dating, Comfortable hotels, Government
transportation policies

Political developments in Northern Ireland, Christian Theol-
ogy and Practice, Crime and murder investigation, EU Ref-
erendum and Ministerial Positions, Criminal Justice System,
Israeli politics and International relations, Cancer and medi-
cations, UK Government Taxation policies, Art Exhibitions,
Political decision and impact on society, Music Gendres and
artists, Medical specialties and university training, Political
discourse and parliamentary debates

North America Pets, Cooking: culinary delights and chef recipes, Fashion
and style, Family dynamics and relationships, Reading and
fiction, Scheduling and dates, Life and legacy of Adolf Hitler,
Gender roles and inequality, Education and achievements,
Online dating for singles, Luxury handbags, Footwear and
Apparel brands, Essay writing and literature

Civil War and history, Middle East conflict and political ten-
sions, Movies and filmmaking, Political leadership and party
dynamics in Bermuda, Rock Music and songwriting, Wartime
aviation adventures, Religion and Spirituality, Reproductive
health, Reinsurance and Capital markets, Nike shoes and fash-
ion, Cape Cod news, NHL players

South America Luxury and Cruise, Regional Development in South America,
Cultural events, Food and recipes, Gender and Social inequal-
ity, Immigrants lifestyles, Travel and Beauty essentials, yoga
and fitness for women, family and school life, motherhood
and family characteristics

Colonial Wine Industry, Chilean politics and violence, Gam-
ing, Football and Sports, Startup and Entrepreneurship, movies
and actors, men’s health and sexual wellness, startup and en-
trepreneurship, Chilean business leaders and Innovation, Reli-
gious texts and figures, Superhero movies and TV shows

Oceania Cooking and culinary delights, Romance, Weight loss and
nutrition for women, Water travel experience, Woodworking
plans and projects, Time management and productivity, Inspir-
ing stories and books for alleges, Sexual violence and abuse,
Car insurance, Exercises for hormone development, kid’s fur-
niture and decor

Harry Potter adventures, Art and Photography, Superheroes
and their Universes, Music recording and Artists, Football
in Vanuatu, Pet care and veterinary services, Building and
designing boats, Religious beliefs and figures, Fashion, Classic
movie stars, Men’s hairstyle and fashion, Male sexual health
and supplements

Table 8: Region-wise topics for female and male.

[monastery, convent], [spokesman, spokeswoman],
[Catholic priest, nun], [Dad, Mom], [Men,
Women], [councilman, councilwoman], [grandpa,
grandma], [grandsons, granddaughters], [prostate
cancer, ovarian cancer], [testosterone, estrogen],
[uncle, aunt], [wives, husbands], [Father, Mother],
[Grandpa, Grandma], [He, She], [boy, girl], [boys,
girls], [brother, sister], [brothers, sisters], [business-
man, businesswoman], [chairman, chairwoman],
[colt, filly], [congressman, congresswoman], [dad,
mom], [dads, moms], [dudes, gals], [ex girlfriend,
ex boyfriend], [father, mother], [fatherhood, moth-
erhood], [fathers, mothers], [fella, granny], [frater-
nity, sorority], [gelding, mare], [gentleman, lady],
[gentlemen, ladies], [grandfather, grandmother],
[grandson, granddaughter], [he, she], [himself, her-
self], [his, her], [king, queen], [kings, queens],
[male, female], [males, females], [man, woman],
[men, women], [nephew, niece], [prince, princess],
[schoolboy, schoolgirl], [son, daughter], [sons,
daughters], [twin brother, twin sister].
Each pair in the above is denoted as a [male, fe-
male] pair.

H Llama 2 prompt for topic modeling

The prompt scheme for Llama2 consists of three
prompts: (1) System Prompt: a general prompt that
describes information given to all conversations, (2)

Example Prompt: an example that demonstrates the
output we are looking for, and (3) Main Prompt:
describes the structure of the main question, that
is with a given set of documents and keywords,
we ask the model to create a short label for the
topic. Fig 5 displays the three prompts as used in
the code.

I Topic Cluster Labels using other LLMs

We use Llama2 to fine-tune our topics to label them
for better coherence in our paper. However, we
also experiment with GPT-4 and arrive at similar
topics in Table 9. (see Table 2 for comparison with
Llama2 topic labels).

J Topic Word Clusters Example - Africa

Here, we provide an example of how topics look
in our data. In Fig 6, we provide word clusters of
topics from Africa. The word clusters contain the
top 10 words from each topic in Africa. We find
that topic labels by Llama2 are coherent in terms
of top topic words.

K Region specific BERTs to identify top
words in F/M direction

To motivate our case to investigate differences in
biases across regions, we use BERT to compute
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Figure 5: Llama2 prompt

Parenting and family relationships Nollywood Actress and Movies Marriage and relationships Sports and Football  Womens lives and successes

Fashion and Lifestyle Music Social Media Dating and relationships advice Religious and Spiritual growth

Figure 6: Topic Word Clusters - Africa
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REGION FEMALE TOPICS MALE TOPICS

Africa Credit card-based fi-
nancial services

Fashion - footwear
and celebrities

Royalty and feminin-
ity

Male enhancement
and sexual health

Financial trading Nollywood
Dating guides Nigerian politics
Motherhood and par-
enting

Academic writing

Asia Hobbies Superhero comic
books

Food and nutrition Mobile applications
Social media plat-
forms and content
creation

Philippines politics
and people

Royal weddings Sports
Online social inter-
action and dating

Career

Europe Pets Irish politics
Fashion Christianity
Education Law enforcement

and crime
Deaths and funerals EU and Brexit
Luxury yachting and
sailing

Criminal justice sys-
tem

North America Pets Civil War Military
Cooking and Food Middle Eastern poli-

tics and conflicts
Fashion Movies and direc-

tion
Family and relation-
ships

Bermuda politics

Reading novels Rock music

Oceania Food and eating
habits

Harry Potter

Romance and emo-
tions

Artistic expressions

Weight loss and nu-
trition

Superheroes of Mar-
vel and DC

Boat and sailing ex-
perience

Albums, songs and
artists

Woodworking and
carpentry

Vanuatu Football

Table 9: Topic labels by gpt-4, see Table 2 for compar-
ison with Llama2 topic labels

the top words corresponding to the she-he axis
in the embedding space. BERT is a pre-trained
transformer-based language model that consists of
a set of encoders. As a motivation experiment to
identify differences in the contextual embedding
space for different regions, we fine-tune BERT
with the masked language modeling task (no la-
bels) for each region separately. For a given word,
we compute its embeddings by averaging out all
sentence embeddings where it occurs across the
dataset.Similarly, we compute embeddings for all
words in the dataset. The tokenized input goes
through the BERT model and we take the hidden
states at the end of the last encoder layer (in our
case, BERT-base, i.e. 12 encoder layers) as sen-
tence embeddings. We identify the top words with
the highest projection across the she-he axis in the
region-specific datasets. If we find differences in
the top words across regions, it is possible that dom-
inating bias topics vary by region as well. Fig 8
shows the top words closest to ‘she’ and ‘he’ con-
textual embeddings in our data for each region. We

Figure 7: Example Prompt for Persona Generation

find that top words differ quite a bit across differ-
ent regions. We find many differences in the top
F (close to she) and M (close to he) words across
regions. Some top F words are soprano, archaeo-
logical (Africa); graduate, secretary (Asia); inno-
vative, graphics (Europe); poets, sentiments (NA);
and arts, sleep (Oceania). Some top M words are
history, leading (Africa); astronomer, commission-
ers (Asia); honorary, songwriters (Europe); owner,
hospital (NA); and wrestlemania, orbits (Oceania).
Gender-neutral words such as poets, secretaries,
astronomers, commissioners, songwriters, owners,
and so on are closer to either the she or he axes.
Although comparable to the findings of (Bolukbasi
et al., 2016), the variances among regions inspire
us to look deeper into the data to arrive at culture-
specific bias themes.

L Implementations details

For training our Bertopic model, we use Google
Colab’s Tesla T4 GPU, and it takes 15 min
to run topic modeling for a region-specific F-
M dataset. Region-specific BERTs are run on
NVIDIA RTX2080 GPUs. Each BERT train-
ing experiment takes 1 GPU hour. For our
LLM experiment, we used NVIDIA-A40 for
Mistral-7b-Instruct and Llama-3-8b for an
hour. We do not use any GPUs for GPT-4,
Claude-3-Sonnet and Gemini-Pro.

L.1 Bertopic

We use Bertopic’s default models: SBERT (Reimers
and Gurevych, 2019) to contextually embed the
dataset, UMAP (McInnes et al., 2018) to perform
dimensionality reduction, HDBSCAN (Malzer and
Baum, 2020) for clustering to perform topic
modeling. We choose the embedding model
BAAI/bge-small-en from Huggingface (Wolf
et al., 2019). We set top_n_words to 10 and
verbose as True and set the min_topic_size to
100 for the Bertopic model. Finally, we use
Bertopic’s official library to implement the model.
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TOPIC REGION UNIGRAMS BIGRAMS

Africa (male) march, outlet, air, max, tods, man, said,
pas, cher, people

air max, pas cher, princess j, roshe run, nike air, tods outlet, j march,
roger vivier, posts email, notify new

Fashion and lifestyle Europe (fe-
male)

one, women, fashion, like, new, look,
make, hair, girl, dress

oakley sunglasses, louis vuitton, red carpet, new york, fashion
model, engagement rings, per cent, year old, christian louboutin,
diamond ring

North America
(female)

one, love, like, little, new, made, time, get,
make, women

s cooper, cooper main, t shirt, new york, little girl, men women,
look good, main store, years ago, check out

Africa (female) music, song, album, new, video, single,
one, singer, also, songs

music industry, hip hop, record label, single titled, new single, chris
brown, tiwa savage, ice prince, kanye west, niegrian music

Music Europe (male) man, single, stage, years, world, many,
metal, guitar, solo, irish

year shelfmark, black metal, time exercise, musical content, dundee
repertory, singer songwriter, edinburgh year, zumba days, male
vocalists, millions men

Oceania (male) music, album, new, songs, band, first, time,
jazz, released, rock

new york, elizabth ii, debut album, years later, big band, rock roll,
first time, studio album, los angeles, solo artist

Table 10: Common topics with different gender associations across regions

L.2 Llama2

We use Llama2 to finetune the topics to give
shorter labels for each topic. We set the
temperature to 0.1, max_new_tokens to 500
and repetition_penalty to 1.1. We utilize
Bertopic’s built-in representation models to use
Llama2 in our topic model.

L.3 LLM experiment

For GPT-4, and Mistral-7b-Instruct and
Llama-3-8b, we utilize the Microsoft Azure API12,
huggingface13, and huggingface14 for inference re-
spectively. We use a temperature 0.8 for all models.
For Gemini-Pro and Claude-3-Sonnet, we use
the available chat interface.

L.4 Region-specific BERT

We use the uncased version BERT (Devlin et al.,
2019) for our region-specific BERT model trained
for the MLM objective. We use a batch size of 8, a
learning rate of 1 · 10−4, and an AdamW optimizer
to train our BERT models for 3 epochs.

M Persona Generation Task

Figure 7 shows an example of the persona genera-
tion procedure for bias detection in LLMs.

N Human Validation

Students and staff from a college campus were
recruited as annotators, who volunteered for the
study. We have 6 annotators per region (3 male and
3 female) not necessarily from the same countries

12https://learn.microsoft.com/en-us/rest/api/
azure/

13https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.1

14https://huggingface.co/meta-llama/
Meta-Llama-3-8B

but belonging to the regions. Screenshots of the
form are displayed in Fig 9.

O Reproducibility

We open-source our codes, which are uploaded
to the submission system. We include commands
with hyperparameters in our codes. This would
help future work to reproduce our results.

127

https://learn.microsoft.com/en-us/rest/api/azure/
https://learn.microsoft.com/en-us/rest/api/azure/
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
https://huggingface.co/meta-llama/Meta-Llama-3-8B
https://huggingface.co/meta-llama/Meta-Llama-3-8B


Figure 8: Top words for each region(Africa, Asia, Europe, North America and Oceania) using region-specific
BERTs
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Figure 9: Annotation Form Screenshots (We do not include screenshots with faces to protect privacy)
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TOPIC REGION UNIGRAMS BIGRAMS

Africa (female) child, registration, form, information, sent,
women, foster, best, catholic, women

registration form, form information, child assigned, surgery
doctors, new catholic, catholic women, contemporary challenge,
best everything, foster short, doctors clinic

Parenting and
family relation-
ships

Asia (female) year, old, weekly, fortnightly, clicking, cre-
ate, alert, state, 1, terms

year old, weekly fortnightly, create alert, stated agree, conditions
acknowledge, finals appearances, together playing, dial guarded,
came work, outlet jackets

North America (fe-
male)

women, healthday, loss, three, worked,
closely, together, she, elegant, dignified

three women, women worked, closely together, elegant digni-
fied, very pleasant, soft spoken, women men, healthday reporter,
tuesday march, participate more

Oceania (female) laurel, school, moved, one, day, royal,
wedding, house, sister, hopefully

moved one, royal wedding, laurel school, 1 california, weeks
dad, high school, one hopefully, nobody knew, sister means, fu
school

Africa (male) god, man, church, one, life, people, jesus,
us, lord, christ,

short description, jesus christ, man god, holy spirit, god said,
thank god, bible says, catholic church, today god, every man

Asia (male) life, jesus, us, church, one, man ,lord, said,
father, christ

holu spirit, jesus christ, pope francis, brothers sisters, son god,
men women, holy father, opus dei, eternal life, paul ii

Religion and
Spirituality

Europe (male) god, one, jesus, church, life, people, father,
man , said, christ

jesus christ, son man, catholic church, holy spirit, men women,
said him, holy father, john paul, jesus said, word god

North America (male) god, jesus, one, man, us, life, would, christ,
lord, people

recognizable cheering, section league, jesus christ, exact syn-
onyms, past years, god said, years before, thanks mostly, mostly
steph, father dell

Oceania (male) also, said, best, love, new, come, good,
like, men, made

god said, jesus christ, holy spirit, lord krishna, temple god, father
devil, eternal life, son god, son man, god father

Asia (male) said, one, India, time, people, minister,
government, years, state, police, court

indian congress, government plans, modi ministry, human rights,
foreign politics, armed forces, international warfare, foreign
ministry, middle east, united nations

Politics Europe (male) government, said, minister, people, inter-
national, country, one, foreign, president,
state

make statement, prime minister, human rights, armed forces,
secretary state, middle east, united nations, hon friend, foreign
secretary, united states

Europe (female) school, primary, teacher, founder, CEO,
judgment, group, named, ranking, presti-
gious

as founder, founder CEO, judgment group, named fortune, rank-
ing prestigious, world scientist, scientist women, students com-
prehend, program support, support students

Education North America (fe-
male)

bachelor, years, student, leader, degree, an-
imal, veterinary, music, taught, communi-
cation

bachelors degree, animal veterinary, bachelor music, alison
taught, privately years, students ranging, development pro-
grammes, including leader, art communication, recent years

Africa (male) onigbinder, aura, pictures, first, gained,
popularity, match, beaut, designed, music

aura pictures, gained popularity, match beaut, designed wonder,
attending music, music festival, schomburg library, Instagram
account, sugar coating, schedule tomorrow

Social Media Asia (male) time, later, latest, tracks, speedy, Zulfiqar,
nasty, children, tweeted, guys

gets later, latest tracks, speedy zulfiqar, children pti, pti tweeted,
taking long, long time, hosted pageant, time vincent, love fleet-
ing

Table 11: Common topics with same-gender associations across regions
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REGION TOPICS: WORD LISTS

Nollywood Actress and Movies: nollywood, actress, actors, drama, celebrity, movie, acting, movies, producer, tv
Parenting and family relationships: mother, mom, mothers, mum, moms, parent, her, child, momodu, parents
Sports and Football: players, sports, fifa, team, player, football, mourinho, scored, league, champions
Marriage and relationships: wives, marriage, husbands, marriages, married, wife, relationships, husband, marry, relationship
Fashion and lifestyle: cher, nike, max, air, looked, face, love, tods, soldes, scarpe

AFRICA Womens lives and successes: women, ladies, woman, female, girls, men, gender, ones, employees, male
Social Media: instagram, facebook, social, twitter, tweet, snapchat, tweets, tweeted, hashtag, followers
Music: song, songs, album, hits, music, released, rap, singer, tracks, rapper
Religious and Spiritual Growth: god, almighty, bible, christ, faith, believers, christian, jesus, prayer, religion
Dating and relationships advice: dating, women, relationships, ladies, sites, singles, online, single, escorts, websites
Male terms: male, man, boy, brother, he, him, his, son, Kwame, Mandela, Moyo, Jelani, Tariq, Keita, Obi, Simba, Ayo, Kofi, Jabari,
Tunde, Mekonnen, Anwar, Chukwuemeka
Female terms: sister, mother, aunt, grandmother, daughter, she, hers, her, Aisha, Zahara, Nia, Sade, Amara, Chinelo, Layla, Ayana,
Nala, Zuri, Imani, Lola, Kamaria, Nyala, Kaya

Political Leardership in India: modi, political, said, bjp, told, says, leader, congress, minister, public
Hotel Royalty: visited, places, stayed, hotels, adventure, pictures, favourite, guest, hiking, hemingway
Sports and Soccer: sports, team, basketball, players, nba, league, championship, coach, rebounds, finals
Healthy eating habits for children: food, foods, eating, meals, nutrition, cuisine, diet, dishes, cooking, eat
Social Media platforms for video sharing: instagram, video, videos, twitter, tweet, facebook, gifs, vlog, youtube, followers

ASIA Royal wedding plans: meghan, duchess, engagement, england, royal, royalty, prince, kate, london, married
Religious devotion and spirituality: god, bible, holy, faith, prayer, believe, christian, blessed, christ, spiritual
Royal wedding plans: meghan, duchess, engagement, england, royal, royalty, prince, kate, london, married
Bollywood actors and films: bollywood, bachchan, kapoor, actors, acting, kareena, actor, film, shahrukh, hindi
Marriage: married, marriage, marriages, couple, couples, wife, marry, wedding, husband, divorced
Male terms: male, man, boy, brother, he, him, his, son, Hiroshi, Ravi, Kazuki, Jin, Satoshi, Rohan, Haruki, Dai, Akira, Yuan
Female terms: sister, mother, aunt, grandmother, daughter, she, hers, her, Sakura, Mei, Aiko, Yuna, Lina, Ji-hye, Mika, Nami, Anika,
Rina

Music: music, songs, vocalists, album, albums, singing, vocals, singles, rock, song
Education: school, schools, classroom, students, education, educational, pupils, boys, academy, college
Political decisions and impact on society: government, public, minister, said, hon, people, first, the, column, committee
Comfortable hotels: guests, staying, rooms, friendly, welcoming, stayed, hotel, beds, stay, comfortable
UK Government Taxation Policies: corbyn, taxation, fiscal, tax, taxes, exchequer, labour, governments, government, deficit

EUROPE Luxury Sailing: yachts, yacht, boat, sailing, sails, cruising, sail, berths, cruiser, cabin
Christian Theology and Practice: god, bible, christ, jesus, faith, christian, religious, religion, holy, gave
Obituaries and Genealogy: died, edward, relatives, anne, lived, elizabeth, funeral, irish, mrs, galway
Christian Theology and Practice: god, bible, christ, jesus, faith, christian, religious, religion, holy, gave
Fashion and style: fashion, shoes, style, clothes, clothing, shoe, wear, nike, dress, stylish
Male terms: male, man, boy, brother, he, him, his, son, Lukas, Matteo, Sebastian, Alexander, Gabriel, Nikolai, Maximilian, Leonardo,
Daniel, Adrian
Female terms: sister, mother, aunt, grandmother, daughter, she, hers, her, Emma, Sophia, Olivia, Isabella, Ava, Mia, Charlotte, Amelia,
Lily, Emily

Religion and Spirituality: god, christ, jesus, bible, christian, holy, christians, scripture, faith, heaven
Online Dating for Singles: dating, singles, hookup, single, relationships, dates, flirting, personals, date, mingle
Reproductive Health: download, available, pdf, online, edition, manual, free, reprint, kindle, file
Fashion and style: fashion, dresses, dress, wardrobe, clothes, clothing, style, outfit, vintage, wear
Reinsurance and capital markets: reinsurance, reinsurers, insurers, insurance, securities, investors, investment, finance, trading,
pension

NORTH Education and achievements: school, schools, graduated, college, students, undergraduate, graduation, graduate, attended, education
AMERICA Nike shoes and fashion: nike, shoes, sneakers, jordans, jeans, tops, black, boys, men, casual

Family dynamics and relationships: family, families, children, kids, grandchildren, relatives, grandparents, parents, child, parent
Cape Cod news: lifeguard, drowned, drowns, newstweet, hospitalized, snorkeling, cape, reported, reuterstweet, pulled
Reading and fiction: books, book, reading, novels, series, enjoyed, novel, romance, katniss, readers
Male terms: male, man, boy, brother, he, him, his, son, Liam, Noah, Ethan, Jacob, William, Michael, James, Alexander, Benjamin,
Matthew
Female terms: sister, mother, aunt, grandmother, daughter, she, hers, her, Emma, Olivia, Ava, Sophia, Isabella, Mia, Charlotte, Amelia,
Harper, Evelyn

Religious beliefs and figures: god, gods, bible, mankind, faith, christ, spiritual, christian, religion, jesus
Family relationships: mum, mother, mom, mums, parent, family, parents, baby, dad, father
Music record and Artists: music, album, albums, jazz, songs, hits, musicians, artists, recordings, blues
Woordworking plans and projects: plans, furniture, woodwork, wood, woodcraft, woodworking, plywood, carpentry, cabinets,
wooden
Building and designing boats: boatbuilder, boatbuilding, boats, plans, boat, sauceboat, sailboat, build, catamaran, kits
Weight loss and nutrition for women: diet, workout, exercise, foods, weight, food, eating, healthy, pounds, fat

OCEANIA Superheroes and their Universes: superhero, superheroes, avengers, marvel, comics, superman, aquaman, heroes, comic, hero
Exercises for hormone development: hormones, weightlifting, workouts, deadlifts, hormonal, exercises, lifting, testosterone, fitness,
squats
Building and designing boats: boatbuilder, boatbuilding, boats, plans, boat, sauceboat, sailboat, build, catamaran, kits
Kids furniture and decor: furniture, chairs, sofas, ikea, sofa, cushions, sectional, upholstered, couch, childrens
Male terms: male, man, boy, brother, he, him, his, son, Manaia, Tane, Kai, Ariki, Mika, Koa, Rangi, Kane, Tama, Hemi
Female terms: sister, mother, aunt, grandmother, daughter, she, hers, her, Aroha, Moana, Tui, Lani, Kahurangi, Ariana, Malie,
Marama, Ava, Kaia

Table 12: Word lists corresponding to each topic for computing region-aware WEAT metric
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Abstract

Culture moderates the way individuals perceive
and express mental distress. Current under-
standings of mental health expressions on so-
cial media, however, are predominantly derived
from WEIRD (Western, Educated, Industrial-
ized, Rich, and Democratic) contexts. To ad-
dress this gap, we examine mental health posts
on Reddit made by individuals geolocated in
India, to identify variations in social media
language specific to the Indian context com-
pared to users from Western nations. Our ex-
periments reveal significant psychosocial vari-
ations in emotions and temporal orientation.
This study demonstrates the potential of social
media platforms for identifying cross-cultural
differences in mental health expressions (e.g.
seeking advice in India vs seeking support by
Western users). Significant linguistic variations
in online mental health-related language em-
phasize the importance of developing precision-
targeted interventions that are culturally appro-
priate.

1 Introduction

Over 197 million individuals in India are diagnosed
with mental health disorders (Sagar et al., 2020), a
disproportionate majority of whom do not receive
mental healthcare (Singh, 2018). Generative AI
technologies can facilitate affordable and easily
accessible mental health assessment and support,
especially in under-resourced contexts such as In-
dia (Stade et al., 2024).

Mental disorders, however, manifest differently
across cultures (Manson, 1995). For example, AI
models trained on Black individuals’ language fail
to detect depression in Black individuals (Rai et al.,
2024). Moreover, the frequency of language mark-
ers such as self-focus and negative evaluation in-
dicative of depression do not increase with depres-
sion in Black individuals’ language. AI systems

*These authors contributed equally to this work

lacking awareness of cross-cultural differences in
mental health communications may lead to misdi-
agnosis and health inequity (Bailey et al., 2009;
Lewis-Fernandez et al., 2005).

In this paper, we examine how mental health
expressions specific to Indian context vary com-
pared to the rest of the world (RoW). Previously,
De Choudhury et al. (2017) examined depression
patterns in the online language of individuals from
majority world countries including India. Another
related work examined help-seeking patterns to in-
form social media platform design (Pendse et al.,
2019). This paper bridges two critical gaps from
previous literature. First, we focus on mental health
expressions specific to India, the world’s most pop-
ulous country, by mining Reddit threads. Second,
we collaborate with clinical psychologists practic-
ing in India to validate the empirical findings, pro-
viding a culturally informed assessment of cross-
cultural comparisons of mental health expressions.

To inform the research on culturally competent
mental health models (Sue, 1998), we adopt inter-
pretable features that are comprehensible to stake-
holders such as psychologists and policymakers,
for modeling cross-cultural variations in mental
health language. We use psychosocial word cat-
egories (e.g., Linguistic Inquiry and Word Count
(LIWC)) and topic modeling (word clusters de-
rived using LDA) to examine variations in language
correlated with depression (Aguirre et al., 2021;
Loveys et al., 2018; Burkhardt et al., 2022; Rai
et al., 2024). Using a blend of cross-disciplinary
interpretable language features and machine learn-
ing models, we address the overarching question,
if and how the mental health expressions of Indian
users on social media are different from the rest of
the world (RoW) by answering the following:

• How do linguistic expressions in Reddit posts
of individuals experiencing mental health chal-
lenges in India differ from individuals in the
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RoW?

• How well do data-driven insights on mental
health expressions align with the experience
of clinical psychologists in India?

• Do the linguistic expressions of depression
specific to India differ significantly to dis-
tinguish individuals from India compared to
those from RoW?

2 Data

Reddit offers a platform for individuals to share
their mental health journey and seek support anony-
mously, thereby making it a rich source to under-
stand the symptomatology and sequelae of mental
health. India ranked 3rd in Reddit’s website traffic
globally after the US and the UK in 2024*. Previ-
ously, Reddit posts have been used for identifying
shifts to suicidal ideation (De Choudhury et al.,
2016), depression symptoms (Liu et al., 2023), and
the mental health expressions of immigrants (Mittal
et al., 2023b), among others.

2.1 Subreddits: Mental Health vs Control
We extracted 3, 195, 310 posts and comments
from mental health-related subreddits (See Ap-
pendix A for list of subreddits) using the PushShift
API (Baumgartner et al., 2020). The largest portion
of users (36.1%) were members of r/depression.
We queried subreddits external to the mental health
subreddits to create a control group. We removed
deleted usernames and null messages. We consid-
ered users who posted at least 500 words (excluding
comments) to ensure sufficient linguistic richness
in users’ language for further analysis. We limit
the scope of this study to Reddit posts to obtain
expressions of experiences with mental health chal-
lenges rather than interactions (as in comments)
with others’ mental health challenges.

2.2 Geolocation - India vs RoW
For labeling users’ location, we performed two-
level analysis. First, we identified India-focused
subreddits (See Appendix A) since users posting
in India-specific subreddits are likely to be Indians
and grouped together users into four groups:

• MH-India (4185 users): “Individuals posting
in India-specific Subreddits and posting in
Mental Health Subreddits”,

*https://worldpopulationreview.com/
country-rankings/reddit-users-by-country

Figure 1: The count of users for each country in the Rest
of World control group (log scale). Majority of users in
the RoW group are geolocated to Western countries.
The "Others" Category contains countries with less than
10 users, including Belgium (9), Italy (9), Mexico (6),
Malaysia (5), Romania (4), Croatia (4), UAE (2), South
Africa (2), China (2), Spain (2), Greece (2), Denmark
(1), Finland (1), Iceland (1), Japan (1), South Korea
(1), Poland (1), Russia (1), Singapore (1), Thailand (1),
Turkey (1) and Vietnam (1).

• MH-RoW (5588 users): “Individuals NOT
posting in India-specific Subreddits and post-
ing in Mental Health Subreddits”,

• Control-India (2622 users): “Individuals post-
ing in India-specific Subreddits and NOT post-
ing in mental health subreddits” and,

• Control-RoW (5594 users): “Individuals NOT
posting in India-specific Subreddits and NOT
posting in mental health subreddits”.

The first group (MH-India) is our group of inter-
est; the remaining are controls.

Second, we used the geolocation inference ap-
proach (Harrigian, 2018) as a second layer of veri-
fication for user location. The geolocation model
is a location estimation model that utilizes word
usage, the frequency distribution of subreddit sub-
missions, and the temporal posting habits of each
user to determine their location. Specifically, we
use the pre-trained GLOBAL inference model* to
geolocate users in our dataset. We removed any
users not geolocated to their group based on subred-
dit classification. For example, users in MH-India
who are not geolocated to India and users in MH-
RoW who are geolocated to India were removed.
This functioned as a two-step verification to ensure
that users in MH-India were from India.

*https://github.com/kharrigian/smgeo/tree/
master#models
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Figure 2: Differences in Covariates before and after
CEM for groups “Control-RoW” and “MH-RoW”. A
control group is considered balanced with the treatment
group if the difference is close to zero. Matching was
not performed for Control-India due to smaller sample
size.

Manual Evaluation We evaluated the quality
of geolocation by manually verifying the self-
disclosed location for randomly sampled 100 users.
We found that the model’s estimate of the individ-
ual’s country matched the self-disclosed location,
even though the state or city estimate was not al-
ways accurate.

Ultimately, 1200 users out of the initial 4185
users were left in the MH-India group, and 930
users out of 2622 were left in the Control-India
group. The majority of the users (≈ 95%) in
the RoW group were geolocated to Western na-
tions (See Fig 1), affirming the dominance of West-
centric data on Reddit. From now on, we use the
terms RoW and Western nations interchangeably.

2.3 Matching Control groups with users in
MH-India

Age and gender are well-known confounders in
behavioral health studies (Schwartz et al., 2013).
We first estimated the age and gender of every user
in our dataset using a machine-learning approach
(see Appendix B for method and evaluation). We
then matched the users from our group of interest,

Group # Distinct Users # Posts
MH-India 1200 50928
Control-India 930 69957
MH-RoW 1200 54666
Control-RoW 1200 122654
Total 4530 298205

Table 1: Number of users and posts in each of the four
groups of our dataset.

i.e., MH-India, with those in control groups (MH-
RoW, and Control-RoW) on these two covariates.
Owing to the smaller sample size, matching was
not performed for the Control-India group. How-
ever, the age distribution across the four groups
was fairly similar before matching, with the aver-
age age being 25 for the MH-India, Control-India,
and Control-RoW groups and 24 for the MH-RoW
group.

Ideally, the focus and control group samples
should have indiscernible covariates. However,
exact matching (Rosenbaum, 2020) is difficult to
achieve without dropping a large set of samples.
Coarsened Exact Matching (CEM) (Iacus et al.,
2009) is a softer version of Exact Matching, which
stretches the matching criteria wide enough to
avoid dropping samples that are similar but not an
exact match. We implement CEM using MatchIt
package (Stuart et al., 2011) in R and set the dis-
tance to ‘Mahalanobis’ for one-to-one matching.
The quality of matching was evaluated using Stan-
dard Mean Differences and Kolmogorov-Smirnov
Statistics (See Fig. 2). The mean age was 24.7 (sd=
3.41). The mean gender score was -0.97 (sd= 0.93),
where a higher positive score indicates female. Ta-
ble 1 shows the total number of posts and users in
each of the four groups after matching.

3 Modeling Cross-Cultural Variations in
Mental Health Language

3.1 Language Features

We extracted a diverse set of interpretable language
features widely used in Psychology literature to
understand the unique markers of mental health
among Indians.

1. We extracted 1-3 grams from posts and cre-
ated a normalized bag-of-words represen-
tation for each user. We filtered out 1-3
grams having point-wise mutual information
(PMI)≤5. N-grams may reveal prevalent cul-
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tural idioms of distress (Desai and Chaturvedi,
2017) such as tension (Weaver, 2017) that are
unique to a culture.

2. LIWC-22 is a closed dictionary comprising
102 psychosocial categories to measure cog-
nitive processes in language. These word cate-
gories in LIWC are counted for each user, and
the count is normalized by the total number
of 1-grams for each user, thereby represent-
ing each user as a vector of 102 normalized
psychosocial categories.

3. We used Latent Dirichlet Allocation (LDA)
(Blei et al., 2003) to extract latent topics in
users’ timeline data to capture themes behind
mental distress specific to a culture. We do not
use neural models or embeddings due to their
skew toward West-centric data and inferences
(Havaldar et al., 2023).

We generated three sets of topics by setting the
number of topics = [200, 500, 2000]. We eval-
uated the topics’ quality using Topic Unique-
ness (TU) (Nan et al., 2019). TU represents
the number of times a set of keywords is re-
peated across topics; a higher TU corresponds
to a rarely repeated word, indicating that top-
ics are diverse, which is favorable. Addition-
ally, three co-authors independently reviewed
the quality of topics. We set the number of top-
ics to 2000 based on the automated and man-
ual evaluation. Human annotators preferred
high topic granularity because it highlights
subtle linguistic variations across cultures.

3.2 Correlation Analysis

To measure the association between language and
the groups (i.e., MH-India vs MH-RoW), we per-
formed ordinary least squares regressions with the
feature sets. We calculated Pearson r to measure
the association of each feature to each group in
a one-vs-all setting. p-values were corrected us-
ing Benjamini-Hochberg correction for multiple
hypothesis testing. 23,344 1-3 grams, 102 word
categories for LIWC, 2000 LDA topics, were con-
sidered for p-value correction.

3.3 Predictive Model

To examine whether the linguistic expressions of
the MH-India group sufficiently differ from control
groups, we trained ‘one vs rest’ logistic regression
models in a 10-fold cross-validation setting (Rifkin

Figure 3: Top 30 statistically significant n-grams by
effect size for MH-India and their corresponding cor-
relation with MH-RoW. Significant at p < .05, two-
tailed t-test, Benjamini-Hochberg corrected. Repetitive
phrases (e.g. life vs my life) and function words are
removed. See Fig A1 for top n-grams for MH-RoW.

and Klautau, 2004). More sophisticated methods
(such as XGBoost) could potentially provide higher
performance, but the focus of the study is not to
achieve state-of-the-art performance for group pre-
diction but to test if sufficient discriminating ev-
idence exists across groups to warrant culturally
aligned models for estimating mental health risks.
We report the Area Under the Receiver Operating
Curves (AUC) for each feature for the MH-India
and MH-RoW groups.

4 Results

4.1 Mental Health Expressions: India vs RoW

4.1.1 N-grams
Sixty-one 1-3 grams were significantly (p < 0.05)
correlated with the MH-India group, and 156 were
correlated with the MH-RoW group. Figure 3 illus-
trates the top 30 1-3 grams arranged in decreasing
order of Pearson r for MH-India. Introductory
phrases (i am, from india), negation (don’t, don’t
know), and help-seeking phrases (suggest, please
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Figure 4: Pearson r for top 20 LIWC categories (with
top-3 words) correlated with MH-India with correspond-
ing correlation with MH-RoW. Bars in gray color indi-
cate insignificant correlation (p > 0.05). p-values were
corrected using Benjamini-Hochberg correction. Sad-
ness, social behaviors, and present focus are the most
strongly correlated categories.

help) are exclusively correlated with MH-India,
reflecting the struggle of users in MH-India for ac-
cessing mental help. Academic-related stressors
(college, exam, study) are exclusively seen in dis-
cussions in MH-India. This is particularly interest-
ing, considering users in both groups were matched
for age, yet discussions around student-life chal-
lenges are prevalent exclusively in MH-India. Self-
referential pronouns such as I and me, negative feel-
ings and symptoms mentions are more frequently
seen in MH-RoW (see Fig. A1). Overall, the dis-
cussion in MH-India subreddits is centered around
seeking help, whereas symptoms and diagnosis are
more commonly discussed in the MH-RoW group.

4.1.2 LIWC
Fifty-two LIWC categories were significantly as-
sociated (p < 0.05) with the MH-India group,
whereas sixty categories were found to be corre-
lated with the MH-RoW group. We provide the top
LIWC categories for MH-India and MH-RoW in
Fig 4 and 5. Sadness, a subset of negative emotions
is more strongly correlated with MH-India whereas
anxiety (also a type of negative emotion) is more
correlated with MH-RoW. Mental health-related
discourse is more present-focused in India whereas
in MH-RoW group, it is past-focused. This aligns
with n-grams findings i.e. MH-India’s emphasis on
seeking help and MH-RoW’s on discussing symp-
toms. Social aspects including the use of 2nd/3rd
person pronouns (e.g. you, we), communication,

Figure 5: Pearson r for top 20 LIWC categories (with
top-3 words) correlated with MH-RoW with correspond-
ing correlation with MH-India. Bars in gray color in-
dicate insignificant correlation (p > 0.05). p-values
were corrected using Benjamini-Hochberg correction.
Substances, 1st person sing. pronouns, and Mental are
the most strongly correlated categories.

work, politeness, and achievement are positively
correlated with only MH-India – reflecting the po-
tential sociocultural expectations (such as collec-
tivism and high-power distance in communication
(Robert et al., 2000)) in Indian society.

Discussions in MH-RoW use more clinical lan-
guage with concepts from psychosocial categories
such as mental, health, and illness (also observed
in Fig. A1) - reflecting awareness about mental
health disorders. Substances are the most strongly
correlated psychosocial category with MH-RoW
however, it has a negative correlation with MH-
India. The correlation with 1st person singular
pronouns is also three times more in MH-RoW
compared to MH-India. This aligns with recent
findings that the use of self-referential pronouns
is more likely a marker of depression in European
Americans compared to other demographic groups
(Rai et al., 2024). Similarly, cognitive processes
such as all or none (also a type of cognitive distor-
tion (Mercan et al., 2023)) and certitude are more
strongly correlated with MH-RoW.

Categories such as illness and friend are simi-
larly correlated with both groups.

4.1.3 LDA Topics
Of 2000 topics, 109 were found to be significant
(p < 0.05) for the MH-India group and 216 for
MH-RoW group. The top topics and the corre-
sponding Pearson r, are provided in Fig. 6. Aca-
demic stressors (e.g. college, exam, study, univer-
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Figure 6: Top 20 LDA topics arranged in decreasing order of correlation with MH-India and its corresponding
correlation with MH-RoW are shown. All topics shown are statistically significant at p < .05, two-tailed t-test,
Benjamini-Hochberg corrected.

sity; learning, learn, data, programming) are exclu-
sively related to discussions in MH-India. Family
(family, mother, mom, father) and sexual content
(porn, days, nofap, fap) are more frequent in MH-
India compared to MH-RoW. Other topics includ-
ing negative/suicidal thoughts (life, parents, fam-
ily, hate, die), lack of belongingness (friends, talk,
social, anxiety, alone; said, friend, told, friends),
depression mentions (anymore, depression, tired,
depressed; anxiety, depression, mental, medication)
are overlapping however, they are more strongly
correlated with MH-RoW. There are several topics
(ants, colony, thingsforants, ant; blueface, snoop,
dogg, gboard, etc,) which appear unrelated to men-
tal health discussion but are discussed in both
groups.

Validation We validated the significantly corre-
lated topics for our group of interest (MH-India) by
showing the top words to two clinical psychologists
with significant practical experience with seeing pa-
tients and mental healthcare in India. Specifically,
we asked the following question:

To what extent the open vocabulary topics hav-
ing a significant correlation with the MH-India
group are prevalent in Indian patients? - A Likert
scale of 0-5 is provided where 5 indicates ‘Highly
Prevalent’ and ‘0’ indicates ‘Not observed at all’.

Prevalence While independently labeling topics

1-3 grams LIWC LDA Topics
MH-India 0.853 0.776 0.758
MH-RoW 0.881 0.818 0.811

Table 2: AUCs for logistic regression one vs. rest mod-
els predicting group membership.

for prevalence, the clinical psychologists agreed
with each other 81.49% of the time. Of the top 20
topics significantly associated with the MH-India
group, 95% were ranked either extremely or some-
what prevalent (4 or 5 on a scale of 1 - 5) in India by
at least one of the two clinical psychologists, and
80% were ranked as prevalent (a score of 4 or 5)
by both evaluators. Of the 109 topics significantly
associated with the MH-India group, 56% were
annotated as prevalent by at least one evaluator.

4.2 Is the language in MH-India different
from control groups?

High AUC scores (See Table 2) demonstrate that
users’ language in the MH-India group significantly
differs from those in the control groups, includ-
ing MH-RoW. All language feature groups (i.e.,
n-grams, LIWC, and LDA topics) have fairly high
AUC, indicating differences in mental health ex-
pressions at 1-3 gm level, in psychosocial cate-
gories as well as in latent topics of discussion.
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5 Discussion

Our study uncovers significant cultural differences
in the way users in the MH-India and MH-RoW
groups discuss their mental health, underscoring
the influence of sociocultural settings on how peo-
ple perceive mental disorders and seek help. While
MH-RoW discussions predominantly focus on feel-
ings, symptoms, and peer support, MH-India sit-
uates their struggles with family, education, and
work pressures, and are more likely to seek help
or advice on social media platforms. Pendse et al.
(2019) also found that Indians discuss “wanting or
needing friends” on Mental Health Support Forum
more than other countries.

Indian social media users often express immedi-
ate hopelessness or sadness with their current situ-
ation (Bahri et al., 2023). This differs from the in-
person Indian patients having access to healthcare,
who may ruminate more on past failures or antici-
pate future challenges. Similarly, somatization is
widely observed among in-person patients in India
(Kirmayer and Young, 1998), we, however, observe
a weaker correlation for health-related mentions
(such as pain, sick, etc.) with MH-India compared
to MH-RoW. Social media data may underrepre-
sent depression symptoms, as Indian users often
seek advice rather than explicitly expressing dis-
tress. AI models trained on social media risk miss-
ing key depressive indicators, especially in cultures
where emotional struggles are less directly verbal-
ized. For instance, De Choudhury et al. (2017)
demonstrated that Indian and South Africa-based
users are less candid in their posts and less likely
to exhibit negative emotions in comparison to their
Western counterparts.

Regarding latent themes in Reddit discussions,
only 56% of 109 LDA topics correlated with the
MH-India group were labeled as prevalent in In-
dian patients by clinical psychologists.

Of Top-20 topics in MH-India which were la-
beled as "not prevalent" by psychologists comprise
Video Games/Hobbies and Programming/Learning.
This indicates the influence of digital content and
growing isolation amongst the undiagnosed young
population. These topics could be underrecognized
concerns.

The growing treatment gap for mental disorders
is a major concern in Indian society. The economic
loss from mental health conditions between 2012-
2030 is estimated at USD 1.03 trillion*. Auto-

*United Nations: https://www.who.int/india/

mated systems that could diagnose and support
mental well-being can potentially alleviate the lack
of resources, but they would only be useful when
designed considering the cultural sensitivities and
norms of society. Based on our findings, culturally
competent mental health intervention techniques
should seek to bridge the gap to treatment by ad-
dressing hypochondriacal ideas and familial em-
barrassment in particular. This study establishes
significant linguistic variations in the mental health-
related language in social media posts by Indians
compared to individuals from the rest of the world.

6 Background

Depression and anxiety disorders are the most im-
minent mental health challenges, with the high-
est contribution to Indian Disability Adjusted Life
Years (Sagar et al., 2020). Fear of shame is a
primary barrier to mental health recovery in India
whereas, for example, substance abuse is the major
hurdle in America (Biswas et al., 2016). 71% of
Indians exhibited stigma when answering questions
about mental health (Foundation, 2018). Relatedly,
somatic symptoms, hypochondriasis, anxiety, and
agitation are more commonly seen in Indian pa-
tients compared to psychological symptoms (Gada,
1982). While the extent of mental health stigma
and treatment (un)availability is often studied, it
remains unknown how individuals suffering from
mental disorders in India express and seek sup-
port on social media. There is accumulating evi-
dence that suggests language markers of depression
vary with demographics such as race (Rai et al.,
2024; Aguirre and Dredze, 2021), immigrant sta-
tus (Mittal et al., 2023a), and geographic location
(De Choudhury et al., 2017).

Limitations

The text-based geolocation of individuals in this
study could potentially label Indians who later
moved to other countries as Indians residing in
India. Further, the Reddit user sample does not rep-
resent the general population, as evidenced by the
mostly English language data in our India samples,
although India has over 100 languages. In particu-
lar, we note that the majority of users were geolo-
cated to Karnataka (a southern state in India) and
that the age (ranging between 12 and 48) distribu-
tions are not necessarily representative. Our work
shows the significant cultural themes observed in

health-topics/mental-health
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Indian society. However, Reddit posts represent
a small population of India. While this analysis
provides correlational insight into the data, it does
not offer causal claims.

Ethical Considerations

While Reddit data is public, it may contain users’
personal information, including city and town. We
limited our analysis to country and state-level ge-
olocation information to reduce the possibility of
personally identifying individuals. Gender was
predicted using a continuous scale, with extremes
indicating masculinity and feminity. We exercised
caution while presenting linguistic patterns and
examples not to reveal any individual’s timeline
quotes. Members of our team have not viewed or
worked with individual-level granular data. When
done ethically with respect to user anonymity and
privacy, we believe this line of research could assist
in understanding diverse individuals’ mental health
challenges and developing personalized interven-
tions that improve the well-being and mental health
of under-resourced communities.
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A Subreddits Used to Extract the Raw
Data

Mental Health Subreddits: The mental health
subreddit was obtained from prior works (Sharma
and De Choudhury, 2018; Saha et al., 2020). These
include: r/Anxiety, r/bipolar, r/BipolarReddit,
r/depression, r/sad, r/SuicideWatch, r/addiction,
r/opiates, r/ForeverAlone, r/BPD, r/selfharm,
r/StopSelfHarm, r/OpiatesRecovery, r/Sadness,
r/schizophrenia, r/AdultSelfHarm

Control Subreddits: All subreddits excluding
Mental health subreddits.

India focused Subreddits: r/india, r/mumbai,
r/tamil, r/Hindi, r/Kerala, r/Urdu, r/delhi,
r/pune, r/hyderabad, r/bangalore, r/kolkata,
r/telugu, r/marathi, r/AskIndia, r/sanskrit,
r/Kochi, r/Rajasthan, r/pali, r/Chandigarh,
r/Chennai, r/karnataka, r/Bhopal, r/Coimbatore,
r/kannada, r/TamilNadu, r/Trivandrum, r/gujarat,
r/punjabi, r/Bengali, r/kolhapur, r/Vijaywada,
r/Dehradun, r/sahitya, r/Uttarakhand, r/ahmedabad,
r/bharat, r/nagpur, r/Agra, r/assam, r/Indore,
r/surat, r/navimumbai, r/Goa, r/sikkim,
r/lucknow, r/Bareilly, r/nashik, r/Allahabad,
r/Durgapur, r/Jamshedpur, r/Asansol, r/indianews,
r/IndianGaming, r/IndiaSpeaks, r/indiameme,
r/dankinindia, r/indiasocial

B Age and Gender

We applied an open-source age and gender predic-
tive lexica (Sap et al., 2014) to obtain continuous
values of age and gender. This lexicon was built
over a set of over 70,000 users from social media
and blogs and predicted age with a Pearson r of
0.86 and gender with an accuracy of 0.91 and has
been applied reliably on Reddit data in prior stud-
ies (Zirikly et al., 2019). We used the probabilities
from this model to denote the gender attribute of
users in our data and did not consider gender as a
binary category.

To validate the machine-generated predictions of
gender and age for users within the Reddit dataset,
we looked for posts containing self-disclosures of
gender and age per user. Examples of this include
“(23F)” for a user who self identifies as a 23 year
old female. We were able to identify 5,844 posts
across 706 unique users (See Table A1 for distri-
bution) who employed some form of gender self-
identification, allowing us to measure the accuracy
of provided gender predictions. Using this subset,
the model’s gender prediction holds at 91.89% (See
Table A2 for groupwise performance).

Group Name Gender Age
MH India 224 427
MH RoW 195 378
Non-MH India 45 111
Non-MH RoW 242 388

Table A1: Distribution of users who self-disclosed gen-
der and age by Group

Group Name Accuracy MAE (in yrs)
MH India 87.67% 3.12
MH RoW 86.69% 4.65
Non-MH India 94.33% 4.38
Non-MH RoW 96.12% 6.48

Table A2: Model performance for predicting gender
and age. MAE stands for Mean Absolute Error and is
reported in years.

Figure A1: Top 25 1-3 grams in order of decreasing
Pearson r for MH-India and MH-RoW.

C Communication with Clinical
Psychologists

Table A3 shows the email text used for communi-
cation with each clinical psychologist.
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Table A3: Email communication with clinical psychologists who performed an informed review of the topics.

The goal of this project is to study the manifestation of mental illness in Indians. As a part of
this project, we have identified a set of 100 Topics/ Themes that Indians Users were found
to commonly discuss on Reddit, a social media platform. We have labeled these topics as
per our understanding and we now need your help in interpreting these topics from your
perspective. The objective is to essentially identify
Topic or theme of discussion in the context of mental illness in India,
How often a theme is observed in an Indian patient suffering from a mental illness?
These identified topics are available in this Google sheet. Please read the below steps
carefully:
Peruse the top words given in Column-A. These are the top 10 common words comprising a
single topic.
In Column E, select the degree of prevalence of this topic amongst Indian patients. The
options are Highly prevalent, somewhat prevalent, unsure, rarely observed, and Not observed
at all.
You may add your comments in Column -F
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Abstract

In a highly globalized world, it is important for
multi-modal large language models (MLLMs)
to recognize and respond correctly to mixed-
cultural inputs. For example, a model should
correctly identify kimchi (Korean food) in an
image both when an Asian woman is eating it,
as well as an African man is eating it. How-
ever, current MLLMs show an over-reliance
on the visual features of the person, leading to
misclassification of the entities. To examine
the robustness of MLLMs to different ethnic-
ity, we introduce MIXCUBE, a cross-cultural
bias benchmark, and study elements from five
countries and four ethnicities. Our findings re-
veal that MLLMs achieve both higher accuracy
and lower sensitivity to such perturbation for
high-resource cultures, but not for low-resource
cultures. GPT-4o, the best-performing model
overall, shows up to 58% difference in accuracy
between the original and perturbed cultural set-
tings in low-resource cultures. Our dataset is
publicly available at: https://huggingface.
co/datasets/kyawyethu/MixCuBe.

1 Introduction

Globalization has brought diverse cultural elements
into co-existence within the same time and space.
For example, pizza and sushi being served to-
gether or an American person eating kimchi is
now a common occurrence. Recently, the cul-
tural awareness of multi-modal large language mod-
els (MLLMs) has been evaluated using culture-
specific (Wang et al., 2024; Baek et al., 2024) and
multicultural (Nayak et al., 2024; Liu et al., 2025;
Winata et al., 2024; Romero et al., 2024) VQA
benchmarks. Also, there are studies such as (Hi-
rota et al., 2022; Howard et al., 2024; Fraser and
Kiritchenko, 2024), which examine racial bias in vi-
sion models with various approaches, including the

*Equal contribution.
*Co-first authors:

09jkim@kaist.ac.kr, kyawyethu@kaist.ac.kr

Correct Incorrect

Identify the food in the image and the culture it originates from.

Answer: Cornish Pastry, UK

This is  from 

the 

Cornish Pasty
United Kingdom.

This is a 
from 

large dumpling 

China.

Original Image / Caucasian boy Synthesized Image / East Asian Girl

Figure 1: An example of the experiment where a MLLM
is tested on both the original image and a synthesized
image where the ethnicity of a person is altered.

use of counterfactual images. However, the eval-
uation of MLLMs’ cultural bias in mixed cultural
settings—their ability to recognize certain cultural
elements when engaged with people of different
ethnicities—remains largely unexplored.

In this study, we examine the cultural bias of
MLLMs in the cultural mixture context. Specifi-
cally, we focus on cultural markers and people’s
ethnic phenotypes as proxies of culture (seman-
tic and demographic proxies as studied in (Adi-
lazuarda et al., 2024)). For instance, while MLLMs
may correctly identify kimchi in an image, does
that change when the person eating it is of black
African background? Specifically, we address the
following key research questions:

RQ 1. Does replacing the person in an image
with a person of a different ethnicity introduce cul-
tural bias in MLLMs?

RQ 2. How does this bias differ depending
on whether the cultural marker belongs to a low-
resource or high-resource culture?

To explore these questions, we introduce MIX-
CUBE, a Mixed Culture Benchmark dataset of
2.5k images of food, festivals, and clothing, labeled
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Figure 2: Image synthesis process with sample pairs of original and synthesized images alongside their
corresponding masks

with the culture of origin, with food images also
labeled with food names. Each image also contains
at least one person, and with that original image,
we synthesize four additional images in which we
replace the person with someone of a different eth-
nicity (see Fig 1 for an example). We choose four
terms to describe broad ethnic phenotypes: African,
Caucasian, East Asian, and South Asian as they
represent geographically diverse populations that
can yield distinct phenotypic facial features when
inputted, as part of the prompt, into the inpaint-
ing model used for synthesis. For original images,
we examined five cultures: Azerbaijan, Myanmar,
South Korea, the UK, and the US, representing low-
, medium-, and high-resource cultures respectively.
Using the dataset, we ask MLLMs to identify the
source country and the cultural markers present in
each image.

Our results indicate that replacing the person in
an image with a person of a different ethnicity de-
grades MLLM performance, with a larger drop in
accuracy for low-resource cultures, Myanmar and
Azerbaijan. Models exhibit biases in cultural recog-
nition, showing stable performance across ethnici-
ties for high-resource cultures and large variance
for low-resource cultures.

2 MIXCUBE: Mixed Culture Benchmark
to evaluate cultural bias in MLLMs

MIXCUBE consists of 2.5k labeled images span-
ning five cultures and three categories of cultural
markers (food, festival, clothing). Figure 2 shows
the synthesis process of the image set, and Figure 6
illustrates the overall construction pipeline.

Image Collection. The seed images are collected
using an automatic web scraping tool* and fol-
lowing a manual web search procedure. During
image collection, we followed select criteria, de-
tailed in Appendix A.3, dictating the choice of cul-
tural markers to ensure consistency in the collected
data. These criteria aim to reduce misrepresen-
tation of collected cultural data and also ensures
variety within each category.

Image Synthesis. In preparation for image syn-
thesis, we automatically generate masks of the fa-
cial features of each person with the Segment Any-
thing Model (SAM) from Meta (Ravi et al., 2024).
Then, we conduct image synthesis via inpainting
(Esser et al., 2024), with Stability REST v2 beta
API*. Using the original image, generated mask,
and target ethnicity as input, the model generates

*https://github.com/ostrolucky/
Bulk-Bing-Image-downloader

*https://platform.stability.ai/docs/
api-reference
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a synthetic image that replaces the human subject
with another of a target ethnicity while closely re-
sembling the original. Image synthesis entails re-
placing the human subject in each original image
with another individual with phenotypic traits that
align with the prompts used to guide the synthesis,
which are provided in Appendix B.1.

Quality Assurance. All generated images were
vetted by automated flagging and manual human
evaluation to minimize artifacts and misrepresenta-
tion of a culture. As an automated filter, we use the
combination of BRISQUE (Mittal et al., 2011) and
CLIP similarity (Radford et al., 2021) as detailed
in Appendix A.6. After filtering out automatically
flagged images, each generated image is manually
inspected by a human to ensure that the cultural
markers remain visually intact, still representing
the culture. In cases where artifacts persisted, ad-
justments were made by manually modifying the
mask or further by substituting the original image-
mask pair entirely with one that was more suitable
for synthesis.

Additional details such as the composition of the
dataset, the masking procedure, and labeling are
described in Appendix A.

3 Evaluating MLLMs with MIXCUBE

We evaluate the cultural bias of MLLMs through
two tasks: Country Identification and Cultural
Marker Identification. Country Identification is
the task of identifying the country of origin or cul-
ture of a given cultural marker. Cultural Marker
Identification is the task of identifying the name of
a cultural marker. For this task, we focus only on
the Food category as foods are the most diverse and
distinguishable in terms of their labels. Other cat-
egories, Clothes and Festivals, often lack specific
names or have only one widely recognized label,
presenting a difficulty for even native annotators to
identify.

Accuracy is used to quantify the ability of the
MLLMs on both tasks. For Country Identifica-
tion, a model’s output that did not include the ex-
act ground-truth country or culture verbatim was
marked as incorrect. For Cultural Marker Identifi-
cation accuracy, a secondary LLM, GLM-4-Plus*,
is used as an evaluator model, given access to
ground-truth labels, to assess whether a response
sufficiently identified the food. *

*https://bigmodel.cn/dev/howuse/glm-4
*Examples of ground-truth labels are provided in Ap-

Does replacing the person in an image with a
person of a different ethnicity introduce cultural
bias in MLLMs? Country Identification accu-
racy for original images are generally higher than
those of synthesized ones as apparent in Figure 3 by
an average of 7.64% across all models. However,
synthesized ethnicities that closely resemble the de-
mographic of the original culture typically perform
better than other ethnicities, achieving an accuracy
drop from the original images of just 2.04% and
even occasionally matching or outperforming the
original images. For example, images synthesized
with East Asian ethnicity demonstrate minimal ac-
curacy drops for Korea and Myanmar compared
to alterations into other ethnicities. Similarly, UK
images synthesized with Caucasian ethnicity show
low sensitivity to alterations, achieving accuracy
levels close to those of the originals. The alignment
is expected, given that Korea and Myanmar belong
to East and Southeast Asia respectively, where vi-
sual changes made by the diffusion model for East
Asian subjects are minimal. Likewise, since the ma-
jority of the UK’s population is White British, Cau-
casian synthesis introduces only trivial visual mod-
ifications. In contrast, significant accuracy drops
are observed when images are altered to African or
South Asian ethnicities, where visual differences
are, in general, significant for predominant popula-
tion of Korea, Myanmar, and the UK. These drops
are relative to other synthesized ethnicities within
the same country and category.

As can be inferred from Figure 4, a common
trend in robustness among the three MLLMs is that
their accuracy is barely affected by ethnicity alter-
ation in the UK and the US with drops in accuracy
less than 15% across all categories and ethnicities
(except InternVL-UK-festival case). Also, all three
models show significant accuracy drops in Korean
Festival and Korean Food for South Asian while
being fairly robust in other ethnicities.

Evaluating Myanmar and Azerbaijan, notable
sensitivity is observed in GPT-4o and GLM-4v.
GPT-4o shows the highest sensitivity (eg. >40%
differences are observed in Azerbaijan) although its
absolute accuracy is always higher than the other
two models. GLM-4v also exhibits sensitivity but
in fewer categories and less intensity than GPT-4o
does. Although InternVL is the least sensitive over-
all, its consistency is partly because of its equally
underwhelming accuracy (less than 20%) across

pendix A.5.
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Figure 3: Country Identification accuracy on original images and the average over corresponding synthesized
images of four ethnicities (colored in pale) for each country-category pair.

Figure 4: Heatmap of Country Identification accuracy difference. The value in each cell is the difference in Country
Identification accuracy between the original and that of synthesized ethnicity. The red boxes highlight the pairs

where the synthesized ethnicity by the inpainting model closely resembles a culture demographic.

ethnicities in some categories such as AZ-Food,
AZ-Clothes and MM-Food.

Cultural Marker Identification accuracies, shown
in Figure 5, exhibit similar sensitivity trends to
ethnicity changes. Models like GPT-4o and In-
ternVL drop up to 24% in accuracy for Korean and
Azerbaijani food when images are synthesized with
South Asian ethnicity. GLM-4v-Plus retains a sta-
ble sensitivity across cultures. However, we may
still observe for all models that Cultural Marker
Identification accuracy values tend to drop for syn-
thesized images, and more so for those that deviate
further from the original country’s demographic.

How does this bias differ depending on whether
the cultural marker belongs to a low-resource or

high-resource culture? The Country Identifica-
tion accuracy across different countries serves as a
quantitative measure of the cultural resource levels
embedded within various MLLMs. Azerbaijan and
Myanmar have consistently lower accuracy, com-
pared to the UK, the US and South Korea, which
have accuracy within (80%-100%) in general. This
further validates the current literature (Gustafson
et al., 2023; Pouget et al., 2024) that vision models
tend to possess less robust knowledge of under-
represented cultures, highlighting the need to train
with more culturally diverse data.

Synthesized images play a crucial role in this
analysis by normalizing the distribution of eth-
nicities across all cultural image sets. This mit-
igates the unexpected factors introduced by uneven
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Figure 5: Cultural Marker Identification accuracy evaluated on Food images.

dataset representation, ensuring that accuracy dif-
ferences are primarily attributed to a model’s cul-
tural awareness rather than its familiarity with spe-
cific ethnic groups.

4 Discussion

The discrepancy between Food Identification ac-
curacy and Country Identification accuracy in cul-
tures like Azerbaijan and Korea, underscores the
MLLMs’ limitation in contextualizing entities into
specific cultural frameworks. In Azerbaijan, Food
Identification accuracy was significantly higher
than the Country Identification accuracy (AZ-food)
across all models. This may be attributed to the fact
that many Azerbaijani food images in the dataset
are visually similar to dishes from neighboring re-
gions or adjacent cultures, such as the Caucasus,
the Middle East, and Turkey. Therefore, it can be
easier for MLLMs to identify the generic name of
the foods (eg. Plov, Kebabs) than to identify the
exact country (eg. Azerbaijan) they associated with
when the foods are shared by several cultures, al-
beit with nuanced visual differences. In such cases,
models may recognize the food based on its high-
level similarities among its variants from similar
cultures, rather than its nuanced distinct cultural
attributes.

5 Conclusion

In this study, we introduce MIXCUBE to evaluate
the robustness of multi-modal large language mod-
els (MLLMs) and their cultural awareness and bias
with cross-cultural perturbed data across five cul-
tures (Azerbaijan, Myanmar, South Korea, the UK,
and the US) and three categories (Food, Festivals,
and Clothes). Our results reveal that MLLMs dis-
proportionately favor high-resource cultures while
exhibiting both uncertainty and inconsistency in
their awareness in underrepresented cultures. Our

findings highlight the need for more diverse, rep-
resentative data to improve cultural awareness in
AI.

Limitations and Future Work

The performance drop for synthesized ethnicities
may partly stem from minor inpainting artifacts
and subtle distortions of cultural markers still per-
sisted despite the quality control, rather than solely
from inherent model biases. Furthermore, data con-
tamination — where original images in pretraining
datasets inflate Cultural Identification Accuracy —
may cause synthesized images to have lower scores
due to their novelty. We also acknowledge that
the ethnicity alteration that the inpainting model
is prompted for is highly generic. For example,
‘South Asian’ encompasses multitudes of ethnici-
ties. Therefore, the synthesized visual appearance
is, by no means, intended to be representative of
South Asian, but rather a typical sample generated
based on the patterns inherently learned by the in-
painting model.

Since our study is limited to evaluating three
MLLMs on five cultures with four generalized eth-
nic depictions across three categories of cultural
markers, future research will expand along these
dimensions — the number of MLLMs, the range
of cultures, synthesized ethnic depictions, and cate-
gories of cultural markers. By increasing the num-
ber of original images and employing multiple in-
painting tools to average outputs, technical uncer-
tainties can also be mitigated. This will enable
more robust, statistically significant conclusions
about changes in model-driven cultural awareness
and expand the scope of the analysis.

Ethics Statement

All studies in this research project were conducted
with the approval of KAIST IRB (KAISTIRB-
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2025-37). This study evaluates the robustness of
MLLMs in cultural awareness to promote trans-
parency, fairness, and inclusivity in artificial in-
telligence while carefully considering the ethical
implications of altering human features such as eth-
nicity. Our work focuses exclusively on assessing
model robustness and biases without endorsement
of stereotypes of cultural misrepresentation, using
synthetic alterations solely to uncover dependen-
cies on peripheral attributes and foster greater in-
clusivity in future models. We acknowledge the
potential misuse of our methodologies—such as
exploiting synthesized data for discriminatory pur-
poses, and thus advocate for the responsible use
of the benchmark and related tools within clearly
defined ethical and scientific boundaries.

We acknowledge that our positionality as re-
searchers—including our cultural and social back-
grounds—may pose an influence on our approach
to assessing bias within MLLMs. We remain com-
mitted to transparency within our methodology and
strive for objectivity. Additionally, we understand
the risks involved in the reinforcement of stereo-
types that may arise during the image synthesis
stage. To minimize this, our research emphasizes
that no culturally connected elements were syn-
thesized, with models instead focused solely on
altering the ethnic aspects of each image. Further-
more, the focus of our research is conducted in an
effort to quantify the potential reliance of MLLMs
on stereotypical markers in an effort to reduce such
biases in future models.
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Appendix

A Details of Dataset Construction

Our dataset is publicly accessible at
https://huggingface.co/datasets/
kyawyethu/MixCuBe, and it includes origi-
nal images, synthesized images, and masks.
Additionally, a list of labels for food item names
have been provided within the dataset. The
pipeline illustration for the data set construction is
provided in Figure 6.

A.1 Reference for Country ISO codes and
Category Abbreviations

Throughout the paper, we use the two-letter ISO
codes for each country and four-letter abbreviations
for each category of cultural marker as follows.

Country/Culture Abbreviation

Azerbaijan AZ
South Korea KR
Myanmar MM
United Kingdom UK
United States US

Category Abbreviation

Clothes Clot
Festival Fest
Food Food

Table 1: Reference for country ISO codes and abbrevia-
tions of categories

A.2 Composition of the Dataset

MIXCUBE consists of 2.5k labeled images span-
ning

- 5 cultures: Azerbaijan, South Korea, Myanmar,
the United Kingdom, and the United States

- 3 identifying categories of cultural markers:
Food, Festival, and Clothing

- 4 Synthesized Ethnicities: African, Caucasian,
East Asian and South Asiant

For each category of each culture, we collected
33 original images, which were then synthesized
by inpainting to generate four sets of synthesized
images. The total data is composed of 2475 images.

A.3 Image Collection Criteria

1. Annotators for each set of images within a
culture must be native for that culture.

Country
/ Culture

Original
Images

Synthesized
Images

Catego-
ries

Total
Images

AZ 33 33 × 4 ×3 33 × 5 × 3 = 495
KR 33 33 × 4 ×3 33 × 5 × 3 = 495
MM 33 33 × 4 ×3 33 × 5 × 3 = 495
UK 33 33 × 4 ×3 33 × 5 × 3 = 495
US 33 33 × 4 ×3 33 × 5 × 3 = 495

Table 2: The Composition of the Dataset

2. The cultural marker(s) in each image must be
easily identifiable by native annotators. (The
cultural marker should be both visually clear
and popular enough among their culture.)

3. When choosing images, cultural overlap must
be minimized (e.g. American pizza is avoided
because while its nuances are specific to the
US, pizza, in general, is a very common food
eaten worldwide.)

4. The number of types in a category must be at
least a fourth of the total number of images
in that category. (e.g. 33 food images → 8
different types of food.)

Additionally, we aim to ensure that the ethnic com-
position of people in the images for each country
in the dataset reflects the demographic makeup of
that country.

A.4 Masking Procedure

Masking was primarily automated using YuNet*

from OpenCV to automatically obtain the coordi-
nates of faces as an input to Segment Anything
Model (SAM).

For images containing multiple individuals, we
limit the number of faces to detect by filtering out
the faces with confidence score lower than 0.65 and
selecting at most three faces with top confidence
if any. This is to ensure only the central and most
prominently visible humans are masked, as current
inpainting models tend to show a degredation in
performance when required to modify multiple sub-
jects simultaneously. Gaussian blur is applied after
mask generation to feather the edges of our mask
generally helps provide a better inpainting result.

A.5 Labels

Multiple acceptable labels for Azerbaijan, the UK
and the US were considered as follows to eliminate
false negatives in country identification.

*https://docs.opencv.org/4.x/df/d20/classcv_1_
1FaceDetectorYN.html
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Figure 6: The overall pipeline of the construction of MIXCUBE and the evaluation of cultural awareness

Azerbaijan: "Azerbaijan, Azerbaijani, Azeri"

UK: "UK, United Kingdom, Scotland, Britain, British,
Irish, Wales, England, English"

US: "USA, US, the United States of America, the
United States, Hawaii, American"

Likewise, we pre-defined multiple acceptable
ground-truth labels for food of each Food image to
aid the evaluator model in its assessment. A label
can be either unique or shared across multiple im-
ages. One food label for each country is provided
as examples in the following.

Azerbaijan: "Azerbaijanian Baklava"

Korea: "Jjajangmyeon, Kimchi, Ramyeon, Black
Bean Noodles"

Myanmar: "Laphet Thoke, Tea leaf salad"

UK: "Cottage Pie, Shepherds Pie, Shepherd"

US: "Grilled cheese, Toastie"

A.6 Automated Filtering for Synthesized
Images

The automated flagging technique we employed
partially follows the procedure of image saliency
check from (Pal et al., 2024). BRISQUE, a
reference-free metric that quantifies the percep-
tual quality of an image, is used to detect images

with low structural integrity, indicated by a high
BRISQUE score. To ensure that the inpainting
model performs enough augmentations on the orig-
inal while retaining certain resemblance to the orig-
inal, images beyond the defined range of CLIP sim-
ilarity are flagged. A synthesized image with low
CLIP similarity cannot impose a sufficient visual
challenge on MLLMs while extreme visual diver-
gence from the original may potentially distort the
cultural marker that the model is supposed to iden-
tify. Therefore, images with either BRISQUE score
of greater than 80 or CLIP similarity outside the
range (65 - 98) are discarded.

B Prompts

B.1 Prompts for Diffusion Inpaiting Model

For inpainting of images in batch using Stable dif-
fusion, we use a general prompt for each category
as follows.

Clothes: "{Ethnicity} person(s) in clothes"

Food: "{Ethnicity} person(s) with food"

Festival: "{Ethnicity} person(s) at an occasion"

The placeholder, {Ethnicity}, is one of African,
Caucasian, East Asian, South Asian.

We prompt the model again with a tailored
prompt for each image having undesirable result
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from the initial batch inpainting. Some examples
are

- "South Asian men playing a flute"

- "Caucasian ladies performing a dance"

- "An East Asian couple in Myanmar traditional
clothes"

B.2 Prompts for Evaulating MLLMs

For evaluating MLLMs, we use a dedicated prompt
for each category as follows.

Clothes: "Which country is the clothing in the photo
the most associated with? Which visual cues did you
use to determine it?"

Food: "Which country is the food in the photo the
most associated with? Which food is it?"

Festival: "Which country is the celebration/cultural
activity/festival in the photo the most associated with?
Which visual cues did you use to determine it?""

B.3 Prompt for Evaluator LLM of Responses
from Food Images

For determining whether or not a response from a
MLLM sufficiently and correctly identifies the food
in an image, we used GLM-4-Plus as an evaluator
LLM with the following one-shot prompt.

You’ll be provided with a label and a response by
a multi-modal LLM that identifies the name of the
food in an image. Determine whether the food
name contained in the response can be considered
as correct given the ground-truth label. under
label. Consider it as correct (’Yes’) if the names
of the food refer to the same food semantically ei-
ther in native language or in English. Otherwise, ’No’.

- Emphasize on the name instead of the description.

- The names do not need to match exactly.

- If the name provided is wrong, it’s ’No’ even if the
description is close. For example, if the label is "Dote
Htoe,Wat Thar Dote Htoe,pork offal skewers,pork
skwers" and the response is "This food is mostly
associated with Myanmar and is called ’E Kya Kway’
or ’Inn Kyaik Kyaw’. It’s a popular street food
featuring skewers, often with a variety of meats and
offal, cooked in a boiling broth.", the answer should
be ’No’ since the name is completely wrong and the
description does not include ’pork’.

- Answer only in ’Yes’ or ’No’.

C Experimental Settings

C.1 Models
We evaluated the cultural awareness of three
MLLMs — GPT-4o (gpt-4o-2024-08-06)* by
OpenAI, GLM-4v (glm-4v-plus)* by ZhipuAI,
and InternVL2.5 (InternVL2.5-26B-AWQ)* by
OpenGVLab.

C.2 Hyperparameters
The following table provides the values of some
key hyperparameters used in the experiments.

Model Hyperparameter Value

Stable Diffusion Diffusion steps 60
Guidance scale 7.0

GPT-4o, GLM-4v, Maximum Token 120
InternVL2.5 Temperature 0.3

Top-p 0.6

GLM-4v Maximum Token 10
Temperature 0.2
Top-p 0.5

Table 3: Hyperparameters used in the experiments.

D MLLM Evaluation Results

Table 7 and Figure 4 collectively show the results
of country identification, presenting, in each cell,
the absolute accuracy and the difference in accu-
racy with respect to that of the original respectively.
Likewise, Table 8a and Figure 8b display the results
of Cultural Marker Identification.

*https://platform.openai.com/docs/models
*https://bigmodel.cn/dev/howuse/glm-4v
*https://huggingface.co/OpenGVLab/InternVL2_

5-26B-AWQ
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Country/
Culture Ethnicity Clothes Food Festival

GPT-4o GLM-4v
-Plus

InternVL
2.5-26B GPT-4o GLM-4v

-Plus
InternVL
2.5-26B GPT-4o GLM-4v

-Plus
InternVL
2.5-26B

Azerbaijan

Original 0.79 0.47 0.65 0.33 0.00 0.42 0.15 0.15 0.30
African 0.29 0.21 0.59 0.03 0.00 0.21 0.06 0.03 0.30

Caucasian 0.29 0.33 0.56 0.09 0.00 0.33 0.09 0.09 0.39
East Asian 0.29 0.18 0.50 0.00 0.03 0.21 0.03 0.00 0.18

South Asian 0.21 0.06 0.56 0.00 0.00 0.21 0.00 0.00 0.18
Average

(Synthesized) 0.27 0.20 0.55 0.03 0.01 0.24 0.04 0.03 0.27

Korea

Original 1.00 0.94 1.00 1.00 0.88 1.00 1.00 0.94 1.00
African 0.97 0.88 0.97 1.00 0.79 0.97 1.00 0.85 0.94

Caucasian 1.00 0.88 1.00 1.00 0.79 1.00 1.00 0.85 0.94
East Asian 1.00 0.91 1.00 1.00 0.88 1.00 1.00 0.88 1.00

South Asian 0.97 0.79 0.82 0.97 0.76 0.73 0.94 0.79 0.76
Average

(Synthesized) 0.98 0.86 0.95 0.99 0.80 0.92 0.98 0.84 0.91

Myanmar

Original 0.82 0.58 0.91 0.76 0.15 0.76 0.33 0.09 0.55
African 0.55 0.39 0.67 0.58 0.06 0.73 0.33 0.09 0.55

Caucasian 0.64 0.42 0.79 0.58 0.03 0.67 0.30 0.06 0.52
East Asian 0.79 0.39 0.76 0.76 0.06 0.76 0.48 0.06 0.58

South Asian 0.58 0.42 0.61 0.48 0.12 0.64 0.30 0.06 0.52
Average

(Synthesized) 0.64 0.41 0.70 0.60 0.07 0.70 0.36 0.07 0.54

UK

Original 0.91 0.91 0.94 0.88 0.79 0.91 0.88 0.76 0.88
African 0.91 0.82 0.88 0.88 0.82 0.88 0.85 0.76 0.85

Caucasian 0.91 0.94 0.88 0.91 0.85 0.91 0.88 0.70 0.73
East Asian 0.94 0.94 0.88 0.88 0.79 0.76 0.82 0.64 0.73

South Asian 0.91 0.85 0.88 0.82 0.76 0.91 0.85 0.73 0.58
Average

(Synthesized) 0.92 0.89 0.88 0.87 0.80 0.86 0.85 0.70 0.72

US

Original 0.76 0.91 0.91 0.70 0.91 0.82 0.70 0.94 0.76
African 0.70 0.88 0.94 0.73 0.97 0.88 0.73 0.97 0.73

Caucasian 0.73 0.97 0.91 0.70 0.94 0.91 0.70 0.94 0.76
East Asian 0.76 0.85 0.91 0.73 0.91 0.85 0.73 0.85 0.73

South Asian 0.70 0.79 0.85 0.73 0.88 0.85 0.67 0.82 0.61
Average

(Synthesized) 0.72 0.87 0.90 0.72 0.92 0.87 0.70 0.89 0.70

Note: Each cell represents accuracy percentage calculated out of 33 images except cells in the row of Average
(Synthesized).

Figure 7: Country Identification Accuracy Data
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Country/
Culture Ethnicity GPT4-o GLM4-v

-Plus
InternVL
2.5-26B

Azerbaijan

Original 0.85 0.36 0.49
African 0.73 0.27 0.39

Caucasian 0.73 0.30 0.46
East Asian 0.73 0.27 0.52

South Asian 0.61 0.39 0.24
Average

(Synthesized) 0.70 0.31 0.40

Korea

Original 0.67 0.49 0.49
African 0.61 0.46 0.27

Caucasian 0.58 0.42 0.36
East Asian 0.73 0.46 0.42

South Asian 0.55 0.46 0.33
Average

(Synthesized) 0.61 0.45 0.35

Myanmar

Original 0.33 0.03 0.09
African 0.15 0.00 0.09

Caucasian 0.27 0.00 0.03
East Asian 0.18 0.00 0.03

South Asian 0.27 0.00 0.03
Average

(Synthesized) 0.22 0.00 0.05

UK

Original 0.76 0.76 0.67
African 0.76 0.70 0.64

Caucasian 0.76 0.76 0.64
East Asian 0.70 0.70 0.55

South Asian 0.70 0.70 0.61
Average

(Synthesized) 0.73 0.71 0.61

US

Original 0.88 0.91 0.97
African 0.85 0.94 1.00

Caucasian 0.94 0.94 0.97
East Asian 0.73 0.85 0.91

South Asian 0.73 0.82 0.82
Average

(Synthesized) 0.81 0.89 0.92

Note: Each cell represents accuracy percentage calculated out of
33 images except cells in the row of Average (Synthesized).

(a) (b)

Figure 8: (a) Cultural Marker Identification Accuracy Data(b) Cultural Marker Identification Accuracy Difference
Heatmap. The value in each cell is the difference in Cultural Marker Identification Accuracy between the original
and that of synthesized ethnicity. The red boxes highlight the pairs where the synthesized ethnicity by the inpainting
model closely resemble to a demographic of the culture.
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