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Abstract

Quechua is a low-resource language spoken by
more than 7 million people in South America.
While Quechua is primarily an oral language,
several orthographic standards do exist. There
is no universally adopted writing standard for
Quechua, and variations exist across dialects
and regions; its current writing is based on
how it is uttered and how the sound is written.
Quechua is a family of languages with similar-
ities among the seven variants. The lack of a
parallel dataset has reduced the opportunities
for developing machine translation. We investi-
gated whether increasing the current Quechua
Parallel dataset with synthetic sentences and
using a pre-trained large language model im-
proves the performance of a Quechua machine
translation. A Large language model has been
used to generate synthetic sentences to extend
the current parallel dataset. We use the mt5
model to fine-tune it to develop a machine trans-
lation for Quechua to Spanish and vice versa.
Our survey identified the gaps in the state of
the art of Quechua machine translation, and our
BLEU/Chrf++ results show an improvement
over the state of the art.

1 Introduction

In this paper we present the submission of the Uni-
versidad Católica San Pablo to the Workshop on
Natural Language Processing (NLP) for Indige-
nous Languages of the Americas (AmericasNLP)
2025 Shared Task on machine translation systems
for Indigenous languages. We participated in two
directions: Spanish to Quechua and Quechua to
Spanish.

Quechua is an indigenous language from the
south of Peru that has expanded to Bolivia, Chile,
and Ecuador. It is an indigenous language fam-
ily with 7 variations and almost 8 to 10 million
speakers. Quechua is actively used in Peru and
Bolivia and is the official language of the Peruvian,
Bolivian, and Ecuadorian governments.

Quechua is a phonetic language where each let-
ter represents a specific sound. Quechua is well-
studied linguistically and does have defined gram-
matical rules. Each Quechua dialect has its own
semantics and vocabulary. Quechua is an aggluti-
native language where a prefix or suffix is added
to the root of a word to create a new word with a
different meaning. Quechua writing is as it sounds
and according to the utterance and listener.

A parallel dataset restricts machine translation
(MT). In the case of Quechua, the most used re-
source is the JW300 (Agić and Vulić, 2019), which
presents 2 Quechua variants: Ayacucho Quechua
(quy), Cuzco Quechua (quz), and the Bolivian va-
riety of Quechua (que). There are also scarce re-
sources with few parallel sentences.

There is a clear need to develop a machine trans-
lation and other tools to support Quechua speakers,
and current proposals do not achieve an appropri-
ate machine translation. The current research and
development of a Quechua MT lacks of an appro-
priate parallel dataset, making it more challenging
to develop an Quechua MT.

The AmericasNLP Shared Task on Machine
Translation into Indigenous Languages has been
promoting the research of 11 indigenous languages,
including Quechua, from 2021 to 2024. The Amer-
icasNLP Shared Task is a competition for research
on machine translation. The AmericasNLP Shared
Task is based mostly on the Quechua Ayacucho
(quy) variant. The Shared Task is framed on a
given dataset and open resources, including pre-
trained models. The focus has been to translate
Quechua–Spanish; to our knowledge, no other re-
search has translated English into Quechua and
Quechua into English.

The benchmark for a MT of Spanish (es) to
Quechua (quy) has been set on The AmericansNLP
2024 as follows: chrF of 28.81 developed by
Helsinki (Vázquez et al., 2021) and ChrF of 34.01
developed by Sheffield (Gow-Smith and Villegas,
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2023) for the test set and 28.78, 30.22 respectively
for the development set.

We aim to identify if extending the JW300
(Agić and Vulić, 2019) Parallel dataset by generat-
ing synthetic sentences in English would improve
the machine translation performance. In addition,
we want to identify if using a Large Language
Model would improve the machine translation per-
formance.

The following sections present a review of the
state of the art, our method, and our results and
Conclusion section.

2 Related Work

2.1 Early antecedents

Rios (2015) developed a hybrid machine translation
for Spanish to Cuzco Quechua. The MT is a clas-
sical rule-based supported by statistical modules.
Rios also developed a Quechua text normalisation
to rewrite Quechua texts in different orthographies
or dialects to standard orthography. Rios developed
a Quechua dependency treebank and spell checker.
Achieving a BLEU score of 57.98 for words and
63.13 for morphemes. Rios’ work includes the use
of verb morphology (Rios and Göhring, 2013) and
rule-based(Rios and Göhring, 2016).

The AVENUE project at the Language Technolo-
gies Institute (Llitjós, 2005) had developed an MT
which would be used to translate Quechua if a Par-
allel dataset exist. The AVENUE is a statistical
machine translation. One extension of AVENUE
had developed a Quechua Parallel dataset, which
reached 1,700 sentences. As a result, a Quechua
Morphology Analyzer to assist the MT was devel-
oped by Llitjós et al. (2005).

Vilca also developed a morphological analyzer
(Vilca et al., 2009), Huarcaya Taquiri (2020) devel-
oped the first transformer model for an MT Spanish
to Quechua Chanka with an outstanding BLEU
score of 39.5 using the JW300 Parallel dataset
(Agic and Vulic, 2019). Quechua Chanka is also
know as Quechua Ayacucho (quy).

2.2 Quechua’s resources

There are few resources of a Parallel dataset of
Quechua, and the following parallel dataset is well
established: the most used is the JW300 (Agic and
Vulic, 2019), which presents 3 Quechua variants:
Ayacucho Quechua (quy), Cuzco Quechua (quz).

The following parallel dataset are small repos-
itories in which the validity of the Quechua

variant is not clear: Sentences extracted from
the official dictionary of the Minister of Edu-
cation (MINEDU)(AmericasNLP, 2021), Huar-
caya(Moreno, 2021), Oncevay(Arturo and Diego,
2021), the Peruvian(Congreso de la República del
Perú, 2008) and Bolivian(Ministerio de la Presiden-
cia de Bolivia, 2012), constitutions (Tiedemann,
2012), Wikipedia crawls(Tiedemann, 2020) and
The JHU Bible parallel dataset (McCarthy et al.,
2020).

Well-know Quechua dictionaries, Quechua Span-
ish and Spanish Quechua produced by Calvo Pérez
(2007), Calvo works for the recognition and nor-
malization of the Quechua language and its harmo-
nization with the Spanish language. Calvos’s dic-
tionary holds 51233 Quechua and 74395 Spanish
words. The website Runasimi.de (2006) provides a
dictionary of several Quechua variants to German,
English, Spanish, Italian and French.

2.3 State of the art of Quechua machine
translation

Table 1 shows the best MT score for es->quy held
by BSC (Garcia Gilabert et al., 2024) in the Ameri-
casNLP 2024 Shared Task. For quy->es the score
is held by Chen and Fazio (2021) focusing on a
morphologically guided segmentation.

The state of the art concerning Quechua machine
translation has its own limitations. The pertinent
literature does not show a clear development and
presents outlier results that are not viable to achieve
like Huarcaya Taquiri (2020) reports a 39.50 BLEU
score in the JW300 dataset(Agić and Vulić, 2019).
Similarly, Ebrahimi and et. al. (2022) report 68.00
BLEU score for en -> quy using the same dataset.
There are two logical conclusions: the results are
inconclusive or use an incorrect interpretation of
the BLEU score.

The BSC team (Garcia Gilabert et al., 2024)
achieved the highest performance in the Quechua
language. Their approach focused on fine-tuning
the NLLB-200 for Quechua and Guarani, inparallel
datasetting data from multiple sources and applying
a rigorous cleaning process. They experimented
with two model sizes, 3.3B and 1.3B, finding that
the larger model only improved Quechua results.
In particular, fine-tuning NLLB 1.3B with LoRA
yielded a new benchmark score of 38.21 ChrF++
for Quechua, the highest among all submissions.

Other teams also contributed innovative ap-
proaches to the AmericasNLP 2024 Shared Task.
The NordicAlps team (Attieh et al., 2024), based on
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Author BLEU ChrF Direction of Translation
AmericasNLP 2024 BSC (Task) 4.85 38.21 es ->quy
AmericasNLP 2024 BSC (NLLB-3.3B) 4.07 36.39 es ->quy
AmericasNLP 2024 Baseline dev. - 30.22 es ->quy
AmericasNLP 2024 Baseline test - 34.01 es ->quy
Gow-Smith and Villegas (2023) 4.61 39.52 es ->quy
Vázquez et al. (2021) 5.38 39.40 es ->quy
NLLB Team et al. (2022) 1.3B parameter - 29.2 es ->quy
Thesis: (Huarcaya Taquiri, 2020) 39.50 0.24 es ->quy
Ebrahimi and et. al. (2022) Baseline 1.58 0.33 es ->quy
Ebrahimi and et. al. (2022) XLM-R Large +MLM 68.00 - es ->quy
Chen and Fazio (2021) 23.70 - quz ->es
Ortega et al. (2020) Morfessor 20.30 - qu ->es
Ortega et al. (2020) BPE-Sennrich 22.90 - qu ->es
Oncevay (2021) Pairwise 8.20 30.90 quy ->es
Oncevay (2021) Multiling. 4.23 37.80 es ->quy
Ortega et al. (2021) es,qu,fi 22.60 - quz ->es
Ortega et al. (2021) es,qu,fi,cni 17.00 - quz ->es
Ortega et al. (2021) es,qu,cni 20.10 - quz ->es

Table 1: State of the art of Quechua machine translation

the Helsinki system (De Gibert et al., 2023), used
various tokenization strategies, with their BPE-
MR model ranking first in five languages. The
DC_DMV team (Degenaro and Lupicki, 2024)
worked with two approaches using the NLLB-
200 and the Mamba-based model, obtaining the
second-best result for Quechua with the NLLB
model. Meanwhile, the University of Edinburgh
(Iyer et al., 2024) fine-tuned Llama-2 7B, Mistral
7B, and MaLA-500 using LoRA but did not achieve
outstanding performance.

Due to the nature of the Quechua and its lack of
writing rules, there are attempts to use morphologi-
cal tools to normalise the Quechua (Ebrahimi and
et. al., 2022) (Chen and Fazio, 2021) (Ortega et al.,
2020) (Ortega et al., 2021); prefixes and suffixes
are used to normalise (Ortega et al., 2020), and text
normalization to keep under control the text pass to
a Neural Network (Vázquez et al., 2021). There are
interesting approaches, but those rules are like if
someone is building the grammar and syntaxes of
the Quechua. Reported results range from 17 to 24
BLEU scores; most proposals do not use the ChrF,
which might help corroborate the results. Some
proposals use variations of the JW300 (Agić and
Vulić, 2019) and in most cases, the dataset used is
small and domain-constrained.

There are clear limitations to the development
of Quechua machine translation. The first is the

variety of Quechua dialects or variations. The sec-
ond is the lack of writing rules, which causes the
same pronounced word to be written differently.
The last limitation is the lack of a Parallel dataset;
all research is based on the JW300 parallel dataset,
and no efforts are made to develop a new dataset
even though there are 11 million Quechua speakers.
Most of the testing is based on Opus biblical, a Pe-
ruvian magazine article, testing in a close domain.
(Mager and et. al, 2021).

The present work tries to develop a machine
translation based and extending the Parallel dataset
with syntactic sentences. Tens of Indigenous lan-
guages exist in Western South America, some of
which are in the process of extinction, and others
have disappeared. We aim to preserve the Quechua
and make it available to Quechua speakers.

3 Method

3.1 Data sources

Our sources of parallel dataset are shown in Table
5. Most of the data are based on the JW300 paral-
lel dataset (Agić and Vulić, 2019). (Calvo Pérez,
2007) is a dictionary, and the sentences have been
extracted almost manually. All our data has been
cleaned up by removing irrelevant text, extract-
ing only sentences in lowercase, and keeping only
characters a-z and ñ. Data has been shuffle, and we
reserve 85% for training and 15% for testing. The
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JW300 was only used for que <-> en MT.

3.2 Parallel dataset Expansion
parallel dataset expansion is primarily based on
the generation of synthetic sentences. This method
consists of taking a sentence from a high-resource
language such as Spanish or English, applying a
POS and replacing words in the original sentence.
We will use two approaches: Wordnet and based
on LLM.

Based on WordNet, each sentence will be
scanned to identify the parts of the speech. The
subject and verb of the sentence will be selected.
Using WordNet, similar words will be identified
based on the four types of similarity defined by
WordNet: synonyms, similar, hypernyms, and hy-
ponyms. The new words, subject and verb, will
be identified. Synthetic sentences are generated
by combining the new words. The combination
will be progressive, changing one word, then two,
and then three. Several subsets of synthetic sen-
tences are generated depending on the degree of
combinatorics.

Based on LLM, each sentence will be parsed
(POS) to identify the parts of speech. The subject
and/or verb of the sentence will be selected. Us-
ing an LLM, the word (subject or verb) will be
replaced with another semantically similar word in
the context of the sentence. The answer sentence
within the LLM answer will be extracted (clean the
answer).

MT like mt5-small are sensitive to the direction
of the translation. Asymmetric model supports
this assumption (Santisteban and Tejada-Cárcamo,
2015). We will train the model in both directions.

The objective is to evaluate the machine trans-
lation for Quechua based on the expanded parallel
dataset. Two transformer models will be used, the
base Transformer model by (Vaswani et al., 2023)
and a pre-trained multilingual MT5-small (Xue
et al., 2021).

3.3 Generation of synthetics sentences
Two different approaches were used for synthetic
sentence generation. Initially, an English dataset
was processed using WordNet, where part-of-
speech (POS) tagging identified the first noun. This
noun was then replaced using WordNet and Phi-
3 (Abdin et al., 2024), resulting in two synthetic
sentences. For example, given the sentence "pay
attention to how you listen", the POS tagging se-
lected the word "pay". The synthetic sentence

Quechua Original Clean Synthetic
que 135,068 131,430 *
quy 114,408 111,655 111655
quz 128,252 125,341 121,480

Table 2: English synthetic sentences generated

generated with WordNet was "wage attention to
how you listen", while Phi-3 produced "focus on
how you listen". The prompt used is as follows:
”Replace ’word’ in ’sentence’ with another word
while maintaining the semantic meaning”.

In the second approach, a Spanish dataset was
used without prior POS tagging. Instead, Phi-3.5
(Abdin et al., 2024) was prompted to replace either
a verb or a noun in the given sentence while pre-
serving its semantic meaning. For instance, start-
ing with "aproveche momentos en que estén rela-
jados.", Phi-3.5 generated "aproveche momentos
de calma" This adjustment improved the quality of
the generated sentences while maintaining coher-
ence. The prompt used is as follows: ”Reemplaza
un ’sustantivo’ o ’verbo’ por otro semantica-
mente similar en la oracion: "{oracion}". dame
la primera oracion alternativa. respuesta corta. sin
explicacion”.

4 Tests and Results

4.1 English-Quechua

For en->qu and vice versa, we only used the JW300
parallel dataset in English (Agić and Vulić, 2019).
We used Phi3-mini due to its compact size and aver-
age performance compared to other larger models.

4.1.1 Synthetic Generation Results
Generation with Wordnet lacks of quality. It is
unable to find a suitable synonym; it also fails to
take the word’s context into account, rendering the
new sentence meaningless. The evaluation was
empirical, based on a review of sentences.

A more satisfactory result was obtained regard-
ing the synthetic sentences generated with Phi3-
mini. It takes the word’s context into account and
can replace the verb, connectives, etc., associated
with some nouns, resulting in synthetic sentences
with better semantic meaning. Some sentences
did not generate any results due to the absence
of a noun in the sentence. The original parallel
dataset increases with the synthetic sentences by
96%, almost doubling the size of the original paral-
lel dataset.
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Dataset Sense BLEU ChrF

JW300

en quy 3.64 32.92
quy en 5.70 23.43
en quz 3.82 31.03
quz en 5.49 22.54

JW300 Clean

en quy 2.68 33.87
quy en 4.98 23.60
en quz 3.17 31.70
quz en 5.42 23.76

JW300 Extended
en quy * *
quy en 5.22 23.35
en quz 5.67 29.24
quz en 3.08 31.51

Table 3: MT5-small trained in English

4.1.2 Training the Transformer Models

Two models were used for training: the basic
(untrained) transformer model by (Vaswani et al.,
2023) and the MT5-small model by (Xue et al.,
2021), which is a large, pretrained multilingual
text-to-text transformer.

For the choice of tokenizers in the case of the
MT5-small transformer, the model was trained us-
ing a word tokenizer for both the source and target
languages. Retraining the model requires using
the same tokenizers. In the case of the base trans-
former, since this model is trained from scratch,
we chose a word tokenizer for English and a BPE
tokenizer for Quechua.

Hyperparameters for MT5-small are as follows:
batch size 8, learning rate 2e-5, seq_len 512,
epoches 30, dmodel 512. For base Transformer
are batch size 32, learning rate 1e-4, seq_len 128,
epoches 30, dmodel 512.

4.1.3 Transformer Model Training Results

The fine-tuning of the MT5-small was tested as
shown in Table 3 and 4. For the base transformer,
we can see the output of both the model trained
with the original parallel dataset and the model
trained with the expanded parallel dataset.

Table 3 shows The training of MT5-small with
different datasets. JW300 is the basic one (no data
processing). JW300 Clean, without punctuation
marks, verses, and others. JW300 Extended, the
clean parallel dataset plus the synthetic parallel
dataset. Trained in both directions, from the source
language to the target language. BLEU (sacre-
BLEU) and ChrF metrics. Using two Quechua
languages: Ayacucho Quechua (quy) and Cuzco

Sense BLEU ChrF

JW300 Clean
en quz 1.89 28.88
en quy 1.92 29.40

JW300 Expanded
en quz 1.83 28.46
en quy 1.83 28.52

Table 4: Basic Transformers with synthetic data

Figure 1: Numbers of synthetic sentences generated in
Spanish from the original Spanish parallel dataset

Quechua (quz), and English (en). Synthetic paral-
lel dataset generated with Phi3-mini.

As show in 4 the training the Base Transformer
with different datasets. JW300 Clean, without
punctuation marks, verses, and others. JW300 Ex-
tended, the clean parallel dataset plus the synthetic
parallel dataset. Trained in both directions, from
the source language to the target language. BLEU
(sacreBLEU) and CharF metrics. Using Cuzco
Quechua (quz) and Ayacucho Quechua (quy), and
English (en). Synthetic parallel dataset generated
with Phi3-mini.

The base Transformer and the MT5-small ob-
tained lower scores in both metrics when training
with the expanded parallel dataset than with the
original. This drop in metrics may indicate that
the generated synthetic sentences are not of good
quality.

4.2 Spanish-Quechua

The Quechua-Spanish parallel dataset is from 7
sources. Those that could not be identified by the
Quechua used were marked as Southern Quechua.
A total of 457,562 entries were obtained for the new
original parallel dataset, divided into three groups,
“quz", “quy", and “qu", as shown in figure 1

4.2.1 Training the Transformer Models
The base transformer model (Vaswani et al., 2023)
and the MT5-small (Xue et al., 2021) were used,
with the same hyperparameters and tokenizers as
in the english-Quechua phase. In the case of the
MT5-small, the model was fine-tuned using a word
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Author File Quechua quantity

REPU-CS-2021

Constitution (REPU-CS-2021) quz 812
Handbook quy 2,297
Lexicon quy 6,154
Regulation quz 217
Webmics quy 980

Portocarrero Emotion analysis - 1,722

AmericasNLP 2024

Dict_misc quy 8,955
Minedu quy 643
JW300 quy 115,620
JW300 quz 124,833

Julio Calvo Perez Spanish Quechua Dictionary Vol. 2 sur 20,606
JRXYZ Various books - 140,878
Llamacha audio transcription sur 698

Runasimi
dictionary quy 10,986
dictionary quz 22,162

Table 5: Spanish-Quechua parallel dataset.

tokenizer. In the case of the base transformer we
chose a BPE tokenizer.

4.2.2 Transformer Model Training Results
Two different sets were used: a validation set and a
testing set. The validation set comes from the same
original and expanded parallel dataset. The testing
set is a parallel dataset provided by AmericasNLP
2024 to compare models.

Table 6 shows the model results for the original
parallel dataset, and table 7 shows the expanded
parallel dataset. A clear improvement was observed
with the expanded parallel dataset over the original
in both BLEU and ChrF. Although the scores are
low compared to the best scores from Americas-
NLP 2024. Considering resource constraints like
vanilla transformer without pre-training and MT5-
small fine-tuned on a domestic GPU (NVIDIA
GeForce GTX 1070), results highlight opportuni-
ties for further progress.

5 Conclusion

Synthetic generation of sentences in English did
not improve the machine translation. This is be-
cause the WordNet technique to generate synthetic
sentences was not reliable. On the other hand, us-
ing Phi3.5 to generate synthetic sentences improves
the MT, particularly in Spanish-Quechua.

Our finding shows that expanding the paral-
lel dataset with synthetic sentences improves the
performance of the MT, even if we use a pre-
trained transformer (MT5-small) or base trans-

former model and even though we run our model
on a domestic GPU (NVIDIA GeForce GTX 1070).

Identification of the Quechua varieties is still an
open problem. It is natural for Quechua speakers,
but to our understanding, there are no steps for
language identification.

Fluency in the sentences is absent in all current
proposals, which needs to be addressed. Fluency
would be evaluated by its readability, rhythm, pac-
ing, and the way the sentence structure mirrors
natural speech patterns.

Limitations

The parallel dataset is small and domain-
constrained, expanding it with synthetic sentences
does not guarantee the expansion of the MT in
other domains. Despite the existence of millions of
Quechua speakers.
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coverage parallel corpus for low-resource languages.
In Proceedings of the 57th Annual Meeting of the As-
sociation for Computational Linguistics, pages 3204–

89

https://arxiv.org/abs/2404.14219
https://arxiv.org/abs/2404.14219
https://doi.org/10.18653/v1/P19-1310
https://doi.org/10.18653/v1/P19-1310


Model Dataset Validation Testing
Bleu ChrF++ Bleu ChrF++

MT5
quz 9.97 29.94 1.06 19.85
quy 11.42 32.24 1.23 21.13

quz + quz + qu 19.40 * 9.96 29.94

Transformer Base
quz 4.04 35.85 0.02 22.35
quy 5.26 40.27 0.02 23.90

quz + quz + qu * * * *

Table 6: Results of the transformers trained with the original Spanish Quechua corpus.

Model Dataset Validation Testing
Bleu ChrF++ Bleu ChrF++

MT5
quz 8.56 28.65 1.06 20.38
quy 9.81 30.50 2.00 22.73

quz + quz + qu * * * *

Transformer Base
quz 9.14 41.39 0.04 24.70
quy 12.38 45.64 0.10 27.43

quz + quz + qu * * * *

Table 7: Results of the transformers trained with the expanded Quechua Spanish parallel dataset

3210, Florence, Italy. Association for Computational
Linguistics.

Željko Agic and Ivan Vulic. 2019. Jw300: A wide-
coverage parallel corpus for low-resource languages.
Association for Computational Linguistics.

AmericasNLP. 2021. Mt for spanish (es) - quechua
ayacucho (quy). Accessed: 2025-03-20.

Oncevay Arturo and Huarcaya Diego. 2021. Mt-es-quy:
Machine translation for spanish-quechua. Accessed:
2025-03-20.

Joseph Attieh, Zachary Hopton, Yves Scherrer, and
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