
Proceedings of the Fifth Workshop on NLP for Indigenous Languages of the Americas (AmericasNLP), pages 112–118
May 4, 2025 ©2025 Association for Computational Linguistics

Leveraging Dictionaries and Grammar Rules for the Creation of
Educational Materials for Indigenous Languages

Justin Vasselli, Haruki Sakajo
Arturo Martínez Peguero, Frederikus Hudi, Taro Watanabe

Nara Institute of Science and Technology
{vasselli.justin_ray.vk4, sakajo.haruki.sd9,

martinez_peguero.arturo.ma3, frederikus.hudi.fe7, taro}@is.naist.jp

Abstract

This paper describes the NAIST submission
to the AmericasNLP 2025 shared task on the
creation of educational materials for Indige-
nous languages. We implement three systems
to tackle the unique challenges of each lan-
guage. The first system, used for Maya and
Guarani, employs a straightforward GPT-4o
few-shot prompting technique, enhanced by
synthetically generated examples to ensure cov-
erage of all grammatical variations encountered.
The second system, used for Bribri, integrates
dictionary-based alignment and linguistic rules
to systematically manage linguistic and lexi-
cal transformations. Finally, we developed a
specialized rule-based system for Nahuatl that
systematically reduces sentences to their base
form, simplifying the generation of correct mor-
phology variants.

1 Introduction

The development of educational materials for In-
digenous languages presents unique challenges due
to their low-resource nature, limited digital rep-
resentation, and morphological complexity. The
AmericasNLP 2025 Shared Task (de Gibert et al.,
2025) addresses these challenges by focusing on
the creation of accurate grammatical modifications
in sentences across several Indigenous languages:
Bribri, Maya, Guarani, and Nahuatl. The goal of
the shared task was to apply specified grammati-
cal transformations to source sentences in order to
generate appropriate new sentences that could be
used in educational content for language learning
and preservation.

Historically, language processing tasks such as
grammatical transformations, have relied on exten-
sive corpora. However, such resources are scarce
or entirely unavailable for many Indigenous lan-
guages. Building on our successful approach from
the AmericasNLP 2024 Shared Task, we again
leverage dictionaries and linguistic rules combined

with the generative capabilities of GPT-4o (Achiam
et al., 2023). This year we try a new technique
which proved to be less effective than our technique
from 2024, but still resulted in strong scores for
Bribri. We also tested an entirely rule-based system
for Nahuatl, which while still in early stages, nev-
ertheless achieves significant improvements over
LLM prompting.

Our submission comprises three distinct trans-
lation systems. The first system, submitted for
Maya and Guarani, employs a straightforward GPT-
4o few-shot prompting technique, enhanced by
synthetically generated examples to ensure cov-
erage of all grammatical variations encountered.
The second system, used for Bribri, integrates
dictionary-based alignment with GPT-4o, inspired
by the edit-tag method used in the Grammatical
Error Correction Tagged with Edits (GECTOR)
system (Omelianchuk et al., 2020), to manage lexi-
cal and morphological transformations systemati-
cally. Finally, recognizing the specific complexities
of Nahuatl, we developed a specialized rule-based
system that classifies grammatical features, reduces
sentences to a base form, and generates the target
sentence from that base form.

2 Task and Data Description

In this shared task, the provided dataset includes
original sentences along with the grammatical
transformations to be applied to these sentences.
The goal is to develop systems capable of applying
these transformations accurately to the base sen-
tences, producing grammatically modified versions
suitable for educational use.

While many instances in the data consisted of a
single change, there were many compound changes
as well, where multiple types of transformations
were combined, especially for Nahuatl and Bribri
(See Appendix A). For example, a negative type
alteration (TYPE:NEG) may be combined with a
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Language Original With Synthetic
Bribri 309 533
Maya 594 615
Guarani 178 186
Nahuatl 391 391

Table 1: Number of example sentences initially pro-
vided versus the number actually utilized after adding
synthetic examples. We did not create synthetic exam-
ples for Nahuatl.

change to an interrogative (SUBTYPE:INT). This
would have the effect of going from “I walked” to
“Didn’t you walk?” in English. This may be further
combined with transformations to subject, such as
to 3rd person plural (PERSON:3_PL): “Didn’t they
walk?”

We synthetically enhanced the training set by
expanding changes into component substeps, com-
bining alterations to make more compound changes.
The number of sentences before and after expan-
sion are listed in Table 1.

Sub-step Expansion We decomposed complex
grammatical transformations into simpler, sequen-
tial sub-steps. For example, a change labeled
TYPE:NEG, SUBTYPE:INT was expanded into two
distinct steps: initially applying TYPE:NEG to reach
an intermediate form, followed by SUBTYPE:INT
to attain the final sentence.

Change Combination Additionally, we intro-
duced new examples by combined changes. For
example, a change in tense or mood would be com-
bined with a person’s changes. We aimed to have
comprehensive coverage of all grammatical trans-
formation combinations.

3 System Description

We implemented three systems, varying in their
dependence on prompting versus rule-based pro-
cessing. For each language, we selected the system
that performed best on the dev set.

3.1 Example-Based Prompt

The first system leverages GPT-4o exclusively
through few-shot prompting, relying on synthetic
examples to maximize its coverage of grammat-
ical variations. In this approach, we choose ex-
amples from the training data with the exact same
change, from which the LLM can hopefully learn
to generalize and perform similar modifications on
new sentences. As mentioned in Section 2, there

Source Ie’ dúwa
¯Change TYPE:NEG, TENSE:PRF_PROG

Target Ie kë̀ ku
¯
’bak dawö́kwa

¯
KEEP: ie’
ADD: kë̀ (negation particle)
ADD: ku

¯
’bak (NEG PRF_PROG marker)

CHANGE: base form dúwa
¯

-> PRF_PROG
form dawö́kwa

¯

Table 2: Example with change description

was not always an exact match for the change in
the training data. This approach differed from the
submission last year, JAJ (Vasselli et al., 2024),
which addressed the lack of comprehensive cov-
erage of change combinations by iteratively pro-
cessing the test cases, applying sub-changes in a
different order for each language. We also exper-
imented with translating the prompt into Spanish,
which improved scores for Bribri, but did not help
Maya, Guarani, or Nahuatl.

3.2 Transformation-Based Prompt
The second system is based on the intuition that
grammatical changes typically require only a small
number of edits to the source sentence. Inspired by
GECTOR (Omelianchuk et al., 2020), we annotate
each training example with an explicit transforma-
tion sequence. Each transformation is framed in
terms of token-level operations:

• KEEP for words that remain unchanged

• ADD for newly inserted words

• REMOVE for words that are removed.

• REPLACE for words that are replaced with
different word types.

• CHANGE for cases where the word form
changes, but the base word type is preserved
(e.g., tense/person inflection).

This format allows GPT-4o to operate more con-
servatively by avoiding unnecessary rewrites, lead-
ing to more interpretable predictions and improved
generalization. In addition, it facilitates automatic
double-checking of each transformation using dic-
tionary lookups or morphological rules, further en-
hancing the reliability of the output. An example
can be seen in Table 2.

Using this method greatly improved perfor-
mance on Bribri. Even moreso when the tagged
change output was postprocessed. See Table 3 for
ablation results on the development set.
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System Acc. BLEU ChrF

Examples 4.25 9.77 35.21
+ Description 15.09 40.94 58.24
+ Postprocessing 36.79 60.83 70.80

Table 3: Ablation experiments on the Bribri develop-
ment set using examples only, with change descriptions,
and postprocessing the change description output.

3.3 Pure Rule Based Transformation

The third system is a fully rule-based approach de-
veloped specifically for Nahuatl. Unlike Bribri,
we lacked a digitized dictionary, preventing us
from applying the transformation-based method
described in Section 3.2. Nahuatl also presents
more grammatical changes per sentence than Maya
or Guarani, making the example-based approach
less effective.

To address this, we created rules to heuristically
assign part-of-speech tags using word position and
known affixes. These tags were then used to infer
grammatical features of each sentence—such as
subject, object, and indirect object person markers,
honorific status, type, and purposive direction.

Grammatical Feature Identification Evaluation
We used the training data to infer grammatical fea-
tures by identifying sentences that appeared in mul-
tiple transformation pairs. Table 4 shows two such
examples. 1

From the first pair, we infer that the target sen-
tence is honorific (HON:1), has a 2nd person plural
subject, a 3rd person plural object, a 3rd person
singular indirect object, and is not purposive. This
implies that the source sentence differs in those
respects, but the only meaningful thing we learn
about the source is that it is not honorific.

However, the same source sentence appears as
the target in the second pair. From that example,
we infer that "tehuatl amo otinechnextilito nin tlat-
zotzonal" has a 2nd person singular subject, is neg-
ative, and expresses purposive intent toward the
speaker. Since these features were not listed as
changed in the first pair, we can propagate them to
the first target as well, inferring that the target of
the first pair is also negative. We also infer that the
second source sentence is not honorific.

1There is an error in this sentence which affects five other
examples in the provided data: “otinechnextilito” should be
“otinechnoxtilico” for PURPOSIVE:VEN. This error, in an
already infrequent change category, may have contributed to
the challenge of learning the PURPOSIVE feature.

Source tehuatl amo otinechnextilito nin tlatzotzonal
Change HON:1, PERSON[IOBJ]:3_SI,

PERSON[OBJ]:3_PL, PERSON[SUBJ]:2_PL,
PURPOSIVE:NA

Target nimehuantzitzin amo onoconnextilihqueh
nin tlatzotzonal

Source yehuatl onechnextileh nin tlatzotzonal
Change PERSON[SUBJ]:2_SI, PURPOSIVE:VEN,

TYPE:NEG
Target tehuatl amo otinechnextilito nin tlatzotzonal

Table 4: Examples from the Nahuatl training set

Quality Training Development

Honorific 93.7 100.0
Subject 59.0 88.6
Possessor 69.0 100.0
Object 31.0 -
Ind. Object 0.0 -
Tense 64.8 82.1
Mood 75.9 83.3
Aspect 58.6 88.9
Purposive 0.0 -
Type 100.0 100.0
Transitivity 0.0 -

Table 5: Results of rule-based classification. “-” indi-
cates there was not enough information in the set to
generate test cases for this quality.

By iterating over the dataset in this way, we
assembled a more complete set of grammatical fea-
tures for each sentence. These annotations allowed
us to evaluate our rule-based system by assigning
source and target features, applying transforma-
tions, and comparing the result.

Table 5 shows classification results on training
and dev sets. While our system performs well on
simpler features like type (positive or negative),
it struggles with indirect object, transitivity, and
purposive features, indicating areas for future im-
provement.

Inference Time At inference time, we used the
classifier to predict the grammatical features of
a new source sentence. These predicted features
were then modified according to the specified
changes to derive the expected target sentence fea-
tures. We decomposed the source sentence into a
normalized default form—non-honorific, 3rd per-
son singular subject, no possessor, present simple
tense, no mood, and positive type—by systemati-
cally stripping or converting known morphological
indicators. From this base form, we then generated
the target sentence by applying all grammatical
features required by the target configuration.

This rule-based generation pipeline still requires
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System Bribri Guarani Maya Nahuatl
Acc. BLEU ChrF Acc. BLEU ChrF Acc. BLEU ChrF Acc. BLEU ChrF

Edit-tree baseline 5.66 20.35 45.56 22.78 34.99 77.14 26.17 52.38 78.72 0.00 1.38 34.32
Example-based Prompt 4.25 9.77 35.21 45.57 55.53 86.77 45.64 71.21 87.28 0.57 3.40 34.76
+ Spanish prompt 8.49 31.32 55.90 37.97 51.68 84.14 42.28 70.18 86.28 0.57 1.64 31.54
Transformation-based Prompt 15.09 40.94 58.24 39.24 50.58 85.59 42.95 69.13 84.62 - - -
+ Postprocessing 36.79 60.83 70.80 15.19 42.31 77.18 40.94 70.22 84.77 - - -
Rule-based Transformation - - - - - - - - - 26.14 26.64 52.19

Table 6: Results on the development set. “-” indicates the system does not currently support that language.

System Bribri Guarani Maya Nahuatl
Acc. BLEU ChrF Acc. BLEU ChrF Acc. BLEU ChrF Acc. BLEU ChrF

Edit-tree baseline 8.75 22.11 52.73 14.84 25.03 76.10 25.81 53.69 80.23 - - -
JAJ (Vasselli et al., 2024) 54.17 71.72 82.78 36.81 48.29 84.12 53.55 78.41 91.53 - - -
Ours 41.25 62.57 74.99 32.69 49.21 84.98 42.90 71.81 88.97 17.5 40.50 65.40

Table 7: Results on the test set. Ours was the best performing system for each language on the development set:
Postprocessed transformation-based prompt for Bribri, English language Example-based Prompt for Maya and
Guarani, and Rule-based Transformation for Nahuatl.

further refinement, particularly for accurate recon-
struction of morphologically complex forms. How-
ever, the system proved to be more effective than
the example-based prompting approach when eval-
uated on the Nahuatl development set.

4 Results

As seen in Table 7, across all four languages,
our systems outperformed the edit-tree baseline
provided in the shared task in terms of accuracy,
BLEU, and ChrF scores. However, our results did
not reach the performance levels of the JAJ system
from last year.

For Maya and Guarani, our approach this year
applied all changes at once using synthetically con-
structed examples, whereas the JAJ system applied
transformations incrementally. The iterative strat-
egy appears to reducing the complexity at each
transformation step, improving accuracy.

In Bribri, two factors probably contributed to
our lower scores. First, as with Maya and Guarani,
we did not apply changes iteratively. Second, we
omitted explicit conjugation hints from the prompt,
which were included in the JAJ system and likely
contributed to the improved performance. Al-
though our post-processing step was designed to
enforce correct conjugation, it is unknown whether
it is less effective than targeted prompting. A com-
bination of the edit-tag prompting method with
conjugation hints and iterative change application
is a promising direction for future experiments.

Nahuatl was introduced to the task for the first
time this year and was the most challenging for our
system. Although our rule-based system performed

better than the example-based prompting baseline,
it still falls short of ideal performance. The lack of
a digitized dictionary and the large number of inter-
acting grammatical features per sentence continue
to pose significant challenges.

5 Related Work

Rosetta Stone Puzzles In Rosetta Stone puz-
zles (Bozhanov and Derzhanski, 2013), solvers
are given a limited set of bilingual sentence pairs
and asked to translate sentences into the other lan-
guage. These puzzles contain machine transla-
tion and grammatical transformation. Şahin et al.
(2020) tested several algorithms for those problems,
including statistical algorithms and Transformer-
based language models (Vaswani et al., 2017).
Sung et al. (2024) explored the metalinguistic
awareness of pre-trained language models. Chi
et al. (2024) and Bean et al. (2024) developed
benchmarks in the same format as Rosetta Stone
puzzles and tested several LLMs. The results
demonstrate that LLMs potentially have the ca-
pabilities to apply linguistic knowledge and extract
linguistic features from limited data.

LLM-Assisted Rule-Based Approach An LLM-
assisted rule-based approach demonstrates promis-
ing performance, particularly for low-resource lan-
guages. Low-resource languages have limited
linguistic resources, resulting in the challenging
performance of LLMs. To address this issue,
several studies have leveraged existing linguistic
knowledge to develop pipeline systems that ap-
ply rule-based processing to input in low-resource
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languages before passing it to LLMs. Coleman
et al. (2024) introduced a new methodology, LLM-
Assisted Rule-Based Machine Translation, and ex-
plored the performance and advantages. Zhang
et al. (2024) proposed a method that decomposes
inputs into morphemes with morphological analyz-
ers, assigns glosses to each morpheme with dictio-
naries, and uses them for translation. Both methods
leverage rule-based approaches to narrow the can-
didates or add rich information to the original input,
guiding LLMs to the correct output.

6 Conclusion

We presented three systems for generating edu-
cational sentence transformations in Indigenous
languages, varying in their use of prompting and
linguistic rules. Our systems consistently outper-
formed the baseline across all four languages, but
results suggest several areas for refinement.

For Maya and Guarani, applying all changes
at once proved less effective than the iterative ap-
proach used in previous work. For Bribri, the ab-
sence of conjugation cues in the prompt may have
hindered performance, even with post-processing.
For Nahuatl, our rule-based system offered im-
provements over prompting alone, but remains lim-
ited by the lack of digitized lexical resources.

Future work will focus on refining the rule-based
system, incorporating a Nahuatl dictionary to sup-
port edit-tag prompting, and adopting iterative ap-
plication of changesa strategy that yielded strong
results in prior shared tasks.

The interplay between LLM-based reasoning
and structured linguistic knowledge emerged as
a key factor in producing reliable transforma-
tions—especially when creating educational tools
for under-resourced Indigenous languages.

Limitations

The purely prompt-based approach is highly sensi-
tive to the quality and coverage of examples. When
faced with compound grammatical transformations,
our system often failed to generalize.

The transformation-based system relies on accu-
rate alignments, which in turn relies on complete
dictionaries. While effective for Bribri, incom-
plete dictionaries may lead to missing or incorrect
transformation annotations, which in turn affect the
system’s outputs.

For Nahuatl, the rule-based system is based on
hand-crafted heuristics and POS inference rules.

These rules are not always accurate and can mis-
classify grammatical qualities. Additional work
must be done to make this system more accurate.
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A Data Distribution

We observed that Maya and Guarani examples typically involved only one or two grammatical changes per
instance, whereas Bribri and Nahuatl frequently included compound transformations affecting multiple
features simultaneously. This discrepancy is illustrated in Table 8 and Figure 1. We hypothesize that this
difference in complexity contributed to the weaker performance of purely prompt-based systems on Bribri
and Nahuatl, as those systems may struggle to generalize when required to model multiple interacting
changes at once as illustrated in Figure 2.

1 2 3 4 5 6 7 8 Total

bribri
train 51 (16.5%) 89 (28.8%) 75 (24.3%) 60 (19.4%) 26 (8.4%) 7 (2.3%) 1 (0.3%) - 309
dev 46 (21.7%) 62 (29.2%) 51 (24.1%) 33 (15.6%) 16 (7.5%) 3 (1.4%) 1 (0.5%) - 212
test 83 (17.3%) 141 (29.4%) 125 (26.0%) 85 (17.7%) 41 (8.5%) 5 (1.0%) - - 480

guarani
train 175 (98.3%) 3 (1.7%) - - - - - - 178
dev 79 (100.0%) - - - - - - - 79
test 361 (99.2%) 3 (0.8%) - - - - - - 364

maya
train 538 (90.6%) 47 (7.9%) 6 (1.0%) 1 (0.2%) 2 (0.3%) - - - 594
dev 138 (92.6%) 8 (5.4%) 1 (0.7%) 1 (0.7%) 1 (0.7%) - - - 149
test 222 (71.6%) 83 (26.8%) 5 (1.6%) - - - - - 310

nahuatl
train 17 (4.3%) 69 (17.6%) 98 (25.1%) 90 (23.0%) 72 (18.4%) 28 (7.2%) 14 (3.6%) 3 (0.8%) 391
dev 17 (9.7%) 49 (27.8%) 52 (29.5%) 38 (21.6%) 19 (10.8%) - 1 (0.6%) - 176
test 16 (13.3%) 36 (30.0%) 41 (34.2%) 15 (12.5%) 7 (5.8%) 3 (2.5%) 2 (1.7%) - 120

Table 8: Number of changes.

Figure 1: Ratio of number of changes across datasets.

Figure 2: Performance w.r.t. number of changes in devset.
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