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Abstract

The linguistic nature of Qumran Hebrew (QH)
remains a central debate in the study of the
Dead Sea Scrolls (DSS). Although some schol-
ars view QH as an artificial imitation of Biblical
Hebrew (BH), others argue that it represents a
spoken dialect of ancient Judea.

The present study employs computational lin-
guistic techniques, clustering, classification,
and machine learning, to analyze the relation-
ship of QH with Biblical and Mishnaic He-
brew. Preliminary findings confirm existing
scholarly conclusions regarding the linguistic
affinity of certain texts. This demonstrates that
our methodology has a fundamental capacity
to identify linguistic relationships. They also
contribute new leads, on which we are now
working to refine and enhance our analytical
methods so as to provide founded insights into
the historical development of Hebrew and the
process of DSS textual composition.

1 Introduction

The study of Qumran Hebrew (QH) has long at-
tracted scholars because of its linguistic complex-
ity. Early analyses revealed QH’s dual nature: It
shares features with Biblical Hebrew (BH), while
also displaying unique traits that align with later
forms such as Mishnaic Hebrew (MH) and Samar-
itan Hebrew. This intricate blend has sparked an
ongoing debate about QH’s origins and its place
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in the historical development of the Hebrew lan-
guage. This project aims to leverage computational
language tools to deepen our understanding of QH,
clarify its relationship to other Hebrew dialects, and
refine the relative dating of specific scrolls within
the corpus of the Dead Sea Scrolls (DSS).

2 The Nature of Qumran Hebrew

Initial scholarly evaluations of QH highlighted both
its association with BH and its inclusion of linguis-
tic traits found in later Hebrew forms. Scholars
faced the challenge of explaining this duality in a
comprehensive way. The predominant view, led
by scholars such as Yalon (1967), Kutscher (1974),
and Blau (2000), posits that QH represents a liter-
ary attempt to replicate BH. They argue that due to
the cessation of BH as a living language before the
composition of the DSS, this endeavor was only
partially successful, allowing contemporary He-
brew features to penetrate. Some of these features
are also known from MH. These scholars advocate
for focusing on these contemporary linguistic fea-
tures subtly embedded within QH to reconstruct
the historical development of Hebrew during this
period.

In contrast, scholars such as Ben-Hayyim (1958),
Morag (1988), Rendsburg (2015), and notably Qim-
ron (1992, 2018) propose a different model. They
argue that QH authentically represents a spoken
Hebrew dialect prevalent in ancient Judea. They
position QH as a natural continuation of Late Bibli-
cal Hebrew (LBH), suggesting these are sequential
points along the historical continuum of Hebrew
language development. Qimron challenges the no-
tion of shared morphological features between QH
and MH, emphasizing their differences and propos-
ing that MH originated from an unidentified He-
brew dialect in the Galilee, rather than from the
DSS.

The scholarly debate thus centers on the inter-
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pretation rather than the validity of the evidence.
Scholars generally agree on the affinity between
QH and LBH, as well as the shared lexical features
between QH and MH. This situation underscores
the need to expand and deepen comparative anal-
yses of QH against both LBH and MH to provide
new evidence regarding the relationships between
these dialects. A global quantitative analysis, in
addition to qualitative assessments and specific ex-
amples, will offer a more comprehensive under-
standing of these linguistic relationships. Utilizing
digital analysis tools promises significant contri-
butions to this discussion. In addition, while the
majority of scholarship addresses the language of
the scrolls as a whole, only limited research fo-
cuses on the distinctive language of specific scrolls,
such as Kutcher’s work on the Isaiah Scroll and
Qimron’s on 4QMMT (Migsat Ma ‘ase ha-Torah).
As the composition of the DSS is dated to a period
of several centuries, we find this path of research
to be promising.

3 Computational Linguistics for Hebrew

Before detailing our methodology, it is crucial to re-
view past attempts to use computational linguistic
tools for Hebrew text analysis. Early efforts fo-
cused on natural language processing (NLP) meth-
ods, requiring researchers to create morphologi-
cal or syntactic descriptions for computers. Later,
the field adopted machine-learning techniques, en-
abling computers to learn data descriptions from
large training sets automatically.

Several tools have been adapted for Hebrew
tasks, including automated transliteration, root
identification, and opinion extraction. Notably,
Santacruz (2017) used a bidirectional long-short
term memory (LSTM) network to differentiate be-
tween Hebrew and Aramaic words. Similar tech-
niques were used by HaCohen-Kerner et al. (2010)
to classify Hebrew documents by historical period
and ethnic origin, achieving high success rates.
Liebeskind and Liebeskind (2020) further refined
this approach, using more advanced techniques like
recurrent neural networks and convolutional neural
networks to differentiate between texts from dif-
ferent centuries. Koppel et al. (2011) and Yoffe
et al. (2023) applied NLP methods to computerized
source criticism of Biblical texts, focusing on iden-
tifying and distinguishing between different source
materials within the Bible. Fono et al. (2024) used
transformer-based models to reconstruct ancient
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Hebrew and Aramaic inscriptions, trained on the
Hebrew Bible. Additionally, Dicta’s Tiberias tool!
applies modern machine learning to Bible datasets
(though not to the DSS), providing stylistic compar-
isons and classifications based on detailed syntactic
and morphological information.

Van Hecke (2018) and Van Hecke and de Joode
(2021) explore the use of computational stylomet-
ric techniques to analyze BH texts and the DSS,
highlighting the methodological challenges and the
potential to identify distinct authors and textual
variations.

4 Approach, Methods and Goals

The linguistic material we have used is based on
the linguistic analysis provided by Accordance,?
which includes annotated texts from ancient He-
brew works. We have developed a method to orga-
nize the linguistic data from these databases into
standardized tables, facilitating computational anal-
ysis. Many compositions from the Dead Sea Scrolls
have survived only in fragmentary form. We accept
the scholarly decisions made in this dataset regard-
ing doubtful letters, but our data is based solely on
preserved ink, excluding reconstructions.

Our study involves two distinct types of clus-
tering tasks: general clustering based on overall
linguistic features and clustering based on specific
morphological criteria. We began with a general
clustering analysis of the three corpora based on
word frequency. We converted each biblical book,
scroll, and mishnaic tractate into a vocabulary vec-
tor, a mathematical representation of its lexical
profile based on the frequency of word lemmas. To
compare the compositions, we sequentially employ
the following statistical approaches:

* Raw frequency analysis. Each document of
the corpus is represented by a vector: With
each word (or more precisely, lemma) of the
entire corpus, we associate the same unique
coordinate of the document vectors, and so
the vector lengths are precisely the number
of unique lemmas in the corpus. A document
vector v contains in its ¢-th coordinate the
number of occurrences in the document of the
corresponding lemma.

* TF-IDF (term frequency—inverse document
frequency). The raw vector is then normalized
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using this method, which reduces the weight
of common words while emphasizing unique
terms in each book. The TF term for docu-
ment vector v and coordinate ¢ is v(7) divided
by the total number of words in the document
(i.e. >, v(4)). The IDF term for coordinate i
in all document vectors is the logarithm of the
percentage of documents containing the cor-
responding lemma. We normalize the value
v(7) to be its TF value, multiplied by the IDF
value of coordinate 7 (i.e. TF+IDF).

Cosine similarity. Having computed the rep-
resentative normalized vector for each docu-
ment, we can then measure their similarity.
For a pair of document vectors v, w, their sim-
ilarity value is given as

2. 0(i) x w(i)
V22 0(0)? % /30 w(i)?

For clustering, we use hierarchical clustering
with the Ward method, which groups texts based on
lexical similarity while minimizing variance within
clusters. The results are visualized as dendrograms,
where proximity between texts indicates linguistic
similarity.

In addition to general clustering, we focus on
two specific morphological criteria: (1) the distribu-
tion of verb stems (binyanim), as previous research
has shown shifts in stem usage across different pe-
riods of Hebrew (Fassberg, 2001), and (2) verbal
valency patterns, which capture variations in the
complements verbs can take. To analyze binyanim,
our algorithm calculates the percentage distribu-
tion of each stem relative to the total number of
verbs in each text. We then compute the Euclidean
distance between these distributions across differ-
ent texts, identifying those with the smallest inter-
distribution distances as the most similar in stem
usage. This methodology will be further refined as
the research progresses.

To analyze valency, our algorithm systematically
processes each verb, inspecting up to four subse-
quent words to determine whether it is followed
by a prepositional particle, an object marker, or
a pronominal suffix. Results are stored with de-
tailed morphological attributes, enabling a struc-
tured comparison of valency patterns across texts
and offering insights into syntactic shifts in Hebrew
over time. This method is not yet perfect. In a sam-
ple review of the results, compared to a manual
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examination of the occurrences of the given verb,
we observed that some complements were either
not covered or incorrectly identified. However, the
distribution of the various complements provides a
sufficiently accurate representation of their actual
occurrence. We will continue working to improve
this algorithm.

Beyond clustering, our goal is to train machine
learning models on the Hebrew Bible and the Mish-
nah to identify distinct linguistic features of Classi-
cal Biblical Hebrew (CBH), LBH, and MH. Special
attention is given to distinguishing literary genres
within these corpora to enhance the precision of
linguistic classification.

For dialect classification, we aim to leverage re-
cent deep learning models such as ELMo, BERT,
XLNet, and RoBERTa, integrating expert knowl-
edge of Hebrew morphology and syntax into sta-
tistical learning frameworks. These models, pre-
trained on large corpora and fine-tuned for specific
tasks, will be validated against traditional classifi-
cation algorithms using metrics such as accuracy,
precision, recall, F}-score, and clustering coher-
ence measures like silhouette score and adjusted
Rand index. Once the classifier is trained, it will
be applied to the DSS to assess linguistic affinity
with CBH, LBH, or MH. Special considerations
include handling biblical quotations and multiple
manuscript versions, ensuring that linguistic fea-
tures are analyzed independently for each text. To
account for textual transmission variations, we will
compare rewritten or paraphrased biblical texts sep-
arately from non-biblical compositions, assessing
linguistic deviations from the original biblical ma-
terial and applying normalization techniques where
necessary.

Since the data on which we relied to build our
data set was taken from Accordance, it cannot be
published without permission. However, the scripts
we developed for data extraction will be released
at the end of the project, enabling researchers to
replicate our experiments

S Preliminary Results

The clustering analysis of three major ancient Jew-
ish textual corpora—the Hebrew Bible, the Mish-
nah, and the Dead Sea Scrolls—revealed nuanced
insights into their linguistic and stylistic structures.
The algorithm identified patterns that align with
previously observed textual groups, such as the
grouping of biblical books (e.g., 1 & 2 Samuel,



1 & 2 Kings, 1 & 2 Chronicles). The Mishnah’s
tractates generally stood out as a separate cluster.
However, in an experiment conducted using the
raw frequency model, the tractates Tamid, Mid-
dot, and Yoma distinctly differed from the rest of
the Mishnah and showed a greater affinity with
Qumranic compositions such as the Temple Scroll
and Pseudo-Jubilees. This finding aligns well with
Mishnah research, which has identified Tamid, Mid-
dot, and Yoma as among the earliest tractates (Ep-
stein, 1957).

Additionally, the fragmentary copies of Migsat
Ma‘ase ha-Torah exhibited, according to the tf—idf
model, a closer linguistic proximity to Mishnaic
tractates than to any other Qumranic composition
(see Figure 1). This finding is consistent with prior
research on this text, which has highlighted its
distinctive language—deviating from the typical
Qumranic linguistic style and resembling Rabbinic
Hebrew more closely (Mizrahi, 2020).

Regarding the relationships among Qumranic
compositions, further research is required. Prelimi-
nary results indicate, on the one hand, a clear affin-
ity between texts such as the Hodayot and 4Q511
(The Song of the Maskil), as noted in previous stud-
ies (Angel, 2012). At the same time, unexpected
connections emerged, such as the affinity between
the Temple Scroll and a fragment from the Book
of Jubilees (4Q219).

Future research should investigate the extent to
which content and genre influence the clustering
of these texts and strive to develop methodologies
that minimize such biases as much as possible.

The analysis of verb stem distribution is still
in its early stages. As expected, a close linguis-
tic affinity was observed between related biblical
books (e.g., 1 & 2 Samuel). However, other results
indicate unexpected connections between compo-
sitions whose language appears to be significantly
different. These findings require further investiga-
tion, and it may be necessary to integrate verb stem
distribution data with additional types of linguis-
tic analysis to refine the methods for identifying
linguistic affinities between texts.

Valency patterns analysis is also still ongoing.
Initial findings indicate distinct patterns in verb
complement diversity. Some verbs display clear
distributional tendencies, and certain books exhibit
marked preferences for specific valency structures.
For example, the algorithm successfully identified
the various complements of the verb byn (hiphil
stem, “to understand”’) and correctly detected the
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tendency of certain biblical books—such as Ne-
hemiah, Daniel, and Chronicles—to use the prepo-
sition b- as a complement, in contrast to other bib-
lical texts, such as Psalms and Proverbs, which
regularly use a pronominal suffix, a direct object,
or the preposition /-. Future analyses will compare
the distribution of valency patterns across different
works and corpora, further refining our understand-
ing of verb usage in ancient Hebrew.

Figure 2 presents the normalized distribution
of the complements of the verb byn in the hiphil
stem across different books of the Hebrew Bible.
The y-axis represents the relative distribution of
each complement, while the z-axis lists the bib-
lical books. The various colors indicate different
complements attached to the verb, as shown in the
legend.

We have similar graphs for 810 different verbs
(where “verb” refers to a specific root in a particular
stem), allowing us to quickly map the diversity of
valency patterns for each verb.

6 Conclusion

This study employs an innovative combination of
general clustering, morphological-based clustering,
and machine learning techniques to investigate the
linguistic landscape of the Dead Sea Scrolls. Our
research aims to establish Qumran Hebrew’s po-
sition within the broader development of ancient
Hebrew, while providing new methodologies for
the relative dating of scrolls based on linguistic fea-
tures. By identifying previously unnoticed shared
linguistic patterns among dialects and developing a
chronological scaling of scrolls from the Hellenis-
tic period to 70 CE, we seek to uncover potential
literary connections between scrolls based on lin-
guistic affinity. Our algorithmic approach reveals
clusters of texts that share linguistic features with
pre- and post-Qumranic corpora, suggesting pos-
sible social or chronological commonalities. This
methodological framework not only deepens our
understanding of Hebrew linguistic development
but also contributes significantly to broader dis-
cussions on diachronic and dialectal variations in
ancient Hebrew.
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Figure 1: A small section of the dendrogram from the clustering analysis performed using tf—idf, illustrating the
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