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Abstract

The study of historical languages presents
unique challenges due to their complex ortho-
graphic systems, fragmentary textual evidence,
and the absence of standardized digital repre-
sentations of text in those languages. Tack-
ling these challenges needs special NLP digi-
tal tools to handle phonetic transcriptions and
analyze ancient texts. This work introduces
ParsiPy', an NLP toolkit designed to facili-
tate the analysis of historical Persian languages
by offering modules for tokenization, lemma-
tization, part-of-speech tagging, phoneme-to-
transliteration conversion, and word embed-
ding. We demonstrate the utility of our toolkit
through the processing of Parsig (Middle Per-
sian) texts, highlighting its potential for ex-
panding computational methods in the study
of historical languages. Through this work, we
contribute to computational philology, offering
tools that can be adapted for the broader study
of ancient texts and their digital preservation.

1 Introduction

Ancient languages serve as windows into the past,
offering valuable insights into human history and
the evolution of communication. The connection
between language and culture has long been recog-
nized, with scholars using ancient languages such
as Greek (Ostwald, 2009), Italian (Lomas, 2013),
and Latin (Farrell, 2001) to uncover the social con-
texts of historical civilizations. These languages
not only preserve cultural heritage but also pro-
vide a lens for studying the development of linguis-
tic structures and thought patterns (Kaplan, 2013).
Despite significant advancements in Natural Lan-
guage Processing (NLP), which have transformed
the study of modern languages, the application of
these technologies to ancient languages remains un-
derexplored (Magueresse et al., 2020). As prelimi-
nary attempts, some researchers have tailored NLP

"https: //github.com/openscilab/parsipy

tools developed for Pre-modern English (Johnson
et al., 2021b) and Sumerian (Guzman-Soto and Liu,
2023), yet many historically significant languages,
such as Old Persian and Middle Persian (Parsig),
still lack sufficient computational resources and
tools. Expanding NLP research to include these
underserved languages can help bridge critical gaps
in historical linguistics while contributing to the
preservation of invaluable cultural knowledge.

Parsig, represents one such language (Haug,
1870). Despite its historical importance as a bridge
between ancient Iranian languages and modern Per-
sian (see Appendix A for more details), Parsig has
received minimal attention in computational lin-
guistics. Its challenges include a highly limited
digital corpus, complex writing system variations,
and the absence of standardized computational re-
sources for processing Parsig texts in the originally
written form.

To address this gap, we introduce ParsiPy, the
first NLP toolkit in Python specifically designed for
processing Parsig. Our framework includes tools
for word embeddings, lemmatization, tokeniza-
tion, and part-of-speech (POS) tagging. Our POS
tagging system includes three models—Hidden
Markov Model with Viterbi decoding, logistic re-
gression, and random forest.

Parsig was written in multiple scripts, but the
Book Pahlavi script, widely used in Zoroastrian
texts, lacks a Standard Unicode encoding®. As
a result, most digital resources rely on phonetic
transcriptions. To address this, ParsiPy includes a
phoneme-to-transliteration module with rule-based
and LSTM models. We also provide a tool for
converting this transliteration to Book Pahlavi. Fu-
ture work could develop Unicode support, enabling
broader computational applications.

ParsiPy addresses the challenges of processing

2https://www.unicode.org/standard/unsupported.
html
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Figure 1: An example of Parsig text in original written
form from Andarze Azarabade Mehrsepandan database.
It reads “an uzid framos kun ud an né mad estéd ray
temar bes ma bar” and it means “Forget what is gone
and do not worry about what has not yet come.”

Parsig texts by using rule-based and statistical
methods, which are more effective than large lan-
guage models for this low-resource language. As a
foundational NLP toolkit, ParsiPy enhances com-
putational analysis of Parsig, supports digital re-
search, and serves as a model for similar efforts in
other ancient languages. The code is available as a
Python package on GitHub.

In this paper, we outline the structure of the
Parsig language in Section 2, followed by related
works on NLP toolkits for ancient languages in
Section 3. Section 4 details the system design of
ParsiPy, while Section 5 describes the dataset used
for training and evaluation. We then assess our
toolkit in Section 6 and discuss future research di-
rections in Section 7.

2 Parsig Language Structure

Parsig, the language of the Sassanian Empire
(224-651 CE), an ancestor of modern Persian
(Farsi), has a unique linguistic structure that can be
divided by specific features in phonology, morphol-
ogy, syntax, and orthography. In this section, we
go through its specific characteristics.

Phonology and Orthography of Parsig is sim-
ilar to that of modern Persian, though there are
important historical phonetic differences.

The Parsig alphabet consists of only fourteen
letters to represent the entire range of sounds, as
illustrated in the Appendix. Consequently, several
letters possess multiple phonetic values. This varia-
tion in phonetic values presents challenges in read-
ing Parsig. The difficulty is further compounded by
the different shapes the letters can take, depending
on their position in the word (MacKenzie, 1971). A
significant portion of Parsig words is written using
Aramaeograms (known as uzwaris$n), where words
of Aramaic origin are spelled using Parsig charac-
ters (Farzaneh Goshtasb and Ghayoomi, 2023).

Morphology of Parsig is primarily inflectional,
with both nouns and verbs marked for grammatical
roles such as case, tense, and mood. Parsig orig-
inally had two cases: one reserved for the gram-

matical subject, and the other for all other syntactic
functions (oblique). These cases are commonly
referred to as the ‘direct’ case (used for the sub-
ject of the sentence) and the ‘oblique’ case (used
for objects, indirect objects, and other syntactic
functions) (Brown, 2005). Verbs are inflected for
various grammatical features such as tense, mood,
and person (Brunner, 1977). Additionally, Parsig
verbs often include the use of verbal particles and
suffixes to convey different meanings and functions,
which can make morphological analysis complex.
Another common feature is enclitic pronouns, short
pronoun-like elements that attach to words to show
possession or objects, which can make segmenta-
tion tasks complex.

Syntax of Parsig follows a Subject-Object-Verb
(SOV) word order (Mohammad Dabir Moghaddam,
2014), but this structure is flexible depending on
context or emphasis. This variability makes syn-
tactic parsing more challenging. The language also
uses prepositions and postpositions, and relative
clauses often form with subordinators, requiring
tools to detect clause boundaries accurately.

Semantic and Lexical Features. The vocabu-
lary of Parsig includes many loanwords from Ara-
maic (Shaked, 2005), which creates challenges for
distinguishing between native and borrowed words.
Also, due to the script’s lack of vowel markings,
polysemy (words with multiple meanings) and to-
mography (identical spellings with different pro-
nunciations) present challenges. These features
complicate tasks like word sense disambiguation
and machine translation.

Developing NLP tools for Parsig requires ad-
dressing these unique linguistic features. Tech-
niques such as character-level models for han-
dling logograms, graph-based parsing for non-
fixed word order, and morphological analyzers
for suffix-rich structures can be particularly effec-
tive. This paper uses an excerpt from a Zoroastrian
manuscript (Goshtasb and Hajipour, 2022), origi-
nally written in P=ars=ig, as an example. Figure 1
shows the original handwritten text. The passage
is from Andarze Azarabade Mehrsepandan, a col-
lection of life advice, with an English translation:
Forget what is gone and do not worry about what
has not yet come. This example was chosen for its
variety of words, characters, and POS tags. The
phonetic transcription is as follows:

s='an uzid framo$ kun ud an né mad éstéed ray
témar bés ma bar'
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3 Related Work

NLP on Ancient Languages. Despite the growing
interest in computational approaches for ancient
languages (Vico and Spanakis, 2023; Long and
An, 2023), the Parsig language remains entirely
unexplored in this domain. Farsi itself is classi-
fied as a low-resource language (Shamsfard, 2019),
and ancient Farsi, such as Parsig, suffers from
even greater limitations. To the best of our knowl-
edge, except for (Rahnamoun and Rahnamoun,
2025) who recently presented a set of word embed-
dings for Parsig language, work on this language
is scarce. These limitations include the lack of
annotated corpora, standardized scripts, and lin-
guistic resources. Existing efforts in the broader
area of ancient language processing have focused
on better-documented languages. For instance, (Sa-
hala and Lindén, 2023) developed a neural pipeline
for POS-tagging and lemmatization of Cuneiform
languages, while (Vico and Spanakis, 2023) in-
troduced resources for Etruscan machine transla-
tion. Similarly, (Naaijer et al., 2023) proposed a
transformer-based parser for Syriac morphology,
demonstrating the applicability of modern NLP
techniques to ancient scripts.

Tools for Ancient Languages. In the broader
domain of tool development for ancient languages,
(Guzman-Soto and Liu, 2023) introduced an open-
source library for Sumerian text analysis, while
(Koch et al., 2023) presented a handwritten text
recognition system for Medieval Latin manuscripts.
Recognizing the unique challenges of ancient lan-
guages, researchers like (Johnson et al., 2021a)
have developed toolkits to simplify their process-
ing and bridge initial research gaps. These open-
source toolkits are especially valuable, streamlin-
ing foundational tasks and making further research
more accessible. Another prominent example is
DadmaTools, a comprehensive open-source NLP
toolkit for Modern Farsi that supports tokeniza-
tion, lemmatization, and part-of-speech tagging (Ja-
fari et al., 2025). However, ancient languages like
Parsig require additional considerations, such as
handling non-standardized scripts, logograms, and
transcription-transliteration tasks.

These works highlight the challenges and op-
portunities in processing ancient languages while
emphasizing the importance of creating specialized
tools for their unique linguistic and orthographic
features. Addressing the lack of research on Mid-
dle Persian, ParsiPy is the first computational

framework for the language, featuring transcription-
transliteration module and morphological analyzers
to tackle its challenges.

4 System Design

The ParsiPy toolkit is built upon three main compo-
nents: the embedding module, the NLP task mod-
ules, and Parsig character generator. The first com-
ponent provides a semantical representation for
words and sentences while the second one analyzes
the input sentence syntactically. Since there is no
well-known Unicode representation for the Parsig
language we decided to set the input to Parsipy
modules as a more well-accepted form of this lan-
guage which is phonetics representation. However,
we present a middle form (transliteration) which
can be used to be converted into Parsig characters.

An overview of the ParsiPy structure is presented
in Figure 2. The blue dotted parts are current works’
contributions. Yellow boxes are embedding mod-
ules, purple boxes are NLP modules and green
boxes are Parsig character generator modules. Tok-
enized input can be passed to the embedding mod-
ule to get embeddings for each token, Lemmatizer,
POS Tagger and Transliteration yield lemmization,
part-of-speech tagger, and transliteration of each
token. Transliterations can be converted to chunks
of originally Parsig character set and hence stack
together to form sentences in Parsig original form.

4.1 Embedding Module

We integrated support for state-of-the-art embed-
ding methods for textual data, including Fast-
Text (Bojanowski et al., 2017), GloVe (Pennington
et al., 2014), and Word2Vec (Church, 2017), which
are well-suited for minimal data sizes, aligning
with prior works on low-resource tasks (Nazir et al.,
2022; Gaikwad and Haribhakta, 2020; Saadatinia
et al., 2025; Fesseha et al., 2021). Parsipy’s embed-
ding module enables the transformation of words
and sentences into continuous vector spaces. These
vector representations capture semantic relation-
ships between words, facilitating downstream tasks
such as word similarity (Islam and Inkpen, 2008),
sentiment analysis (Medhat et al., 2014), and text
classification (Kowsari et al., 2019). They also
enable models to identify patterns, improving per-
formance on tasks like document clustering (Shah
and Mahajan, 2012), and question answering.
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Figure 2: Parsipy Framework Overview. Input string s goes into tokenized into n tokens (t1,---,t,) and the
embedding module would generate word embeddings for each token (v, - - -, v, ). Lemmatizer extracts the lemma
for each token (I1,- - -, 1,,), POSTagger tags each token with its part-of-speech in the sentence (p1,- - -, p,), and

Transliteration module (Phoneme to Transliteration: P2T) generates a middle-form representation of tokens by
which they can transform into Parsig in hand-written form. The example sentence is from Corpus Of Pahlavi Texts
(Jamaspji Dastur Minochehrji Jamasp Asana) which is gathered and translated by (Goshtasb and Hajipour, 2022).
The English translation of it is “It ended with greetings (= happiness)” and it is chosen for the sake of simplicity.

4.2 NLP modules

The embedding module focuses on the semantic
aspects of language, while other ParsiPy compo-
nents handle syntactical analysis through tasks
like part-of-speech tagging, offering insights into
grammatical relationships. We included key NLP
tasks—tokenization, lemmatization, and part-of-
speech tagging—with easy-to-use APIs for re-
searchers. Additionally, we provide a middle-form
transliteration of Parsig, which can be converted
into its original character representation.

We developed a pipeline API that covers NLP
tasks, including phoneme representation to translit-
eration, with a usage and output style similar to the
Stanza toolkit (Qi et al., 2020).

from parsipy import pipeline, Task

result = pipeline(sentence=s,
tasks=[Task.TOKENIZER, Task.LEMMA,
Task.P0S, Task.P2T1)

We now explain each part separately showcas-
ing Parsipy’s output to give better insights on the
matter. The output of the above code fills result
with a dictionary with a field for each of the pro-
vided tasks, i.e., Task.TOKENIZER (tokenization),
Task.LEMMA (lemmatization), Task.POS (part-of-

speech tagging), and Task.P2T (transcription to
transliteration).

Tokenizer. Tokenization is the process of trans-
forming sentences into smaller units, such as
words or sub-words like word pieces and byte
pairs (Mielke et al., 2021). Effective tokeniza-
tion is particularly important for historical and
low-resource languages like Parsig, where complex
morphology and script variations present unique
challenges.

For the tokenization module in ParsiPy, we
developed a SentencePiece unigram language
model (Kudo, 2018) with a vocabulary size of
40,000 tokens. We chose SentencePiece because
it operates directly on raw text without requir-
ing predefined word boundaries, making it par-
ticularly suitable for Parsig with inconsistent or
non-standardized orthography. Additionally, its
subword-based approach helps efficiently handle
out-of-vocabulary words and rare morphological
variations which ensures better adaptability for low-
resource languages with limited digital resources.

The tokenized version of our example sentence is
shown below. To enhance identification, we assign
a unique token ID to each token, making it easier
for traceability during analysis.
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L
{'id': @, 'text': 'an'},
{'id': 1, 'text': 'uzid'},
{'id': 2, 'text': 'framos'},
{'id"': 3, 'text': 'kun'},
{'id': 4, 'text': 'ud'},
{'id': 5, 'text': 'an'},
{'id': 6, 'text': 'ne'},
{'id': 7, 'text': 'mad'},
{'id': 8, 'text': 'ésted'},
{'id': 9, 'text': 'ray'},
{'id': 10, 'text': 'témar'},
{'id"': 11, 'text': 'bés'},
{'id': 12, "text': 'ma'},
{'id': 13, 'text': 'bar'}

1

Lemmatizer. Lemmatization reduces words to
their canonical form, using linguistic rules and con-
text, unlike stemming, which simply removes af-
fixes (Khyani et al., 2021). This is particularly
essential for historical languages like Parsig, where
inflectional variations and complex morphology
require a more nuanced approach to text normal-
ization. In ParsiPy, considering the static nature of
the Parsig language and its fixed vocabulary size,
we constructed a comprehensive table to store the
lemma of each word. Additionally, we formulated
linguistic rules to effectively handle specific cases,
particularly compound words. This approach facil-
itated the development of a rule-based lemmatiza-
tion module that accurately determines the lemma
for each word in a text by applying linguistic rules
tailored to the Parsig language. Our approach ac-
counts for common morphological transformations.
In the following example, the lemma of észéd is ex-
tracted as ést, while other words remain unchanged.
For out-of-vocabulary words, the original word it-
self is returned as the lemma.

L
{'lemma': 'an', 'text': 'an'},
{'lemma': 'uzid', 'text': 'uzid'},
{'lemma': 'framos', 'text': 'framos'},
{'lemma': 'kun', 'text': 'kun'},
{'lemma': 'ud', 'text': 'ud'},
{'lemma': 'an', 'text': 'an'},
{'lemma': 'né', 'text': 'né'},
{'lemma': 'mad', 'text': 'mad'},
{'lemma': 'ést', 'text': 'ésted'},
{'lemma': 'ray', 'text': 'ray'},
{'lemma': 'téemar', 'text': 'temar'},
{'lemma': 'bés', 'text': 'bes'},
{'lemma': 'ma', 'text': 'ma'},
{'lemma': 'bar', 'text': 'bar'}

]

Part of Speech Tagger. Part-of-speech (POS)
tagging is the task of assigning grammatical roles
to words in a sentence. POS tags aid downstream

tasks such as syntactic parsing, machine transla-
tion, and information retrieval. We have support
for three different POS taggers: I) HMM & Viterbi
model, IT) Logistic Regression model, and III) Ran-
dom Forest Classifier model. We evaluated them
on our dataset and reported the results in Section 6.

Our POS tagger supports a complete tag set for
Parsig, covering categories such as nouns (N), ad-
jectives (ADJ), verbs (V), adverbs (ADV), pronouns
(PRO), prepositions (PREP), postpositions (POST),
conjunctions (CONJ), determiners (DET), numerals
(NUM), particles (PART). Additionally, we incorpo-
rated morphological features unique to Parsig, such
as automatic recognition of adverbial suffixes (e.g.,
tha) and verb conjugation patterns. We report the
performance of the POS tagger on these different
categories in Section 6.

The following example illustrates the output gen-
erated by our POS tagging module. For instance,
the word uzid, which means go, should be tagged
as a verb.

L
{'POS': 'DET', 'text': 'an'},
{'POS': 'V', 'text': 'uzid'},
{'POS': 'N', 'text': 'framos'},
{'POS': 'V', '"text': 'kun'},
{'POS': 'CONJ', 'text': 'ud'},
{'POS': 'DET', 'text': 'an'},
{'POS': 'ADV', 'text': 'né'},
{'POS': 'V', 'text': 'mad'},
{'POS': 'V', 'text': 'éstéed'},
{'POS': 'POST', '"text': 'ray'},
{'POS': 'N', 'text': 'temar'},
{'POS': 'N', 'text': 'bés'},
{'POS': 'ADV', 'text': 'ma'},
{'POS': 'N', '"text': 'bar'}

]

Phoneme to Transliteration (P2T) Module.
Parsig is predominantly represented in a phone-
mic script in digital resources. Transliteration is a
representation in middle form between the phonetic
representation and the actual Parsig character set.
Therefore, transliterations are crucial components
of Parsig linguistic processing since they bridge
between these two modalities. A key challenge in
this domain is bridging the gap between phonemic
representation and standardized transliteration. In
our approach, we explored rule-based models, as
data scarcity limits the effectiveness of data-driven
machine-learning methods. By leveraging linguis-
tic rules specific to Parsig, we developed a robust
system that produces high-quality transliteration.

We used character sets from Huzwdres, bor-
rowed from Aramaic (Goshtasb et al., 2021), as
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initial transliterations, represented in capital letters
in ParsiPy’s output (e.g., ZK for an). This explo-
ration refines our model, enhancing accuracy in
Parsig text representation.

L
{'translite': 'ZK', '"text': 'an'},
{'translite': ''wcyt', 'text': 'uzid'},
{'translite': 'pl'mws', 'text': 'framos'},
{'translite': 'OBYDWNty', 'text': 'kun'},
{'translite': 'W', 'text': 'ud'},
{'translite': 'ZK', 'text': 'an'},
{'translite': 'LA', 'text': 'ne'},
{'translite': 'mt', 'text': 'mad'},
{'translite': "YKOYMWyt'", 'text': 'ésted'},
{'translite': '1'd", 'text': 'ray'},
{'translite': 'tym'l', 'text': 'témar'},
{'translite': 'byS$', 'text': 'bés'},
{'translite': 'AL', 'text': 'ma'},
{'translite': 'YBLWN', 'text': 'bar'}

1

4.3 Transliteration to Written Form

To encourage the use of the Parsig language in the
original form we present an enhanced version of
the Parsig font and an executable file for converting
translation into a written format of Parsig language
texts with the original character set using that font.

Parsig Font. We have refined and expanded
an existing font set for the Parsig alphabet. This
involved adjusting the positioning of letters relative
to the baseline to achieve better alignment. The
enhanced version of the font set is included in the
supplementary materials.

Transliteration to Parsig Character Module.
Additionally, we introduce an executable tool that
converts Parsing sentences from their transliterated
form, aligned with ParsiPy’s output formats, into
their original script using this font set.

5 Dataset (Parsig Database)

Statistic Value
Total Documents 120
Total Words 93,518
Unique Tokens 8,839
Distinct Lemmas 4,641

Table 1: Summary of the Parsig Database

We used Parsig Database as a comprehensive
resource for Parsig texts, meticulously curated by
domain experts (two authors from this work) with
advanced linguistic backgrounds for our training
and evaluation. It contains 120 documents with

a total of 93,518 words, including 8,839 unique
tokens and 4,641 distinct lemmas (Table 1). Each
entry is carefully annotated with multiple linguis-
tic layers, such as lemmatization, part-of-speech
(POS) tagging, and transliterations. The data set
also includes translations in both English and Per-
sian for its usability for researchers studying the
evolution of the Psarsig language and its relation-
ship with modern Persian.

The project was initiated in December 2018 and
officially launched in 2020 with an initial corpus
of around 40,000 words. Over time, the database
has expanded, and it remains an ongoing initia-
tive aimed at further enriching Parsig linguistic re-
sources. The Parsig Database adheres to strict anno-
tation standards, including transcriptions, translit-
eration preserving original spellings, and Huzvares
annotations for ideographic forms. It is accessible
for research in Persian language processing>.

6 Evaluation

To ensure the quality of the models used in PasriPy,
we evaluated our models using texts from the P =
ars = ig database, which includes content from well-
known books in that language. Our dataset for eval-
uation consists of texts from the following books:
Jamasp-Asana (1913), Dhabhar (1930), Ankle-
saria and Modi (1913), and Anklesaria (1935).
Metrics. ParsiPy consists of modules for dif-
ferent tasks that require different metrics for eval-
uation. For the P2T module, due to its resem-
blance to the P2G (phoneme-to-grapheme) module,
we measured performance using Word Error Rate
(WER) (Klakow and Peters, 2002) and Character
Error Rate (CER) (Morris et al., 2004) which are
type of Levenshtein distance (Levenshtein, 1966)
in word and character level respectively. Compar-
ing two strings (one predicted and one actual) then
projected down to finding the number of substitu-
tions S, deletions D, and insertions I needed to
change one to another and the error rate is calcu-
lated as follows, where N is the total number of
parts (words or characters) in both two strings.

S+D+1
ER= " (1)

For the Lemmatizer module, accuracy is used
to assess performance, reflecting the proportion of
words correctly lemmatized into their base forms
out of the total words evaluated.

Shttps://www.Parsigdatabase.com/
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For the POS tagger, we used standard accuracy,
precision, recall, and F1l-score as our evaluation
metrics since POS tagging is fundamentally a token
classification task. Here, we report the evaluation
results of various parts of the ParsiPy framework
across different models.

6.1 P2T

ParsiPy’s rule-based P2T module yielded 29.764%
WER and 13.525% CER on the Parsig dataset. We
also tested other methods for P2T which we report
the results in Table 2 (The lower WER and CER,
the better it is).

Model WER CER

29.764 13.525
31.009 22.125

Rule-based model
LSTM

Table 2: P2T Models Performance on the Parsig Dataset

6.2 Lemmatizer

The Lemmatizer module of the ParsiPy toolkit
achieved an accuracy of 0.894, indicating that
89.4% of the words were correctly reduced to their
base forms during the evaluation.

6.3 POS Tagger

Given the limited dataset for POS tagging as a
multi-class classification task, we initially hand-
crafted linguistic features, a common approach in
data-scarce settings (Lee and Lee, 2023; Shumilov
et al., 2024). We then experimented with foun-
dational machine learning models such as logistic
regression and random forest, following methodolo-
gies used by other researchers working with small
datasets (Jahara et al., 2020; Ashrafi et al., 2024,
Liao and Chin, 2007). We split the dataset into
training and test sets, using 10% of the data for test-
ing. We also tried other methods for POS Tagging,
which are presented in Table 3. Finally, we com-
pared these models’ performance with our heuristic
approach, which uses an HMM-based model and a
Viterbi decoder for POS tag prediction.

Features. As hand-crafted features for the input
of the POS tagger, we incorporated the following
attributes of each word: the string representation of
the word itself, whether it ends with iha (indicating
adverb), whether it is the first or last word of the
sentence, the string representation of the previous
and next words, the first two and last two characters
of the word, the first and last character as prefixes

Model Accuracy F1 Recall Precision®
Viterbi 0.98319  0.74465 0.70933  0.89071
Logistic Regression 0.98984  0.8213 0.81977  0.93396
Random Forest Classifier ~ 0.98874  0.84832  0.9268 0.9268

Table 3: The performance comparison of the different
POS tagger models is presented, with all metrics re-
ported as macro averages, except for Precision, which
is reported in micro due to the absence of some classes,
rendering the macro Precision score unavailable.

and suffixes, the tag of the previous word in the
sentence, and the word length.

Models. We implemented three models for the
POS tagger classification model. First, we imple-
mented a Hidden Markov Model (Eddy, 1996) with
the Viterbi decoding algorithm (Forney, 1973) for
sequence labeling. This model relies on emission
probabilities (word-to-tag likelihoods) and transi-
tion probabilities between adjacent tags. To han-
dle out-of-vocabulary words, we applied Laplace
smoothing with a constant of 0.001. For the other
two models we fed the feature representations of
the sentences into a DictVectorizer pipeline (Pe-
dregosa et al., 2011) to obtain vector representa-
tions, which were subsequently used to train our
baseline POS taggers with two foundational ma-
chine learning classifiers: LogisticRegression
and RandomForestClassifier.

To optimize performance, we conducted a
grid search over a wide range of hyperparam-
eters, evaluating models using 10-fold cross-
validation. The best hyperparameters for the
logistic regression model were penalty='12",
C=1.0, and solver="'lbfgs', while for the ran-
dom forest model, they were n_estimators=100,
criterion='gini', min_samples_split=2, and
min_samples_leaf=1. These two models outper-
formed our baseline hubristic model and the ran-
dom forest POS tagger yielded a slightly higher
f1-score (0.84832). Class-based performance of
this classifer has been presented in Table 4.

While some of the categories like Numbers are
easy to detect for our model due to their nature,
other categories like particles were harder to de-
tect due to the low presentation rate in the training
data. For a more detailed analysis of various model
evaluations, please refer to Appendix B.

7 Discussion

We now outline potential future directions for ad-
vancing NLP research in low-resource languages
and particularly Parsig.

244



ADJ ADV CONJ DET EZ N NUM PART POST PREP PRON Unknown A\
ACC 0.97273 0.98359 0.98518 0.99325 0.99431 0.96056 0.99735 0.99947 0.99682 0.99457 0.98968  0.99907  0.98703
AUC 0.86275 091874 0.96979 09433 0.98586 0.96373 0.95177 0.9373 0.86387 0.98768 0.89477  0.61111  0.97294
F1 0.80675 0.87321 0.95345 0.87531 0.95459 0.93786 0.94118 0.77778 0.78182 0.97468 0.83884  0.36364  0.94912
Precision 0.8977 0.90466 0.95983 0.86058 0.93388 0.90612 0.9816 0.7 0.84314 0.97048 0.89035 1.0 0.94421
Recall 0.73254 0.84387 0.94715 0.89055 0.97624 0.97191 0.90395 0.875  0.72881 0.97891 0.79297  0.22222  0.95407

Table 4: Performance metrics for different POS classes with Random forest POS Tagger and Random Forest

Classifier. Accuracy (ACC) Macro = (0.98984, F1 Macro =

library (Haghighi et al., 2018).

Expandability of ParsiPy. Due to its modular
design, ParsiPy offers a flexible framework that al-
lows researchers to integrate new tasks and train ad-
ditional models, improving the accuracy of existing
functionalities. The exploratory path we followed
in developing this library can serve as a founda-
tional scaffolding for other researchers aiming to
build an NLP toolkit for low-resource languages.
To facilitate this process and ensure easier integra-
tion, we will open-source the training code and
toolkit package. This approach enables researchers
to seamlessly build upon our work, and with trans-
parent ML model transportation frameworks like
Pymilo (Rostami et al., 2024), these models can be
deployed and served effectively. Community en-
gagement and collaboration will be key to refining
and expanding ParsiPy’s capabilities.

Parsig Unicode. One of the next steps in en-
hancing resources for the Parsig language is es-
tablishing a standardized Unicode representation.
To our knowledge, previous attempts at Unicode
representation have remained incomplete or faced
significant challenges, and currently, there is no
standard Unicode for this script. A future direc-
tion is to develop a Unicode standard for Parsig
that accounts for both intra-language character sim-
ilarities and cross-language relations, improving
encoding quality and enhancing Parsig’s accessibil-
ity for linguistic research.

Furthermore, the creation of linguistic resources,
such as annotated corpora and lexicons, will signifi-
cantly enhance computational efforts for this histor-
ically significant language. By providing structured
datasets, we aim to facilitate NLP advancements,
ensuring better text processing, character recogni-
tion, and model training for Parsig.

8 Limitations

Our work has certain limitations. While we con-
centrated on fundamental NLP tasks to establish
a strong foundation for the Parsig language, some
tasks, such as Named Entity Recognition (NER),

0.84832. The evaluation was conducted using the PyCM

were not included in this phase of development.
Expanding support for these tasks remains an im-
portant goal for future iterations of our work.

Additionally, the scarcity of high-quality anno-
tated data posed a significant challenge. Due to
these limitations, we were unable to fully leverage
state-of-the-art transformer-based models, which
have demonstrated superior performance over tra-
ditional approaches in various NLP applications.
Addressing this data gap would allow us to explore
more advanced architectures.

Despite these constraints, we are committed to
the continued development of ParsiPy. In future
work, we plan to expand its capabilities to sup-
port a broader range of NLP tasks, incorporate
cutting-edge deep learning techniques, and perform
a more comprehensive error analysis. By refin-
ing our methodologies and leveraging new data
sources, we aim to improve the accuracy, robust-
ness, and overall effectiveness of ParsiPy for the
research community and practical applications.

9 Conclusion

ParsiPy provides a vital NLP toolkit for analyz-
ing Parsig texts, addressing challenges like the
lack of computational tools. With modules for to-
kenization, lemmatization, part-of-speech tagging,
and phoneme-to-grapheme conversion, it facilitates
linguistic analysis and digital preservation. By
combining rule-based and statistical methods, Par-
siPy proves effective for low-resource languages
and serves as a model for similar efforts. Future
work could enhance transliteration accuracy, ex-
pand deep learning models, and develop Unicode
support for Book Pahlavi, further advancing histor-
ical linguistics and computational philology.
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A Parsig Language

A.1 Overview of Middle Iranian Languages

The Middle Iranian languages span a long period
(about 1,200 years) from the fall of the Achaemenid
Empire to the 9th century CE. Written documents
from this period exist in six languages: Middle Per-
sian (Sasanian Pahlavi or Parsig), Parthian Pahlavi,
Sogdian, Bactrian, Khotanese, and Khwarezmian.
Among these, Parsig is particularly significant, as it

is the precursor to modern Persian and the only Ira-
nian language with written records from its ancient
phase, including Old Persian inscriptions.

Parsig was the language of Zoroastrian Middle
Persian texts, Sasanian inscriptions, Manichaean
writings, and Christian Middle Persian texts, while
each written in different scripts. The majority of
surviving Parsig texts are religious Zoroastrian writ-
ings, composed in the Book Pahlavi script, also
known as cursive Pahlavi.

Zoroastrian Middle Persian Texts. The sur-
viving Pahlavi texts encompass a wide range
of topics, with the largest category being Zand
texts—translations and interpretations of the
Avesta into Pahlavi—along with works derived
from these interpretations, such as Déenkard, Bun-
dahisn, Selections of Zadspram, Dadestan 1 Dénig,
and Pahlavi Rivayats.

Beyond these, Pahlavi literature includes vari-
ous other genres: philosophical-theological works
like Skand Gumanig Wizar and Pas Danisn-kamag:;
mystical and prophetic texts such as Arda Viraz-
namag and Jamdasp’s Prophecies; ethical and di-
dactic literature including Yadgar © Buzurgmihr
and Dadestan 1 Ménog 7 Xrad; debates and boast-
ful compositions like The Assyrian Tree; historical
and geographical accounts such as Karnamag 7 Ar-
daxsir T Papakan and Sahrestan-ha © Eran; epic
literature like Yadgar 7 Zaréran; and legal texts
including Sayest ne Sayest and Madayan © Hazar
Dadestan. Additionally, educational treatises, such
as Xusraw ud Rédag and The Chess and Nard Trea-
tise, and lexicons like the Pahlavi Lexicon further
enrich the corpus.

These texts are invaluable for understanding
Iran’s cultural, religious, and historical heritage,
while their linguistic analysis significantly con-
tributes to Persian language studies, historical lin-
guistics, and lexical research (Durkin-Meisterernst,
2004; Macuch and Emmerick, 2008; Tafazzoli,
1999; Amouzgar and Tafazzoli, 1994)

A.2 The Book Pahlavi Script

All Western Middle Iranian scripts originate from
the Aramaic script and were used to write Parthian
and Middle Persian (Sasanian Pahlavi) texts. The
major script variations include Parthian (Inscrip-
tional Pahlavi), used for Parthian inscriptions and
early Sasanian texts; Inscriptional Pahlavi, which
appeared in royal and noble inscriptions of the
Sasanian period; Book Pahlavi, primarily used
for Zoroastrian Middle Persian texts; and Psalter
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phabet Description

A symbol that functions as both "' and 'h' in writing, with pronunciations

-~ varying between 'a', 'a', and 'x', effectively representing four different letters in
the system.
This letter is commonly transliterated as 'b' and its phonetic transcription is
J also 'b'. This letter doesn't connect to the following letter (in writing).
A multi-purpose symbol that can be transliterated as 'y', 'g', 'd", or 'z, with
corresponding phonetic values of 'j' (when 'y' appears word-initially), 'g', 'd', 'y,
and occasionally 'z'.
A multi-function symbol that's transcribed as 'w' word-initially, but as 'u', ‘0",
! '0', or '0' elsewhere. It also represents 't and 'n'. This letter is non-connecting to Confusion Matrix
the following %eﬁer. _ _ _ . 9} 424 6 1 2 0 90 2 0 0 8 1 0 4 2000
s A letter consistently represented as 'z’ in both transliteration and phonetic
transcl.jptmu. _ _ ; 3- 19 324 23 1 0 14 0 3 0 3 1 0 1
913 Transliterated as 'k'. pronounced as either 'k' or 'g', and is non-connecting to the <
: - = 1750
follow.mg letter. . . . 5- 1 8 |93 o0 37 0 0 0 0 3 3 0 0
l /) Transliterated as 'I'. with phonetic values of either ' or 'r'. S
. . E— . E -0 0 2 157 0 2 0 0 0 0 5 0 0 1500
A letter consistently represented as 'm' in both transliteration and phonetic
€ {ranscription. _ _ _ N- o 0o s 0 424 0o o0 o0 0o o 0o o 0
Transliterated as 's', with phonetic values of either 's' or '
U - 1250
z- 41 12 2 0 o RLEE o 0 0 1 5 0 30
Transliterated as 'p'. pronounced as either 'p', 'f. or 'b', and is non-connecting to _
o the following letter. 25-0 o o 0o 0o 2 12 1 0o 0o 0o o0 o0
Transliterated as 'c', primarily pronounced as '¢' (ch). occasionally representing <= |- 1000
<] 'z and 'j', and is non-connecting to the following letter. E -0 0 0 2 0 ) 0 11 0 0 0 0 0
A letter consistently represented as '§' (sh) in both transliteration and phonetic &
L =
-0 transcription. 2.0 1 0o 0 o0 1 0 0 35 21 0 0 0 750
Transliterated as 't', pronounced as either 't' or 'd", and is non-connecting to the o
© following letter. 5.0 1 4 0o o o 0o 1 2 7198 0o o o0
A letter used in Huzwares§ words, transliterated as 'E', and is non-connecting to o -500
. z
© the following letter. S- 2 1 5 17 0 7 0 0 0 0 138 0 0
£
. _ = . £-1 1 0 [ 2 o 2 [ o 0 0 -250
Figure 3: The 14 letters of the Parsig alphabet, used in 5
. . >- 2 0 0 0 o 30 o0 0 0 1 0 o 778
the Middle Persian language. ‘ ‘ ; -0

AD] ADV CONj DET EZ N NUM PART POST PREP PRONUnkn.. V
Predicted

Confusion Matrix

Figure 5: Confusion matrix for Logistic regression

E— 395 10 36 1 0 134 1 0 0 0 0 0 1
é— 17 336 65 6 0 10 0 0 0 3 1 0 3 2000
Sf [ 5 1086 0 55 1 0 0 0 3 0 0 0
G- 0o & o 11 0 3 0o 0o 0 0 15 0 0
N- 0 0 43 0 490 0 0 0 0 0 0 0 0 1500
z- 12 10 71 0 0 0 0 0 0 0 0 27
g;— 0 3 9 0 0 8 149 0 0 0 3 0 10
g
g— o 6 0o 1 o0 o0 0 O 0 0 1 0 o0 - 1000
i
8— 0 2 0 0 0 1 0 0 39 20 0 0 0
%— 0 1 7 0 0 3 0 0 0 763 0 0 1
z -500
2— 0 3 27 50 0 18 0 0 0 0 133 0 0
g‘: y @ i ® © ® 2 0 © ® ® @ i i Confusion Matrix
>- 0 1 23 0 ] 74 1 0 0 0 0 0 828 E* 430 9 0 0 0 129 0 0 1 2 0 0 16
AI‘]J AI‘DV C(‘)NJ D‘ET E‘Z V\‘IP Ndllll: dPA‘RT PdST PR‘EP PRbN Umln... \‘/ -0 é, 18 427 17 4 0 27 0 3 0 6 1 0 3 2000
g— 8 15 0 32 6 0 0 1 1 1 0 0
© 1750
Flgure 4: Confusion matrix for HMM & Viterbi -0 2 o 19 0o 1 o o 0o o 18 o 1
M-0o o 11 0 42 0 0 0 0 0 0 0 0 1500
z- 20 10 0 0 0 1 0 0 0 2 0 32 1250
Pahlavi, employed in Middle Persian Christian ;5 12 0o 0 o 9 1w 0 o 0 3 0 2
texts. The script specifically used for Zoroastrian -0 o o 1 0 0 0o 7 0o 0 0 0 o [ 1
Middle Persian writings is called Book Pahlavi, B-o 1 0 o 0 0 0 0 w1 o0 o o 750
a cursive script referred to by Islamic-era writers g0 2 7 o 0o 2z 0 o o jggo o o
z - 500
as ram dabira or ham dabira, meaning “common R B2 RO & SRR - RO
script.” Book Pahlavi consists of 14 letters and is gror o 00 a0 000020 250
written from right to left (shown in Figure 3). > I I I e e I g I .

AD] ADV CONj DET EZ N NUM PART POST PREP PRONUnkn.. V
Predicted

B POS Tagger Classification Results Figure 6: Confusion matrix for Random forest

In this part we present class-based metrics con-
fusion matrices for POS tagger classifiers. The
evaluation was conducted using the PyCM li-
brary (Haghighi et al., 2018).
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ADJ ADV CONJ DET EZ N NUM PART POST PREP PRON Unknown v

ACC 0.97168 0.97929 0.95391 0.98878 0.98691 0.95003 0.99532 0.99893 0.99693 0.99492 0.98424  0.99947  0.98103
AUC 0.8396  0.8774 0.95 0.92651 0.95571 0.95006  0.9092 0.5 0.81452 0.99032  0.7865 0.6 0.94332
F1 0.78842 0.81258 0.86293  0.7931  0.90909 0.92438 0.89489 0.0 0.77228 09757 0.69271  0.33333  0.92102
Precision 0.9316 0.87047 0.79444 0.73516 0.89908 0.9 0.98675  None 1.0 0.96705 0.86928 1.0 0.95063
Recall 0.68339  0.7619  0.94435 0.86096 0.91932 0.95012 0.81868 0.0 0.62903  0.98452 0.57576 0.2 0.8932

Table 5: Performance metrics for different POS classes with HMM & Viterbi POS Tagger. Accuracy (ACC) Macro
=0.98319, F1 Macro = 0.74465

ADJ ADV CONJ DET EZ N NUM PART POST PREP PRON Unknown \4
ACC 0.97361 0.98568 0.98583 0.99533 0.99367 0.96396 0.99925 0.99864 0.99623 0.99397 0.99291 0.9991 0.98975
AUC 0.89234 0.91405 0.97065 0.97119 0.99119 0.96251 0.98873 0.92255 0.80157 0.99179 0.90472 0.5 0.97665
F1 0.82893  0.87214 0.95347 0.91014 0.95281 0.94589 0.98141 0.70968 0.73684 0.97294 0.85449 0.0 0.95813

Precision 0.86531 0.91525 0.95821 0.87709 0.91974 0.93384 0.98507 0.61111 0.94595 0.95739 0.90196 None 0.95695
Recall 0.7955  0.8329 0.94877 0.94578 0.98834 0.95826 0.97778 0.84615 0.60345 0.989  0.81176 0.0 0.95931

Table 6: Performance metrics for different POS classes with Logistic regression POS Tagger and Logistic Regression.
Accuracy (ACC) Macro = 0.98984, F1 Macro = 0.8213

B.1 HMM & Viterbi

Table 5 represent class-based metrics for HMM &
Viterbi POS tagger and confusion matrix is pre-
sented in Figure 4.

B.2 Logistic Regression

Table 6 represent class-based metrics for Logis-
tic regression POS tagger and confusion matrix is
presented in Figure 5.

B.3 Random Forrest Classifier

Table 4 represent class-based metrics for Random
forest POS tagger and confusion matrix is pre-
sented in Figure 6.
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