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Abstract

This paper presents a comprehensive method-
ology for transforming XML-encoded Hittite
cuneiform texts into computationally accessi-
ble formats for machine learning applications.
Drawing from a corpus of 8,898 texts (558,349
tokens in total) encompassing 145 cataloged
genres and compositions, we develop a struc-
tured approach to preserve both linguistic and
philological annotations while enabling compu-
tational analysis. Our methodology addresses
key challenges in ancient language processing,
including the handling of fragmentary texts,
multiple language layers, and complex anno-
tation systems. We demonstrate the applica-
tion of our corpus through experiments with
T5 models, achieving significant improvements
in Hittite-to-German translation (ROUGE-1:
0.895) while identifying limitations in morpho-
logical glossing tasks. This work establishes a
standardized, machine-readable dataset in Hit-
tite cuneiform, which also maintains a balance
with philological accuracy and current state-of-
the-art.

1 Introduction

This paper builds on the advancements in corpus
technologies and computational linguistics, con-
tributing to the evolution of corpus linguistics for
Hittite studies, making Hittite cuneiform texts ac-
cessible for data analysis and machine learning. A
corpus-based approach in the area of Ancient Lan-
guage Processing (ALP) is used to create a dataset
of Hittite documents converted primarily into CSV
format, with plans to extend to additional formats
such as JSON and YAML in future releases.

Hittite is the oldest attested Indo-European lan-
guage of the Anatolian family written in cuneiform
script from the 17th to the 12th centuries BCE. All
Hittite documents have been structured according
to content and genre in the Catalogue des textes hit-
tites (CTH) by Laroche, updated in the digital CTH

(see Fig. 1).1 A more practical way to classify
Hittite documents is suggested by van den Hout
(2008) who divided the Hittite documents into "pre-
scriptive" (copied over a period of several gener-
ations, having a long-term purpose) and "descrip-
tive" (mostly daily economic and administrative
texts) categories. This approach, however, is not a
formalized one, and there are many exceptions in
both groups (van den Hout, 2002; Gordin, 2015).

Figure 1: Distribution of texts in CTH

The main digital resource for Hittite is The Het-
hitologie Portal Mainz (HPM), which uses XML
mark-up for raw text edition files. By the end of
2024, digital editions of state treaties, laws, myths,
prayers, magic rituals and festivals (partly), cult in-
ventories and some administrative texts (mostly in-
ventories) have been published there. Additionally,
a searchable annotated ritual and festival corpus
of raw transliterations of Hittite documents (not

1Originally published by Emanuelle Laroche in 1972, this
resource has been adopted and updated as part of the CTH
online: S. Košak – G.G.W. Müller – S. Görke – Ch.W. Steitler,
hethiter.net/: CTH (2025-01-28).

https://www.hethport.uni-wuerzburg.de/HPM/index.php
https://www.hethport.uni-wuerzburg.de/CTH/
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based on published editions) has been released in
2023 under the Corpus der Hethitischen Festrituale
(HFR), and in 2024 the Thesaurus Linguarum Het-
haeorum digitalis (TLHdig) was released, which
aims to cover eventually the entire known Hittite
text corpus. These are the main sources of data for
our research (see Acknowledgments).

Corpus linguistics evolved in the early aughts
from a narrow methodology primarily concerned
with the digitization of printed texts into a corner-
stone of linguistic research and applications (Lüdel-
ing and Kytö, 2008). This transformation has been
driven by advancements in digital technologies:
corpus-derived models use such methods as the
fine-tuning of large language models (LLMs) for
specific linguistic tasks. This paper aims at creating
a dataset for the development of a Hittite corpus,
transforming the existing annotated XML data into
formats specifically optimized for machine learn-
ing applications.

2 Background

Research into ancient Near Eastern languages, par-
ticularly Hittite, faces unique challenges due to the
nature of the source materials. Unlike modern lan-
guages, which benefit from vast, well-documented
corpora, Hittite studies contend with limited digital
resources designed specifically for computational
analysis. So far, to our knowledge, two approaches
to corpus studies of Hittite have been pursued since
2014: Goottite (Digital search of Hittite texts) by
D. Frantikova and Hittitecorpus (Annotated Cor-
pus of Hittite Clauses) by M. Molina. Both were
developed with specific research objectives in mind
that differ substantially from our current approach.
While these resources allow contextual searches
within their text collections, neither was designed
to function as a comprehensive, computationally
accessible corpus.

The Hethitologie Portal Mainz (HPM) represents
the most extensive digital resource for Hittite, with
richly annotated XML texts primarily optimized
for philological accuracy and scholarly reference.
However, HPM’s complex XML structure, while
excellent for digital editions, presents significant
challenges for systematic computational process-
ing or machine learning applications. The criti-
cal limitation across all these existing resources
is that none provides a standardized, machine-
readable dataset that researchers can readily ex-
tract, manipulate, and process at scale. This rep-

resents the fundamental advancement of our ap-
proach—transforming philologically rich but com-
putationally challenging materials into structured
formats that preserve scholarly annotations while
enabling corpus-wide linguistic analysis and com-
putational methods.

Using HPM corpora XML-marked-up material,
we are planning to cover a much bigger amount
of documents, as well as propose automated pars-
ing and annotation of Hittite texts, taking as a first
approach the dataset previously created for fine-
tuning a German T5 model for the tasks of gloss-
ing and machine translation (Yavasan and Gordin,
2024).

The first problem that emerged in the creation
of our Hittite corpus is the convertibility of the
annotated data. We worked directly with XML files
from TLHdig that incorporate SimTex conventions
within their structure2. These files are traditionally
dense with philological remarks and notations as
an addition to grammatical information.

Another significant question is the way to rep-
resent all different languages contained in every
Hittite document. Traditionally, transliterated texts
in Hittite use three types of formatting: italic small
caps, italic capital letters, and normal capital let-
ters for Hittite words, Akkadian and Sumerian lo-
gograms, accordingly; unfortunately, this textual
approach cannot be easily supported in the corpus
that makes focus on linguistic analysis rather than
on philologically rich digital editions.

There is also the problem of fragmented, often
damaged, primary texts (see Fig. 2).

Figure 2: KUB 21.38 (NH/NS; CTH 176) obv. 28’-29’
- Letter of Queen Puduheba to Pharaoh Ramses II (Edel,
1994; Hoffner, 2009)

Several scholars have proposed solutions for
dealing with fragmented texts (Zemánek, 2007;
Inglese, 2016; Molina, 2016; Molina and Molin,

2For the SimTex format description, see HPM Guide.

https://www.hethport.uni-wuerzburg.de/HFR/bascorp_intro.php?lang=EN
https://www.hethport.uni-wuerzburg.de/TLHdig/
https://frantikova.cz/goottite/
https://hittitecorpus.com/
https://www.hethport.uni-wuerzburg.de/HPM/index.php
https://www.hethport.uni-wuerzburg.de/TLHdig/docu.php
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2016). In our approach to the Universal Depen-
dencies (UD) treebank, we previously proposed a
syntactic annotation method in which every frag-
mented block is treated as dependent on a verb
and marked as FRGM (Yavasan and Molina, 2024).
However, this approach introduces ambiguity in the
linguistic analysis of Hittite syntax. Therefore, out-
side the dependency grammar framework, we need
to identify an alternative solution that preserves the
integrity of the information.

3 Methodology & Implementation

3.1 Data Sources and XML Encoding

For this research we chose to create a dataset out of
a subset available to us from the existing repository
of annotated texts, called Thesaurus Linguarum
Hethaeorum digitalis (TLHdig). It is an open-
access digital repository that provides structured
linguistic and philological annotations in XML for-
mat for Hittite cuneiform manuscripts. The data
within TLHdig ensures a precise representation of
the original inscriptions and at the same time pre-
serves information critical for scholarly research.
Note, however, that it does not faithfully represent
published text editions.

The dataset chosen for the transformation con-
sists of 8,898 XML files, each corresponding to a
unique text ID, and encompasses 145 CTH entries
(see Fig. 3). The majority of the texts belong to
ritual and festival genres, which are the most rep-
resented, accounting for 115 entries (107 entries
under festival and cultic texts, 8 entries under rit-
uals). This includes such texts as the Kizzuwatna
rituals and seasonal festivals, with other genres sig-
nificantly less represented. Foreign-language texts
in Hattic, Hurrian, Luwian, and Palaic account for
24 entries, while cult inventories, administrative
texts, mythology, and divination are represented
by 1 entry each. Additionally, miscellaneous texts
are categorized under Varia comprising 2 entries.
These files serve as the raw material for transfor-
mation, requiring extensive processing to extract
and structure the information for further linguistic,
philological, and computational analysis, including
applications in machine learning and deep learning.

Figure 3: Distribution of texts in the dataset

The XML format captures multiple layers of in-
formation essential for Hittitological studies. Both
transliteration and transcription (also known as
normalization in the literature) are included, al-
lowing for a comprehensive analysis of the texts.
About 50% of the texts are glossed, while 16%
are completely broken, making glossing impossi-
ble. Of the glossed texts, 15% (8% of the total
dataset) have been manually validated. Instead, a
large number of morphological glossing possibil-
ities has been generated through a rule-based sys-
tem (Rieken, 2021). These glossing possibilities
include multiple grammatical interpretations for in-
dividual words, often structured in a format where
different cases, numbers, and forms are suggested
(see Fig. 4). This variation is a direct consequence
of the ambiguities inherent in cuneiform writing,
where the same sign can represent multiple sounds
or words depending on context (Weeden, 2011).
The lack of explicit vowel notation and the polyva-
lence of signs require multiple possible readings to
be considered in the glossing process.

This challenge of multiple possible interpreta-
tions and the need for disambiguation is precisely
what led us to consider glossing as a task for LLM
fine-tuning. Given that traditional rule-based ap-
proaches generate numerous possibilities but lack
contextual decision-making capabilities, a large
language model (LLM) fine-tuned on Hittite data
could assist in predicting the most probable gloss
based on broader linguistic patterns. By leveraging
machine learning, we aim to improve the efficiency
of annotation and enhance consistency in glossing,

https://www.hethport.uni-wuerzburg.de/TLHdig/
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addressing the inherent uncertainties in cuneiform
interpretation and at the same time incorporating
philological insights.

Figure 4: A word-by-word annotation of a Hittite text
made by a rule-based algorithm

Besides linguistic glossing, the XML data also
encodes a range of philological annotations that
provide critical context for text interpretation. Ele-
ments such as Sumerian and Akkadian logograms
are explicitly marked, preserving distinctions be-
tween phonetic and logographic writing. Addi-
tional annotations track features such as scribal
corrections, erasures, and textual additions, includ-
ing elements that were likely intended by the scribe
but are missing, as well as those that appear in the
text but may not belong based on scholarly evalu-
ation. These details are crucial for reconstructing
the original meaning of the texts, reflecting both
the complexities of the writing system and the inter-
pretative challenges faced by modern researchers.

Additionally, the morphological glossing con-
tains references to Hoffner and Melchert (2024),
which is the most up-to-date Hittite reference gram-
mar. Annotations often include language identi-
fiers such as Hittite, Hattian, Hurrian, Luwian, and
Palaic, along with a set of grammatical possibili-
ties for each term. An additional field is included
where one or more glossing options are marked
as preferable. In cases where only one option is
selected, it is typically human-verified, but for a
portion of the material, selections have been made
automatically without direct manual confirmation.

XML provides a structured and detailed encod-
ing format, yet, it is not always suitable for compu-

tational analysis. Many statistical and corpus-based
research methods require a tabular structure, such
as CSV, to efficiently process and compare large
datasets. Transforming XML into CSV allows for
easier searching, filtering, and querying of linguis-
tic features and at the same time makes the data
more accessible for machine learning models and
text analysis tools. The structured format also facil-
itates cross-document comparisons, ensuring that
the rich philological and linguistic information in
TLHdig can be efficiently analyzed and used by
other researchers, both in computer and data sci-
ence, as well as ancient language scholars.

3.2 Reframing Text and Annotation
The transformation of XML-encoded Hittite texts
required careful consideration of both segmenta-
tion practices and annotation preservation. Unlike
modern languages, Hittite cuneiform is commonly
written on clay tablets3 and lacks sentence level
punctuation, which requires setting up additional al-
gorithms for sentence boundaries mark-up. Accord-
ing to standards in the field, our dataset is primarily
segmented at the cuneiform tablet line level, rather
than the sentence or clause level. While some gen-
res and text types contain explicit clause divisions
(e.g. rituals and festivals), many do not, making
line-based segmentation the most consistent and
practical approach (Gordin, 2015). Additionally,
the fragmentary nature of many sources further
complicates sentence segmentation, because miss-
ing portions often obscure syntactic structure at the
sentence level.

Although the source dataset is organized around
line divisions, the transformation process ulti-
mately operates at the word level. We extract and
process individual words from the XML structure,
so that each token retains its full set of grammat-
ical, lexical, and philological annotations. At the
same time, we preserve metadata from the original
line structure, including line numbers, obverse and
reverse distinctions (Vs./Rs. in the German anno-
tation, or obv./rev. in the English one), and other
positional markers, allowing for alignment with the

3While clay tablets were the primary medium for Hittite
cuneiform writing, several other materials were also used. Of
special importance were metal tablets, particularly bronze (ex-
emplified by the unique Bronze Tablet containing the treaty be-
tween Tudhaliya IV and Kuruntiya, Bo 86/99), where wedges
were incised rather than impressed. Stone was used for mon-
umental inscriptions in Hieroglyphic Luwian, and wooden
writing boards played a significant role in Hittite adminis-
tration, economy, and cult practices, though few examples
survive due to their perishable nature (Cammarosano, 2024).



202

manuscript layout.
The transformation process was designed to

maintain a clean primary text representation while
storing all linguistic and philological annotations as
additional structured fields. Initially, we assumed
that achieving both readability and full annotation
retention would require compromises. However,
as the transformation progressed, it became ev-
ident that all linguistic and philological annota-
tions could be preserved as additional fields. This
method yields a structured format, in which the
core text remains readable, and every nuance docu-
mented in the original annotations is retained.

The processed text uses Hittite transcription con-
ventions, including broken marks, determinatives,
and other editorial notations for scribal practices,
complying with HPM standards. Meanwhile, all
philological and linguistic metadata—such as gloss-
ing, language identification, restorations, erasures,
uncertain readings, mater lectionis, and editorial
comments—are preserved separately in structured
fields. This approach, which is the key method-
ological insight of this paper, enables researchers
to work both with the text without annotations and
with its full scholarly annotations, ensuring that no
interpretative detail is lost.

3.3 Data Processing and Transformation
The transformation of XML-encoded Hittite texts
into a structured tabular format follows a multi-
step pipeline designed to extract, normalize, and
organize linguistic and philological data. This pro-
cess was implemented using Python, utilizing lxml
for XML parsing (Shipman, 2014), pandas for data
handling, and regular expressions (re) for text clean-
ing and refinement.

Each XML file was processed to extract and
structure relevant linguistic and philological in-
formation. Using lxml’s XPath functionality, the
script identified line markers to track text segmen-
tation, tokenized words with all their attributes.
Additionally, it distinguished between different lan-
guage layers, identifying content in Hittite, Akka-
dian, Sumerian, Hurrian, Luwian, Palaic, and Hat-
tic. Once extracted, the data was mapped to a struc-
tured format, preparing it for subsequent normal-
ization, parsing, and computational analysis.

As for the annotations directly within the text,
they were preserved as independent fields. This
step helps maintain that each annotation type was
correctly mapped. The structured parsing of lin-
guistic and philological data served as the founda-

tion for normalization.
An essential part of our approach was to expand

the annotation structure by introducing additional
fields that retained philological and linguistic infor-
mation separately from the core text. These fields
included annotations for subscript markings, ma-
tres lectionis, numerical markers, sign-based anno-
tations, corrections, erased text, editorial insertions,
rasura and uncertain rasura, missing text markers,
editorial comments, and references to other texts
or glossaries (see example in Figs. 5 and 6).

Figure 5: KBo 51.127+ (CTH 615) (Frg. 1+2) Rs.? III
7’/3’

Figure 6: An example of a word’s annotation as repre-
sented in XML and in CSV.

Since the XML format includes glossing gener-
ated by a rule-based algorithm, producing up to
40 possible glossing variations for a single word,
parsing requires identifying and extracting these
multiple interpretations. In addition to preserv-
ing all algorithmically generated glossing possibili-
ties, the parsing process searched for and isolated
the human-validated selection whenever available.
This step allowed us to distinguish between com-
putationally generated glosses and those verified
by scholars.

In cases where no human-validated gloss was
available, the dataset retained all generated possi-
bilities without assigning a default selection, which
allowed for future verification and computational
processing. We preserved these alternative inter-
pretations specifically to support future research
efforts, ensuring that subsequent scholars would
have access to the complete range of potential read-
ings rather than being limited by our preliminary
assessments.

One of the primary challenges in the parsing pro-
cess was establishing an optimal parsing sequence
to prevent data loss or unintended modification.
Due to the complexity of the XML structure, exe-
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cuting transformations in an incorrect order risked
removing or altering certain elements before they
could be fully extracted.

The final stage of data processing involved
the integration of Unicode representations to en-
hance the dataset’s interoperability with computa-
tional tools and digital cuneiform research frame-
works. Transliteration sequences were systemat-
ically mapped to their corresponding cuneiform
Unicode characters which allows the use of Uni-
code in further analysis.

3.4 Format selection

The selection of an appropriate data format was
a crucial consideration in ensuring both compu-
tational accessibility and philological integrity.
Given the structured nature of the dataset and its
diverse applications, three primary formats were
evaluated: CSV, JSON, and YAML. Each format
presents distinct advantages depending on the in-
tended mode of analysis and data processing re-
quirements.

The dataset was initially released in CSV for-
mat, prioritizing simplicity, interoperability, and
compatibility with statistical analysis tools, ma-
chine learning frameworks, and database manage-
ment systems. The tabular structure of CSV fa-
cilitates efficient numerical and textual data pro-
cessing, making it well-suited for corpus-based
linguistic research. However, CSV lacks the abil-
ity to encode hierarchical relationships, requiring
additional strategies to represent nested linguistic
annotations.

In contrast, JSON and YAML provide hierar-
chical and flexible data structures, making them
more appropriate for storing multi-layered anno-
tations, glossing alternatives, and complex lin-
guistic metadata. JSON, widely used in com-
putational linguistics and NLP applications, sup-
ports structured querying and integration with au-
tomated processing pipelines, while YAML offers
a human-readable alternative for philological re-
search (Wang, 2022).

CSV was selected as the primary output format
for the initial dataset release, future expansions
will incorporate JSON for structured annotation
storage and YAML for enhanced interpretability in
philological studies.

4 Analysis and Insights

The processed dataset consists of 558,349 tokens,
structured with detailed linguistic and philologi-
cal annotations. The data was analyzed to assess
the distribution of glossed words, the extent of hu-
man validation, and the proportion of broken or
fragmentary text (see Table 1).

Glossed Validated Broken
True 297,095 47,908 87,782
False 261,159 510,346 470,472

Table 1: Distribution of glossed, validated, and broken
tokens.

Of the total tokens, 297,095 (53.2%) were as-
signed glosses through rule-based annotation. How-
ever, only 47,908 glosses (16.1%) of those anno-
tated received human validation, confirming the
need for further refinement in automatic gloss-
ing methods. Text integrity analysis showed that
87,782 tokens (15.7%) were identified as broken or
fragmentary, limiting their potential for linguistic
annotation.

These findings highlight both the strengths and
limitations of the dataset, particularly regarding
the reliance on rule-based glossing and the impor-
tance of human validation in refining automatic
annotation strategies. We are, however, postpon-
ing enhancing glossing accuracy through machine
learning to future research, where manually vali-
dated glosses would create a probabilistic glossing
model.

The additional philological and linguistic anno-
tations are not as widely represented across the
dataset, but are still retained due to their signifi-
cance for the analysis. Various elements of mark-
up, such as subscript markings, determinatives, cor-
rections, and editorial interventions, appear in rel-
atively small proportions, with some features oc-
curring in only a few thousand or even hundred
instances. Despite their lower frequency, these an-
notations provide critical insights into scribal prac-
tices, textual transmission, and linguistic variation.

The presence of so many glossing possibilities
for a single word highlights the morphological am-
biguity inherent in the corpus. This is particularly
evident in polysemous words, homographs, and in-
flected forms, where multiple interpretations arise
due to overlapping grammatical or lexical functions.
Despite the extensive output of the rule-based gloss-
ing system, only 16.1% of glossed words received
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Figure 7: Example of the final dataset

human validation, underscoring the challenges of
automated glossing in cuneiform languages.

With 28,656 unique word forms distributed
across 558,349 total tokens, the corpus demon-
strates a relatively low type-to-token ratio of 0.051
(5.1%), indicating a high degree of lexical repeti-
tion, which is an essential characteristic of many
Hittite genres, esp. rituals and festivals. These
contain formulaic expressions, specialized termi-
nology, and recurring syntactic structures. The
prevalence of frequently repeated words suggests
a stable core vocabulary, likely influenced by the
standardized nature of the texts.

5 First Results and Applications

A preliminary version of the dataset was published
on Zenodo under the title Glossed Hittite Texts
with German Translation for Machine Learning
(Yavasan and Gordin, 2024). The complete up-to-
date version of the dataset accompanying this paper
can be found in the following link (for a full list of
CTH entries see Appendix). Figure 7 presents an
example of the final dataset structure, showcasing
the comprehensive annotation fields that preserve
both linguistic and philological information from
the original XML sources.

In Yavasan and Gordin (2024), the dataset re-
tains only words with human-verified glosses, with
a high degree of reliability for machine learning
applications. Each text entry includes linguistic
glossing, textual alignment, and German transla-
tions, structured to facilitate computational analysis
(see Fig. 8). By prioritizing verified annotations,
this dataset provides a foundation for morpholog-
ical processing, syntactic parsing, and translation
modeling, supporting further research in digital
humanities and historical linguistics.

Our initial attempt at fine-tuning focused on the
Hittite glossing task, using the dataset published
in Yavasan and Gordin (2024). This dataset pro-

vided a reliable subset of manually validated anno-
tations, allowing us to assess whether a T5 model
could learn the correspondence between Hittite
words and their assigned glosses. However, the
results were highly unsatisfactory, as the model
failed to generate accurate predictions. Our analy-
sis reveals fundamental limitations in the T5 archi-
tecture when applied to morphological glossing of
Hittite. The model operates primarily at the token
level rather than the morpheme level, creating a
significant mismatch with the requirements of mor-
phological analysis. Hittite’s rich inflectional sys-
tem—with its numerous cases, verbal endings, and
participle formations—encodes multiple grammat-
ical categories within single words, a complexity
that T5 struggles to disentangle accurately. Fur-
thermore, the pre-trained T5 model’s exposure to
primarily non-inflecting languages creates a sub-
stantial transfer gap when confronted with Hittite’s
synthetic morphology. Upon further investigation,
we found that T5 struggles with glossing tasks even
in English, suggesting that its architecture is not in-
herently suited for morphological annotation. This
led us to conclude that T5 is not an appropriate
model for this type of linguistic prediction.

Following this, we redirected our efforts toward
fine-tuning the model for Hittite-to-German trans-
lation, using a German version of T54. This model
contains approximately 247.5 million parameters,
all of which were trainable during our fine-tuning
process.

For evaluation, we used the ROUGE metric (Lin,
2004), which measures the overlap between the
generated text and the reference text. Specifically,
ROUGE-1 measures the overlap of unigrams (sin-
gle words) as defined in Equation 1, while ROUGE-
2 extends this concept to measure the overlap of
bigrams (word pairs).

4GermanT5/german-t5-oscar-ep1-prompted-germanquad

https://drive.google.com/file/d/1U9weA_M_oQR62FPLVIhj0muOQ05UTO4A/view?usp=sharing
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Figure 8: First lines of the published dataset

ROUGE-1 =
∑

unigram∈Reference Countmatch(unigram)∑
unigram∈Reference Count(unigram)

(1)

The original pre-trained model showed very poor
results, with ROUGE-1 at 0.0255 and ROUGE-2 at
0.02, indicating that it failed to generate meaning-
ful translations. However, after fine-tuning, the in-
structed model demonstrated a substantial improve-
ment, achieving ROUGE-1 at 0.895 and ROUGE-
2 at 0.27, reflecting a significant gain in translation
accuracy.

These results suggest that while T5 was inef-
fective for glossing, it can be successfully fine-
tuned for translation tasks in a structured linguistic
dataset. This highlights the importance of task
selection in NLP applications for low-resource
languages. Future work could explore alterna-
tive transformer-based architectures specialized for
glossing, such as morphology-aware models, or
integrate linguistic priors to improve the accuracy
of morphological annotation in Hittite and other
ancient languages.

Figure 9: Examples of translation by instructed model

6 Conclusion

This study has outlined the creation and implemen-
tation of a computationally annotated corpus of
Hittite texts, leveraging XML-encoded linguistic
and philological data for structured analysis. The
research contributes to the evolving field of Ancient
Language Processing (ALP) by providing a stan-
dardized and machine-readable dataset, facilitating
advanced linguistic inquiries and computational
methodologies for Hittite studies.

Through the transformation of XML-based tex-
tual data into structured formats such as CSV,
this work ensures accessibility for both traditional
philological research and modern computational
applications. The challenges inherent to Hittite
corpus development—such as the complexity of
XML annotations, the representation of multiple
linguistic layers, and the integration of fragmented
texts—demand a methodological approach that pre-
serves philological accuracy. This transformation
from XML to more computationally accessible for-
mats represents not just a technical conversion but
an essential paradigm shift for ancient language
processing, moving from formats optimized for
philological documentation toward those that en-
able computational analysis at scale.

The study also underscores the limitations of
current transformer-based language models, such
as T5, for morphological glossing in low-resource
ancient languages, highlighting the need for hy-
brid approaches that integrate rule-based linguistic
knowledge with probabilistic modeling.

Certain questions that have not been consid-
ered in this paper are postponed for future re-
search. These include: refining syntactic annota-
tion through dependency-based models, improving
neural network performance for gloss prediction
via fine-tuning on enriched datasets, and expanding
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the corpus to include a broader range of Hittite tex-
tual genres. In this way, the current study provides
solid foundation for these tasks.

Our data is available as supplementary informa-
tion to this paper via the following link.
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Figure 10: Table of CTH entries
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